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senschaftliche Gummiwand, an die ich regelmäßig die verrücktesten Ideen werfen konnte

und diese dann in einer regen Diskussion aufgegriffen und verarbeitet wurden.
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so häufig gestellt Frage meine Vaters, wann sei denn die Dissertation endlich fertig, nun

eindeutig beantworten.

Jetzt.

Markus Deutsch





Abstract

Thermochemical energy storage (TCES) is considered an emerging green technology for

increased energy utilization efficiency, thereby achieving a reduction of greenhouse gases.

Several reaction systems based on different substance classes (e.g. hydrates, hydroxides,

oxides) were suggested and investigated so far. Nevertheless, the number of known reactions

which are suitable for TCES is still limited, as the main focus lies on the investigation of a

handful known substances, their further improvement or applicability.

To find novel promising candidates for TCES and also to allow for a broader view on the

topic, this work presents a systematic approach to find new TCES systems. A mathematical

search algorithm identifies potential reactions based on thermodynamic databases for differ-

ent reactive gases. The search results are classified by their applicable temperature range

and ranked by storage density.

To further assess the potential of the found systems, a novel method for the identification

of temperature and pressure dependent reaction kinetics is proposed. It is an extension of

the non-parametric kinetic analysis (NPK) method as it identifies the pressure dependency

in addition to the temperature and conversion dependency of the reaction. This is done by

analyzing kinetic data in a three-dimensional data space (conversion, temperature, pressure)

and attributing the variation of the conversion rate to these independent variables. Thus, a

reduction from a three-dimensional problem to three one-dimensional problems is achieved.

The derivation of a kinetic model can then be performed for each dependency independently,

which is easier than deriving a model directly from the data. This work presents the basic

approach of the identification and combination of the three dependencies to build a full

kinetic model. Also, the interpretation of the model to achieve a physically motivated model

is illustrated. Then the method is applied to identify the complex reaction kinetics of the

decomposition of CdCO3 based on a set of thermogravimetric measurements. It is shown

that it is possible to identify interaction terms between the dependency terms.

One promising application of TCES is its combination with concentrated solar power. Based

on the search, the reaction system CuO/Cu2O has been identified as a potential candidate

for such a combination. This work studies the reduction of CuO and the oxidation of Cu2O

under isothermal and isokinetic conditions. The reactions are analyzed using a simultaneous



thermal analysis (STA) and a lab scale fixed bed reactor. To develop kinetic models the NPK

approach is utilized. This model free approach is expanded by the Arrhenius correlation to

increase the applicable temperature range of the models. The resulting models are evaluated

and compared.

Furthermore, the cycle stability of the system over 20 cycles is assessed for a small sample

mass in the STA and a large sample mass in the fixed bed reactor.
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Chapter 1

Introduction

Energy crisis and climate change are typical subjects in today’s news. Self-proclaimed ex-

perts discuss cause and effect and debate if climate change was real and/or man-made. From

a scientific point of view, climate change is certain. The annual report on the state of cli-

mate of the National Centers for Environmental Information states that 2016 has been the

warmest year since 1880 [1]. This makes the last three years the three hottest years on

record. Looking at the warmest years on record, 16 of the top 17 have been recorded in this

century. This means, every year since 2000, was warmer than all years before 2000, with the

exception of 1998, which is the eighth warmest year on record [2].

The most discussed cause for climate change is the increasing concentration of CO2 in the

atmosphere. This increase can be seen in the so called Keeling curve in Figure 1.1. it shows

the history of the CO2 concentration in the atmosphere since 1958. The measurements have

been conducted at Mauna Loa, Hawaii, in sufficient distance from industrial sites, so that

no direct emissions could influence the measured values. The annual fluctuation in CO2 is

caused by seasonal variations in CO2 uptake by land-based vegetation. The Keeling curve

shows a distinct increase of CO2 in the last 60 years.

With CO2 being a greenhouse gas, a cause for climate change seemed to be found. This

increase in CO2 is mere a symptom of an underlying problem. The increase is mainly caused

by to anthropogenic emissions from burning fossil fuels. They are needed to fulfill our need

for energy. According to Wrangham [4] it appears that modern humans are the only species

that have a need for external energy. It is believed that humans gained the ability to control

fire long enough ago, that it is now necessary for our food to be cooked and the lack of fur

makes us dependent on the heat provided by fire and other external heat sources. Throughout

the course of history, humans have discovered many ways to convert energy from forms that

are less desirable to those that are more desired; for example from grass and grain to meat,

from wood to heat, and from fossil fuels to transportation and electricity [5].
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Figure 1.1: History of the CO2 concentration in the atmosphere measured at Mauna Loa,
Hawaii since 1958 [3]

1.1 Energy demand

1.1.1 Development of energy demand of the human race

The energy demand of the human race is constantly rising. Cook [6] analyzed the energy

consumption from the early beginnings of mankind (Figure 1.2). The Primitive Man, who

had yet to discover fire, only depended on the food he could eat, his energy consumption was

approximately 8.4 MJ per day. After the discovery of fire, the energy consumption doubled

to a value of 16.8 MJ/day. With the development of an agrarian society with some domestic

animals, the energy consumption per capita rose to about 50.2 MJ/day. The Advanced

Agricultural Man presumably doubled this value by harnessing animals for transportation

and inventing devices to tap the power of wind and water. With the invention of the steam

machine at the beginning of the industrial revolution, humans were no longer limited to

natural energy flows. They were able to commercially use the concentrated storage deposits

of solar energy such as coal, gas, and oil. At the height of the industrial revolution in the

second half of the 19th century, the daily consumption of energy rose to an estimated value

of 293 MJ/day. With the industrialization, the rate of consumption rose dramatically over a

period of a few generations. In 1970, the average Technological Man in the U.S. consumed

approximately 900 MJ/day [6]. According to the International Energy Agency (IEA) [7] the

primary energy consumption per capita in 2016 in an OECD country was 477.1 MJ/day.

The reduction is mainly a result of the increased population.
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Figure 1.2: Estimated daily energy consumption per person over the evolution of the human
race, adapted from [6]

1.1.2 Energy sources

The energy consumed in our daily lives comes from various primary energy sources. Those

can be categorized in two groups, renewable and non-renewable energy sources. Renewable

energy sources are sources that replenish on a human timescale, while non-renewable energy

sources take take considerably longer (e.g. coal) or do not replenish at all (e.g. uranium) [8].

Typical types of renewable energy are solar, wind, hydro, biomass and geothermal energy

[9].

Since the beginning of the industrial revolution, the mix of used primary energy sources

changed constantly. As it can be seen in Figure 1.3, at the beginning of the 19th century,

the energy demand was completely covered by renewable energy sources, mainly biomass

and a small amount by water and wind power (mills). As a result of the industrialization,

the importance of coal as energy source increased. Around 1920 only half of the globally

used primary energy sources were renewable (see Figure 1.4). With the discovery of big oil

reserves in the U.S. at the beginning of the 20th century, crude oil and natural gas shifted

into the focus to today’s energy production, which now heavily relies on oil and gas. In 2005

less than 15 % of the consumed energy was produced from renewable energy sources. Figure

1.3 also shows a projection of the primary energy demand from the year 2010 based on the
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Figure 1.3: Development of the world primary energy consumption from 1800 to 2050. The
period 2010 to 2050 follows the business-as-usual scenario developed by GEA [10].

GEA1 baseline scenario. In this scenario business-as-usual is assumed and no additional

actions to reduce the dependency on fossil fuels are set. If not prevented, such a scenario

would result in failing the 2 ◦C target with a probability of 99 %. To reduce the emission

produced in this scenario, the energy mix has to be changed. Such a high dependency on

fossil fuels are not feasible in terms of climate protection. It is also comprehensible that

such an increase in the energy consumption cannot be covered by renewable energy sources

alone. Thus, in addition to changing the energy mix, it is also necessary to limit and reduce

the primary energy demand [10].

The WBGU2 issued a scenario for a global renewable energy supply until 2050 [10]. It is a

vision based on a heavy expansion of the renewable capabilities. The WBGU scenario shows

that to fulfill the energy demand with only renewable energy sources, it is essential to reduce

the global energy consumption. The scenario assumes that this can be achieved by several

measures. First, the growth of the primary energy demand of the transport sector and the

electricity sector must be limited to 1 % per year. Second, the global heating and cooling

demand has to be reduced by 1 % per year. The goal for the transport sector is assumed to

be achieved by fully introducing electro-mobility. To limit primary energy demand of the

electricity sector, efficiency increasing measures for the electricity generation are assumed.

It is notable, that this does not mean less electricity is consumed globally, rather that the

efficiency of the conversion from primary energy sources to electricity increased. Today, about

1Global Energy Assessment, http://www.globalenergyassessment.org/
2Wissenschaftlicher Beirat der Bundesregierung Globale Umweltveränderungen, Germany,

http://www.wbgu.de
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Figure 1.4: Evolution of the used primary energy sources. For the time from 1800 to 2010
the data from Figure 1.3 was used, from 2010 the WGBU scenario was used (Figure 1.5)

66 % of the total primary energy input is lost during the conversion from heat to electricity

in form of waste heat [11]. This value can be reduced by preventing the generation of waste

heat, through direct electricity production (e.g. water or wind electricity) or repurpose the

arising waste heat to a greater extent than it is done today. Repurposing would also help

to reduce the global heating and cooling demand as the scenario demands. An increased

utilization of waste heat is hindered by the fact that supply and demand cannot be matched

temporally or the distances between producer and customer are too large [12]. To solve this

discrepancy new technologies of thermal energy storages are needed.

1.2 Thermal energy storage

As outlined above, thermal energy storage (TES) plays a crucial part in protecting our

climate. It does so by reducing CO2 emission through energy savings in buildings and

industrial sectors and reducing waste thermal energy on a national and continental scale

[13].

1.2.1 Potential of thermal energy storage

To understand the potential of TES, the different sources of storable heat and potential

consumers need to be discussed.

The IEA distinguishes three temperature levels for heat: low (< 100 ◦C), medium (100 -

400 ◦C) and high (> 400 ◦C) [14].
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Figure 1.6: Heat demand of the industrial sector in the EU-27 per temperature level and
industrial branch [20].

The low temperature level represents the typical household and building application. In

Germany, more than two thirds of the energy demand of buildings are used for heating and

warm water [15]. There, TES can be used to store solar energy during times of high energy

availability and low demand (summer) to times of low energy and high demand (winter) [16].

The medium temperature level comprises mainly waste heat sources from industrial appli-

cations, which are a major cause of energy inefficiency [17]. Waste heat occurs when heat

is used within production processes either in form of process steam or in fired furnaces [18].

In electricity production about 66 % of the total primary energy input are lost during the

conversion from heat to electricity [11]. A higher conversion rate to electricity is hampered

by the comparably low efficiency of the available processes (e.g. the energy efficiency of the

organic rankine cycle (ORC) process at the cement plant in Lengfurt, Germany, is at only

12,8 % [19]).

The potential use for thermal energy at low and middle temperature levels is manifold.

Figure 1.6 shows the heat demand of the industrial sector in the EU-27 depending on the

temperature level. Heat at low temperature level is used in the pulp and paper and also in

the food industry (e.g. pasteurization processes and beer industry [15]). Heat at the middle

energy level is highly needed in the tobacco industry.
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TES can be used to improve the energy efficiency of processes, by bridging the temporal

and/or spatial gap between the producer of waste heat and potential consumer (e.g. from

the heat production site to a local heating district or in a batch process, from the cool down

of one cycle to the heat up of the next) [21].

In the high temperature level TES can be used for specialized applications. In cars 60 %

of the fuel energy are lost as heat, mostly through the exhaust at a temperature up to

800 ◦C [22]. TES can be used to recuperate parts of this energy and use it for minimizing

the warm-up period of the exhaust track at the next cold start [23]. TES plays a vital role

in the market success of solar thermal power plants as they are prone to strong fluctuations

in their power output. Additionally, the highest energy output is generated at noon, while

the demand is highest in the evening. This discrepancy can be seen in the net load of

power grids. Conventional power plants work at a lower output during times of high solar

power and have to drive steep ramps to cover the energy demand in the evening when

solar power stops. Figure 1.7 shows development of the net load of the California, U.S.,

power grid on January 11 for the years 2014 - 2020. Due to its shape, the curve is called

duck curve [24]. Predictions for the years until 2020 show that the growing penetration of

renewable energy, especially solar energy, results in a worsening of this discrepancy. TES

can be combined with concentrating solar power (CSP) plants to increase their production

into times with low sunlight (e.g. when the sun is blocked by clouds or after sunset) [25, 26].

As a result, fluctuations in the energy production through solar power are reduced and the

energy production is shifted to times of high energy demand. Thus, the load gradients on

the power grid is reduced.

For this application materials for temperatures of 800 ◦C or higher are needed.

1.2.2 Thermal energy storage systems

TES system store energy in form of heat. A typical storage cycle consists out of three steps:

charging step During this step the energy is stored into the storage medium. To transport

the heat from the waste heat source to the TES system a heat transfer medium is used.

In special cases the storage medium is also used as the heat transfer medium. The

charging temperature is one key parameter to choose the proper TES system.

storing step During this step, the energy is kept within the TES system. Depending on

the TES system, it can be possible to transport the storage medium and, therefore,

the heat between heat source and heat sink. The possible storage duration depends on

the heat losses of the system, which limits possible application for each TES system.

discharging step During this step, the energy is released from the storage for further use.

8
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Figure 1.7: Net load curve of the California, US power grid for the January 11, years 2014
through 2020 are predictions [24].

Again, a heat transfer medium is used to transfer the heat from the TES system to

the heat sink. The temperature profile of the discharged heat strongly depends on the

TES system. Thus, special temperature requirements from the heat sink influence the

applied TES system.

To efficiently apply TES, the storage system needs to fulfill two main requirements. First,

the storage system needs to be able to store the heat close to the temperature level where

it arises. Second, the energy losses during storage should be minimal. Choosing the right

TES system is crucial for a successful application of TES. Generally, there are three types

of storage systems.

1. sensible heat storage

2. latent heat storage

3. thermochemical heat storage

They differ in their principle method of heat storage, which results in different advantages

and disadvantages as well as different fields of application. In the following all three storage

types are discussed and their differences highlighted. As this work focuses on thermochemical

heat storage, a more detailed discussion is given.
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Table 1.1: Comparison of different sensible storage materials [28].

temperature range specific heat capacity

storage material ◦C kJ/(kgK) field of application

water 0 - 100 4.18 space heating, warm water

sand, stone 0 - 800 0.71 ground heat storage

concrete 0 - 500 0.88 thermal active structures

iron 0 - 800 0.47 solar storage applications

thermal oil 0 - 400 1.6 - 2.1 CSP

molten salt 150 - 450 1.3 CSP

Sensible heat storage

Sensible heat storage is the oldest and most common type of heat storage. There are various

different materials and system, but all follow the same principle. During charging, energy

is stored as a temperature difference in a storage material. The energy is used to heat up

the storage material. The storage is based on retaining the temperature difference between

storage material and surroundings. For discharge the temperature of the storage material

is reduced and the heat is released. Eq.(1.1) shows the governing equation for sensible heat

storage systems.

Q = m

∫ T2

T1

cpdT (1.1)

The stored energy Q depends on the mass of the storage material m, its heat capacity cp

and the temperature difference between the storage medium T2 and the surrounding T1 [27].

The maximal storage temperature depends on the used storage material, as it is not allowed

to change its phase within the temperature interval T1 to T2. Table 1.1 shows a comparison

of different sensible storage materials, their heat capacity, applicable temperature range

and field of application. A high specific heat capacity availability and its eco-friendliness

makes water the most common storage material. However, its use is limited to below 100 ◦C

under ambient pressure due to its boiling point. For higher temperatures, solid heat storage

materials such as sand and gravel or molten salts are used.

Latent heat storage

Latent heat storage systems are already in the focus of researchers for quite some time.

There are already working systems commercially available. They are characterized by a

10
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Figure 1.8: Comparison of the temperature course during the energy uptake between latent
and sensible heat storage

phase change of the storage material. The energy is stored as latent heat of the phase

change. Such phase changes can be solid-solid, solid-liquid or liquid-gaseous. The solid-

liquid phase change is the most commonly used one, while liquid-gaseous is often avoided

due to its high volume change. Storage materials used for latent heat storage are known in

the literature as phase change materials (PCM). The stored energy in a latent heat storage

can be described by Eq.(1.2).

Q = m

(∫ TPC

T1

cp,1dT + ∆HPC +

∫ T2

TPC

cp,2 dT

)
(1.2)

This equation can be seen as a combination of two sensible storage steps separated by a

latent storage step. The PCM is heated up to its phase change temperature TPC, thereby

storing sensible heat. At TPC, it then changes phase at constant temperature. The energy

needed for the phase change ∆HPC is stored in the PCM. This is followed by another sensible

heat storage step up to T2.

Figure 1.8 shows a comparison of the stored energy between a sensible hate storage and a

latent heat storage. The temperature of the storage material during the phase change stays

constant, which results in a higher storage energy in the same temperature range. Hence,

it is important to choose a PCM with an applicable phase change temperature. Table 1.2

shows different PCMs and their according phase change temperature TPC as well as their

according phase change enthalpy ∆HPC.
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Table 1.2: Comparison of different phase change materials (PCM). All phase changes are
solid-liquid [29].

phase change phase change specific heat capacity
temperature enthalpy in kJ/(kgK)

storage material TPC in ◦C ∆HPC in kJ/kg cp,1 cp,2

water 0 355 2.1 4.19
eicosane 36.6 243 1.94 2.08
laruic acid 44 183 1.8 2.16
stearic acid 69.7 221 1.83 2.3
48 NaCl / 52 MgCl2 450 432 0.9 1.0
67 NaF / 33 MgF2 832 618 1.42 1.38

1.3 Thermochemical energy storage

1.3.1 Principle of TCES

Thermochemical energy storage (TCES) is characterized by a material change of the storage

material. This differentiates it to sensible and latent heat storage, where the storage material

does not change its composition. It is based on a reversible chemical reaction or a reversible

sorption process. The energy is stored as reaction enthalpy ∆Hr. The fundamental reaction

equation is given by

νAA(s) + ∆Hr 
 νBB(s) + νCC(g) (1.3)

Material A stores the energy while decomposing into a solid component B and a gaseous

component C. This is called the charging reaction, the material B is referred to as the charged

material. Through the reverse reaction or discharging reaction of B and C to A the stored

energy is released again. Accordingly, the material A is referred to as discharged material.

Thus, a separate storage of B and C is needed to prevent unwanted reverse reaction. It has

to be noted, that, while most systems follow the reaction scheme given by Eq.(1.3), TCES

is not bound to it and their are a few systems not following this scheme. The advantage of

using a solid storage material which decomposes to another solid and a gaseous component

is that a simple separation of both reacted materials is possible. The fundamental process

for TCES is depicted in Figure 1.9. The charging reaction occurs in Reactor 1, thereby

decomposing the storage material A to B following the given reaction. Depending on the

reaction system it may be necessary to store the produced gas C. The heat input is generally

realized using a carrier gas. It is obligatory that the carrier gas is inert in terms of the

reaction system, so no side reactions occur. The charged material B reacts with C back to A

in Reactor 2, releasing the previously stored energy. Again, in most processes a heat carrier

12
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Figure 1.9: Schematic principle of a TCES system [30]

gas will be used to transport the heat out of the Reactor 2, which can be the reactive gas

itself or an inert gas. Each TCES system has a specific equilibrium temperature Tequ (for

details see section 2.1.2). Above this temperature the charging reaction occurs, below the

discharging reaction. It has to be noted that the temperature in Reactor 1 T1 has to be

above Tequ of the reaction kinetic of the reaction system, while in Reactor 2 it has to be

vice versa (T2 < Tequ) at the given process conditions. The required temperature spread

T2 − T1 strongly depends on the reaction system and the process conditions. Reactors 1

and 2 can be located at different sites with a material transport system between them, e.g.

trucks transporting the material. Another possibility would be to use only one reactor for

both charging and discharging at different times in a batch process. Thus, on-site material

storage would be needed for this case.

1.3.2 Comparison of TCES to other thermal energy storage sys-

tems

Table 1.3 shows a comparison between sensible, latent and thermochemical energy storage.

It can be seen that there are notable differences between the different technologies. First

of all, TCES has a significantly higher storage density compared to the others. Figure 1.10

shows the theoretical storage capacity of selected TES systems.

Also the energy is stored at ambient temperature, thus no insulation is needed [18]. This

results in a theoretically unlimited storage period, while sensible and latent energy storage

systems lose energy to the surrounding [31]. Discharging effects in TCES systems are limited

to sensible losses between storage temperature and reaction temperature and when the stor-

age material reacts back, which can be prevented when separating the reaction partner. As

a result of those properties, the stored energy can easily be transported over long distances.

The high energy density is beneficial for a more economical transportation [32]. Depending

on the used reaction system environmental hazards may arise.

Due to the simplicity of sensible heat storage systems, their development is already in in-
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Figure 1.10: Comparison of selected TES systems

dustrial scale. Especially water based systems are widely used and commercially available.

Latent heat storage systems have already been under development for some time, and pilot

plants are under operation. As result of the occurring reaction and the resulting kinetics,

TCES systems are complex. They moved into the focus of researchers only in the last years,

therefore, they are available only on a laboratory scale [33].

1.3.3 Requirement for TCES system

In order to be successfully put to use, a TCES systems need to fulfill a set of requirements,

which differ between applications. The requirement can be separated into three different

groups (Figure 1.4):

reaction based These are primarily dictated by the application. They mainly determine

if a reaction system can be used as TCES system for a given application. First of

all the equilibrium temperature of the system has to be suitable for the application.

As outlined in section 1.2.1 the possible application for TCES stretch over a wide

temperature range. Thus, a proper TCES system has to be chosen individually. Second

the reaction kinetic of the systems has to fit the time scale of the application on both

sides, heat source as well as heat sink. If the reaction kinetics is too slow, the required

dynamics of the system can not be achieved. Third the energy density has to be as

high as possible. A lower energy density means, more material, more storage space

and higher transport costs for the same amount of stored energy.
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1.3 Thermochemical energy storage

substance based They mainly define the handling of the substances during the process.

Key requirements are the toxicity, corrosiveness and stability of the occurring sub-

stances. Depending on the application their impact on the TCES may vary. For

instance, systems designed to be placed in households have a lower tolerance for toxic

materials as systems designed for industrial applications. Stability of the materials

can be increased by pressurizing the storage container. This may be easier in smaller

household storages as on an industrial scale.

economical These assure that the TCES system can be operated economically feasible.

They include availability and price of the materials as well as the cycle stability of

the system. The operating mode of the storage influences their requirements. For

small high tech storage applications the price of the material is not as important as for

big commercial applications. The intended cycle duration influences the needed cycle

stability. A seasonal storage that cycles only once a year has a different requirement

for the cycle stability than a storage that cycles once a day.

The most information needed to check if a TCES fulfills the given requirements is available

in databases. Only the reaction kinetics and the cycle stability of a system are not available

on a broad scale. Since both properties are crucial for a successful application of a TCES

each system has to be tested individually in order to check its potential.

1.3.4 State of the art

Compared to sensible or latent heat storage, TCES is still a new technology, despite the fact

that it has been already been used centuries ago. According to Thorndike the first recorded

uses of TCES date back to the 10th century Persian scholar al-Razi, which used quicklime

(CaO) and water to boil an egg [36]. Hieatt and Jones describe a recipe from the late 13th

century on how to cook meat without fire [37]. In a technical context the first applications of

TCES had been in Germany. A locomotive which runs between Aachen and Jülich in 1882

and a motorboat on the Spree in 1883, both used concentrated NaOH to generate steam

which powered the machine [38].

There are various reaction systems in development at the moment. For the low and middle

temperature level mainly salt hydrates [39] are currently investigated, e.g. CaCl2 · 6 H2O/CaCl2

[40, 41] and MgSO4 · 7 H2O/MgSO4[42, 43]. Pardo et al. [34] concluded that the most promis-

ing reaction systems for the high temperature level are Ca(OH)2/CaO [44] and PbCO3/PbO

[45]. For solar applications, also reactions of metal oxides are shifting into the focus of

the research [46, 47]. Especially, redox systems are deemed to be suitable due to their op-

erating temperature [30, 34]. Wong et al. [48] analyzed 16 potential metal oxide systems
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1.4 Aim of this work

following reaction equation 1.5. From these systems, only BaO, Co3O4, CuO, Fe2O3, Mn2O3

displayed the necessary behavior for a suitable TCES material. Co3O4 showed the most

promising results [49] and was further analyzed in terms of reversibility and energy storage

capacity [50–52]. The cycle ability of Mn2O3 has already been proven by Carrillo et al. [53]

and compared to Co3O4 [47].

Reduction MxOy → MxOy−1 + 1/2O2 ∆HR > 0 (1.4)

Oxidation MxOy−1 + 1/2O2 → MxOy ∆HR < 0 (1.5)

1.4 Aim of this work

The wide temperature range in which TCES can be utilized, the variety of applications and

the resulting requirements, and the diversity of the reactions applicable for TCES create

the necessity of a comprehensive database with different TCES reaction systems. Such

a database would help the consumer to select an appropriate TCES system for a given

application purpose. The basis for such a database is a systematic screening to find reaction

systems for a wide temperature range.

So far, only one systematic approach to screen for TCES systems is known to the author.

N’Tsoukpoe [54] performed a systematic evaluation of 125 salt hydrates for TCES at low

temperature levels with the main focus on a household application. They first discriminated

based on material safety and past experiences, then focused on thermal analysis to find

suitable candidates for TCES. The 125 salt hydrates where identified using a thermochemical

database, but no detailed information on how they were identified was given .

In this work, an algorithm is developed to identify TCES systems for a broad temperature

range (25 ◦C-1000 ◦C). It finds possible TCES systems based on a thermodynamic database.

The use of an algorithm to find reaction systems results in an objective, comprehensive list,

which is not based on prior knowledge of the researcher. The found TCES systems are

further analyzed in context of their equilibrium temperature and energy density.

To distinguish between possible candidates for an application it is important to identify the

reaction kinetics of the system. The heat source purports the possible operating conditions

(temperature, pressure) of the TCES system. To be successfully implemented, the system

needs to have a sufficient reaction rate at given temperature - pressure conditions. Therefore,

temperature and pressure dependent kinetic data is needed. In order to collect this necessary

information, a novel kinetic method, the extended NPK method, is presented. It allows for

the systematic development of a temperature and pressure dependent kinetic model based

on a data-driven identification.
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1.4 Aim of this work

Based on the results of the systematic screening, the TCES system CuO/Cu2O is investigated

further for its potential solar application. The extended NPK method is applied to develop

kinetic models for both, charging and discharging reaction. Additionally, the cycle stability

is analyzed.
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1.4 Aim of this work

Table 1.4: Different requirements for TCES systems

reaction based substance based economical

equilibrium temperature toxicity availability

reaction kinetics corrosiveness price

energy density stability cycle stability
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Chapter 2

Fundamentals

To successfully describe chemical reactions as used in TCES it is necessary to analyse them on

a fundamental level. Therefore, both thermodynamic and kinetic fundamentals are required.

The laws of thermodynamics give the direction, in which the system reacts. The laws of

reaction kinetics give the speed of the reaction. The knowledge of both is essential to

successfully describe and predict the behavior of a chemical system. A good example for

this is the transformation of carbon from diamond to graphite. At 25 ◦C and 1 atm the

reaction from diamond to graphite is thermodynamically favorable, thus each diamond in

jewelery should react to graphite. Luckily, the kinetic of this reaction at 25 ◦C is so slow,

that this is not observed.

Within this chapter, necessary fundamentals are discussed to successfully describe a TCES

system.

2.1 Thermodynamic fundamentals

2.1.1 Gibbs energy G

To describe the thermodynamic state and behavior of a system often the free enthalpy or

Gibbs energy G is used. The Gibbs energy can be calculated with the Gibbs function (often

referred to as Gibbs fundamental equation), which represents the combination of the first

and second law of thermodynamics. The Gibbs function can be written as a function of the

inner energy Eq.(2.1a) or the enthalpy Eq.(2.1b).

G(T, p,n) = U(S, V,n) + pV − T S (2.1a)

G(T, p,n) = H(S, p,n)− T S (2.1b)



2.1 Thermodynamic fundamentals

The Gibbs energy for a system at standard conditions (T 0 = 273.15 K, p0 = 1 bar) is called

standard Gibbs energy G0. The superscript 0 denotes standard conditions.

For a system with only one pure substance at standard conditions Eq.(2.1b) simplifies to

G0
0(T 0, p0) = Hf(T

0, p0)− T 0 Sf(T
0, p0) = H0

f − T 0 S0
f (2.2)

where H0
f is the enthalpy of formation and S0

f the entropy of formation, both at standard

conditions. G0 is called the Gibbs energy of the pure substance. The subscript 0 denotes

that the value corresponds to a pure substance.

The enthalpy of formation represents the occurring energy change when a substance is formed

from the allotropic most stable form of its elements. One example is the creation of CO2

from O2 and C. The energy change for this reaction equals the enthalpy of formation for

CO2 Hf,CO2 .

C + O2 −−→ CO2 H0
f,CO2

= −393.51 kJ/mol [55] (2.3)

The standard enthalpy of formation H0
f for different substances can be found in the literature

and in electronic databases. The temperature dependency of Hf for isobaric conditions is

given by

Hf(T, p0) = H0
f +

∫ T

Tk0

cp(T ) dT (2.4)

The temperature dependency of the specific isobaric heat capacity is often described by

polynomials. Given in Eq.(2.5) is one common representation, known as NASA polynomial1.

cp(T ) = a1 + a2T + a3T
−2 + a4T

2 (2.5)

With the polynomial form the integral in Eq.(2.4) can be solved, which results in

Hf(T, p0) = H0
f +

[
a1 T +

a2

2
T 2 − a3 T

−1 +
a4

3
T 3
]T
T 0

(2.6)

The entropy of formation Sf is defined by Gmehling [56] as the change in entropy associ-

ated with the formation of one mole of a substance from its elements. The temperature

dependency of Sf for isobaric conditions is given by

Sf(T, p0) = S0
f +

∫ T

T0

cp(T )

T
dT (2.7)

Again, the standard entropy of formation S0
f can be found in the literature and thermo-

1There are several different forms of th NASA polynominals
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2.1 Thermodynamic fundamentals

dynamic databases. With the polynomial form of the temperature dependency of the heat

capacity cp Eq.(2.5) the integral can be solved, which results in

Sf(T, p0) = S0
f +

[
a1 T +

a2

2
T 2 − a3 T

−1 +
a4

3
T 3
]T
T 0

(2.8)

With Eqs.(2.4) and (2.7) the temperature dependency of the Gibbs energy of a pure substance

Eq.2.2 can be written as

G0(T, p0) = Hf(T, p
0)− T Sf(T, p

0) = H0
f +

∫ T

T 0

cp(T ) dT − T
(
S0

f +

∫ T

T 0

cp(T )

T
dT

)
(2.9)

The pressure dependency of the Gibbs energy can be calculated by

G0(T, p) = G0(T, p0) +

∫ p

p0
vidp (2.10)

where vi is the molar volume of the pure substance. The result of integral differs depending

on the substance. For ideal gases Eq.2.10 can be written as

G0(T, p) = G0(T, p0) +RT ln
p

p0
(2.11)

while for incompressible substances it can be written as

G0(T, p) = G0(T, p0) + vi(p− p0) (2.12)

A system is in thermodynamical equilibrium when its Gibbs function Eq.(2.1a) is at its

minimum. To find this minimum, Eq.(2.1a) needs to be derived. With the derivative of the

inner energy U

dU(S, V,n) = TdS − pdV +
∑
i

µidni (2.13)

the derivative of th Gibbs energy can be written as

dG(T, p,n) = dU(S, V,n) + d(pV )− d(TS)

= TdS − pdV +
∑
i

µidni + pdV + V dp− TdS − SdT

=
∑
i

µidni + V dp− SdT (2.14)
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2.1 Thermodynamic fundamentals

where ni is the molar amount of substance i and µi its chemical potential. S and V are

the entropy and the volume of the considered system. A minimum in G(T, p,n) requires

dG(T, p,n) = 0.

Therefore, the change of the Gibbs energy dG has to be negative for a process to bring the

system closer to its equilibrium. In other words, a process that reduces the Gibbs energy

will occur spontaneous without the need of external energy.

2.1.2 Chemical equilibrium

A system is defined to be in chemical equilibrium when the chemical potential of the products

is equal to the educts Eq.(2.15).

µeducts = µproducts (2.15)

If an isothermal and isobaric reaction is considered (dT = 0 and dp = 0), then the definition

of the chemical equilibrium stipulates that the Gibbs energy is at its minimum. This can

be seen in the derivation of the Gibbs energy Eq.(2.14), which simplifies to Eq.(2.16) for the

given reaction conditions.

dG(T, p,n)|T,p =
∑
i

µi(T, p, ni)dni = 0 (2.16)

The term dni can be substituted by

dni = νidz (2.17)

with νi being the stoichiometric coefficient of reactant i and z the general reaction progress.

This leads to

dG(T, p,n)

dz

∣∣∣∣
T,p

=
∑
i

νiµi(T, p,n) = 0 (2.18)

On a molar basis this can also be written as

dG(T, p,x)

dz

∣∣∣∣
T,p

=
∑
i

νiµi(T, p,x) = 0 (2.19)

with x = n/
∑
ni.

To calculate the chemical equilibrium, first the chemical potential of each substance µi in

the mixture needs to be calculated. The chemical potential of the pure substance i µ0i is

equal to the Gibbs energy of the pure substance i G0i. The effects of an ideal mixture on

the potential of substance i can be considered by
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2.1 Thermodynamic fundamentals

µi,ideal(T, p, xi) = µ0i(T, p) +RT lnxi = G0i(T, p) +RT lnxi (2.20)

Divergence from the behavior of the ideal mixture can be considered by adding a correction

term

µi(T, p,x) = µi,ideal(T, p) + µi,real(T, p,x) (2.21)

Note that the chemical potential is now dependent of all substances in the mixture. The

chemical equilibrium can now be calculated by introducing Eqs. (2.20) and (2.21) into (2.19)

leading to

∑
i

νiµi(T, p,x) =
∑
i

νiG0i(T, p) +RT
∑
i

νi lnxi +
∑
i

νiµi,real(T, p,x)

= ∆GR(T, p) +RT lnK(x) +
∑
i

νiµi,real(T, p,x) (2.22)

The first sum was consolidated to the reaction Gibbs energy ∆GR(T, p)

∆GR(T, p) =
∑
i

νiG0i(T, p) =
∑
i

νiHf,i(T, p)− T
∑
i

νiSf,i(T, p)

= ∆HR(T, p)− T∆SR(T, p) (2.23)

The terms ∆HR and ∆SR are known as the reaction enthalpy and the reaction entropy,

respectively. Especially ∆HR is important for TCES systems, as is gives the amount of

energy that can be stored in the reaction.

The second sum in Eq.(2.22) was consolidated to the equilibriums constant lnK(x)

lnK(x) =
∑
i

νi lnxi = ln
∏
i

xνii (2.24)

The correction term in Eq.(2.21) can be included in the equilibrium constant by using ai

rather than xi. Then, Eq.(2.22) can be written as

∑
i

νiµi(T, p,x) =
∑
i

νiµi(T, p,a) = ∆GR(T, p) +RT lnK(a) (2.25)

For a system in chemical equilibrium Eq.(2.22) is equal to zero.

For a typical reaction for TCES (Eq.(1.3)) the equilibriums constant can be written as
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2.2 Kinetic fundamentals

K(a) =
aνBB aνCC

aνAA

(2.26)

When assuming ideal behavior of the substances the activity of the solid substances A and

B are equal to 1 and the activity of the gaseous component C is equal to the partial pressure

of C. Hence, the equilibriums constant K simplifies to

K =
pC

p0
(2.27)

with p0 being the standard pressure of 1 bar. In this case the reaction equilibrium can be

calculated from

∑
i

νiHf,i(T, p)− T
∑
i

νiSf,i(T, p) +RT ln
pC

p0
= 0 (2.28)

This equation correlates the partial pressure pC with the equilibriums temperature of the

system. For the special case of pC = p0 = 1 bar Eq.(2.28) gives

∆GR(T, p) =
∑
i

νiHf,i(T, p)− T
∑
i

νiSf,i(T, p) = 0 (2.29)

Thus the equilibrium temperature Tequ at pC = 1 bar can be calculated by

Tequ =

∑
i νiHf,i(Tequ)∑
i νiSf,i(Tequ)

∣∣∣∣
pC

(2.30)

Since Hf,i and Sf,i are temperature dependent, Eq.(2.30) has to be solved iteratively.

2.2 Kinetic fundamentals

The kinetics of a reaction often determines its applicability and directly influences how eco-

nomically feasibly a process is. Knowledge of the kinetics is fundamental to choose suitable

reaction conditions and to achieve satisfying conversion. Additionally, kinetic information

helps to prevent unwanted side reactions.

In this work the focus lies on solid state reactions that follow Eq.(1.3). In a system with

a single reaction the progress can also be described by the conversion α of the reaction.

It is defined as the amount of reacted material in relation to the available material at the

beginning. For the decomposition reaction it is calculated as

α(t) =
nA,0 − nA(t)

nA,0
(2.31)

where nA,0 is the available material of A at the beginning and nA(t) the available material
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2.2 Kinetic fundamentals

at time t. The conversion for the reverse reaction can be calculated based on material B.

In this work mostly thermogravimetric analysis is used to determine the conversion of a

reaction. The conversion can be calculated from the measured mass signal m(t) as

α(t) =
m0 −m(t)

m0 −m∞
(2.32)

where m0 is the mass of the substance at the beginning of the reaction, m(t) the mass at

time t and m∞ the theoretical mass after all the material has reacted.

The kinetic of such reactions is often described based on the reaction rate dα/dt. It is

generally described as a product of the contributions of three independent variables, the

conversion α, the temperature T and the pressure p by the differential equation

dα

dt
= f(α)k(T )h(p) (2.33)

In case of reactions that follow Eq.(1.3) the pressure mainly influencing the reaction kinetics,

is the partial pressure of the gaseous component C. Therefore, the absolute pressure is usually

neglected.

The literature on solid state kinetic identification focuses mainly on the determination of

conversion dependency f(α) and temperature dependency k(T ), while the identification of

the pressure dependency h(p) is often neglected [57]. Yet the pressure dependency is of great

interest for reactor design since some reactor types, e. g. fluidized bed reactors, feature high

concentration gradients of the reactant gas across the bed height. To take this effect into

account knowledge about the pressure dependency of the reaction is absolutely necessary

[58].

In the following section necessary terms and definitions for the determination of the reaction

kinetics are described and derived.

2.2.1 Differential rate laws

In most cases the temperature dependency k(T ) is described by the Arrhenius equation [59]

k(T ) = A e−Ea/(RT ) (2.34)

which leads with Eq.(2.33) to the differential rate law

dα

dt
= f(α)A e−Ea/(RT )h(p) (2.35)

For non isothermal experiments the following relation can be defined
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2.2 Kinetic fundamentals

dα

dT
=

dα

dt

dt

dT
(2.36)

Often measurements are performed with constant heating or cooling rate β (isokinetic mea-

surements)

β =
dT

dt
= const (2.37)

following a linear heating or cooling program

T = Tstart + βt (2.38)

Substituting Eq.(2.36) and Eq.(2.37) into the differential rate law Eq.(2.35) results in the

isokinetic differential rate law

dα

dT
= f(α)

A

β
e−Ea/(RT )h(p) (2.39)

2.2.2 Integral rate laws

Some identification methods are based on an integral form of the rate laws. They assume

isobaric conditions during the measurements. Thus the contribution of h(p) can be incorpo-

rated into the pre-exponential factor as

A′ = h(p1)A (2.40)

The integral form of the rate laws can be derived by integrating the differential rate law

Eq.(2.35). ∫ α

0

1

f(α′)
dα′ =

∫ t

0

A′ e−Ea/(RT (τ))dτ (2.41)

The left hand side can be written as the integral form of the conversion dependency g(α)

g(α) =

∫ α

0

1

f(α′)
dα′ (2.42)

The evaluation of the right hand side of Eq.(2.41) depends on the temperature profile of the

measurements. For an isothermal measurement it can simply be integrated as every variable

is time independent, resulting in the isothermal integral rate law.

g(α) = A′ e−Ea/(RT )t = kt (2.43)

For an isokinetic measurement the integral can be transformed using the substitution Eq.(2.37)
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2.2 Kinetic fundamentals

and Eq.(2.38) for the integration limits. If Tstart lies below the temperature at which a re-

action is measurable then the lower integration limit can be set to 0.

∫ t

0

A′ e−Ea/(RT (τ))dτ =
A′

β

∫ T

0

e−Ea/(RT ′)dT ′ (2.44)

In combination with Eq.(2.41), this transformation leads to the integral form of the isokinetic

rate law.

g(α) =
A′

β

∫ T

0

e−Ea/(RT ′)dT ′ (2.45)

The integral is called the temperature integral [60].

Temperature integral

The so called temperature integral, as it appears in the integral form of the isokinetic rate law

(Eq.(2.45)), is the result of the integration of the Arrhenius equation (Eq.(2.34)) with a time

dependent temperature profile [61]. For isothermal measurement conditions the integration

of the temperature integral is straight forward, as shown above. For isokinetic measurements

it results in the integral in Eq.(2.45), which has no analytical solution. Several attempts

have been made to implement non linear heating programs which lead to an exact analytical

solution of the integral. Proposed heating programs include hyperbolic [62] and parabolic

[63] heating programs. Furthermore, attempts to prevent the occurrence of the temperature

integral have been made by applying non-Arrhenius temperature dependency functions [61].

Table 2.1 shows different approaches to describe the temperature dependency. However,

those approaches are not well established. The most common way to resolve the problem of

the temperature integral for isokinetic measurements is to apply various approximations [64].

In the literature several different approximations have been reported, varying in complexity

and accuracy. [65–73]

Here only the Doyle approximation is presented [74–76], since it is used in the Ozawa, Flynn

and Wall method, which is discussed later on.

In the literature, the temperature integral is generally transformed in a form which can be

found in mathematical tables. With the transformation x = Ea/(RT ) Eq.(2.45) becomes

g(α) =
A′Ea
βR

∫ ∞
x

e−x

x2
dx =

A′Ea
βR

q(x) (2.46)

Doyle observed that log q(x) is linear with respect to x over a short range according to

log q(x) ≈ −a− bx (2.47)

29



2.2 Kinetic fundamentals

Table 2.1: Different models for the temperature dependency k(T ) of a reaction [61].

identifier differential form d(ln(K(T ))
dT

integral form k(T )

T1 C A0 e
C T

T2 B/T A0 T
B

T3 A/T 2 A0 e
−A/T

T4 (A+BT )/T 2 A0 T
Be−A/T

T5 (A+ CT 2)/T 2 A0 e
C T e−A/T

T6 (BT + CT 2)/T 2 A0 T
BeC T

T7 (A+BT + CT 2)/T 2 A0 T
BeC T e−A/T

T8 A/(T +B)2 A0 e
−A/(T+B)

He used a three term approximation of the Schölmich series expansion (see Appendix) to

calculate a = 2.315 and b = 0.4567. Hence the Doyle approximation becomes

log q(x) ≈ −2.315− 0.4567x (2.48)

Flynn and Wall reported an accuracy of ±3% of Eq.(2.48) within the limits of 20 ≤ x ≤ 60

[77].

2.2.3 Conversion models

Conversion models are used to describe the conversion dependency f(α) in Eq.(2.33). These

conversion models are mathematical descriptions of the measured processes during the reac-

tions. For solid state reactions, various different models have been proposed. Some of them

are based on physical processes, their mathematical description has been derived on certain

mechanistic assumptions. Other models are purely empirical, with little to none mechanistic

meaning. This section gives an overview of the conversion models and discussed the assump-

tion and derivation of the most common models. The following sections are based on the

work of Dickinson and Heal and the work of Khawam and Flanagan. Dickinson and Heal

cover the diffusion controlled models [78], while Khawam and Flanagan discusses most of

the other models [79].

Overview

Conversion models can either be classified based on their mechanistic assumption or their

shape of the dα/dt vs α or α vs t curve. In Tables 2.2 - 2.5 they are classified based
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2.2 Kinetic fundamentals

Table 2.2: Different nucleation models for the conversion dependency f(α)

identifier model type differential form f(α) integral form g(α)

A1 Avrami-Erofeyev 4 (1− α)[−ln(1− α)]3/4 [−ln((1− α))]1/4

A2 Avrami-Erofeyev 2 (1− α)[−ln(1− α)]1/2 [−ln((1− α))]1/2

A3 Avrami-Erofeyev 3 (1− α)[−ln(1− α)]2/3 [−ln((1− α))]1/3

A4 Avrami-Erofeyev 4/3 (1− α)[−ln(1− α)]1/4 [−ln((1− α))]3/4

A5 Avrami-Erofeyev 3/2 (1− α)[−ln(1− α)]1/3 [−ln((1− α))]2/3

B1 Prout-Tompkins α (1− α) ln(α/(1− α))

P2 Power law (n = 2) 2 α1/2 α1/2

P3 Power law (n = 3) 3 α2/3 α1/3

P4 Power law (n = 2) 4 α3/4 α1/4

on their mechanistic assumptions. Usually four different classes of mechanistic models are

distinguished: : nucleation models, geometric contraction models, reaction order models and

diffusion models. Based on their shape, models are classified into acceleratory, deceleratory,

constant or sigmoidal models. Acceleratory models describe an acceleration of the reaction,

thus the reaction rate dα/dt increases with increasing α (Figure 2.1). Deceleratory models

describe the opposite effect, dα/dt decreases with increasing α, which results in slowing

down the reaction (Figure 2.2). Constant models have a reaction rate independent from the

conversion (Figure 2.3). Reactions following a sigmoidal model first show an acceleration,

followed by a deceleration, resulting in a bell-shaped dα/dt vs α curve (Figure 2.4).

Sestak and Berggren [80] proposed the following mathematical form to express the integral

form g(α) of all reaction models with a single equation.

g(α) = αχ (1− α)ψ (−ln(1− α))ω (2.49)

By assigning values to the constants χ, ψ and ω each model in Tables 2.2 - 2.5 can be

expressed or approximated. In the following, the derivation of some commonly used models

and their theoretical assumptions are discussed. All derivations assume isothermal and iso-

baric measurement conditions, thus the reaction can be described by the isothermal integral

rate law Eq.2.43
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2.2 Kinetic fundamentals

Table 2.3: Different interface models for the conversion dependency f(α)

identifier model type differential form f(α) integral form g(α)

R2 contracting area 2 (1− α)1/2 1− (1− α)1/2

R3 contracting volume 3 (1− α)2/3 1− (1− α)1/3

R4 interface 3/2 (1− α)1/3 1− (1− α)2/3

Table 2.4: Different reaction order models for the conversion dependency f(α)

identifier model type differential form f(α) integral form g(α)

F0 zero-order 1 α

F1 first-order (1− α) −ln(1− α)

F2 second-order (1− α)2 [1/(1− α)]− 1

Fn nth-order (1− α)n 1−(1−α)1−n

1−n
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Figure 2.1: Isothermal plots of dα/dt vs α for acceleratory conversion models

32



2.2 Kinetic fundamentals

T
ab

le
2.

5:
D

iff
er

en
t

d
iff

u
si

on
co

n
tr

ol
le

d
m

o
d
el

s
fo

r
th

e
co

n
ve

rs
io

n
d
ep

en
d
en

cy
f

(α
)

id
en

ti
fi
er

m
o
d
el

ty
p

e
d
iff

er
en

ti
al

fo
rm

f
(α

)
in

te
gr

al
fo

rm
g
(α

)

D
1

on
e-

d
im

en
si

on
al

1/
(2
α

)
α

2

D
2

tw
o-

d
im

en
si

on
al

−
ln

(1
−
α

)−
1

(1
−
α

)l
n
(1
−
α

)
+
α

D
3

J
an

d
er

(t
h
re

e-
d
im

en
si

on
al

)
3/

2(
1
−
α

)2
/
3
)/

(1
−

(1
−
α

)1
/
3
)

(1
−

(1
−
α

)1
/
3
)2

D
4

G
in

st
li
n
g-

B
ro

u
n
sh

te
in

3/
(2

((
1
−
α

)−
1
/
3
−

1)
)

1
−

2α
/3
−

(1
−
α

)2
/
3

D
5

Z
h
u
ra

v
le

v
,

L
es

ok
h
in

an
d

T
em

p
le

m
an

(3
((

1
−
α

)4
/
3
))
/(

2(
(1
−
α

)−
1
/
3
−

1)
)

(1
/(

1
−
α

)1
/
3
−

1)
2

D
6

”A
n
ti

-J
an

d
er

”
(t

h
re

e-
d
im

en
si

on
al

)
3/

2(
1

+
α

)2
/
3
/(

(1
+
α

)1
/
3
−

1)
((

1
+
α

)1
/
3
−

1)
2

D
7

K
rö
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Figure 2.2: Isothermal plots of dα/dt vs α for deceleratory conversion models

Nucleation models (P, )

Nucleation models are commonly used to describe many processes in solid-state reactions

including decomposition [81, 82], adsorption [83, 84], hydration [85], desolvation [86] and

crystallization [87–89]. Nucleation happens at so called nucleation sites. There, the activa-

tion energy is reduced due to imperfections of the crystal lattice, like point defects, cracks,

edges or surfaces [90, 91]. In case of a decomposition following the reaction scheme given by

Eq.(1.3) the new phase B is formed in the lattice of A. The volume of the new phase can be

calculated by
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Figure 2.3: Isothermal plots of dα/dt vs α for constant conversion models
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Figure 2.4: Isothermal plots of dα/dt vs α for sigmoidal conversion models
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V (t) =

∫ t

0

v(t)

(
dN

dt

)
t=t0

dt0 (2.50)

where v(t) is the volume of a single nucleus at time t that was formed at t0 and dN/dt the

nucleation rate.

The volume of the single nucleus can be calculated by

v(t) = σ(r(t, t0))λ (2.51)

where σ is the shape factor (e.g.4π/3 for a sphere) and λ is the growth dimension (i.e. λ

= 1,2 or 3) and r(t, t0) the radius at time t of a nucleus, that was formed at time t0. The

radius r(t, t0) can be calculated from the rate of nucleus growth given by Eq.(2.52).

r(t, t0) =

∫ t

t0

Θ(τ)dτ (2.52)

Inserting Eqs.(2.51) and (2.52) into Eq.(2.50) leads to

V (t) =

∫ t

0

σ

(∫ t

t0

Θ(τ)dτ

)λ(
dN

dt

)
t=t0

dt0 (2.53)

Assuming a simple case, where the nucleation rate follows a power law

dN

dt
= Dγtγ−1 (2.54)

and the nucleation growth rate is constant

Θ(t) = kΘ (2.55)

the volume of all nuclei can be calculated by

V (t) =

∫ t

0

σ (kΘ(t− t0))λDγtγ−1
0 dt0 (2.56)

Solving the integral [92] leads to

V (t) = σkΘ
λtγ+λDγ

(
1− λγ

γ + 1
+
λ(λ− 1)γ

2! (γ + 2)
· · ·
)

︸ ︷︷ ︸
D′

= σkΘ
λtγ+λD′ λ ≤ 3 (2.57)

The volume V (t) is directly proportional to the conversion given by

α =
V (t)

V0

(2.58)

where V0 is the initial volume. With n = λ+γ and inserting Eq.(2.57) into Eq.(2.58) results
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(a) (b)

Figure 2.5: Two different types of nuclei growth restrictions: ingestion (a), coalescence (b)
Black dots represent nucleation sites, gray areas the build up phase.

in

α =
σkΘ

λD′

V0

tn =


(
σkΘ

λD′

V0

)1/n

︸ ︷︷ ︸
k

t


n

= (kt)n (2.59)

Rearranging Eq.(2.59) leads to the integral form of the different P-models Eq.(2.60)

α1/n = kt (2.60)

These models assume constant nuclei growth without any growth restrictions. Nevertheless,

two restrictions for solid-state decompositions have been identified: ingestion and coalescence

(Figure 2.5) [93]. Ingestion describes the reduction of possible nucleation sites by growth of

an existing nucleus (Figure 2.5a). Coalescence is the loss of reactant interface when reaction

zones of two growing nuclei merge.

The number of possible nucleation sites N(t) can be calculated by [94]

N(t) = N0 −N1(t)−N2(t) (2.61)

where N0 are the possible nuclei forming sites, N1 the number of already activated nuclei and

N2 the ingested nuclei. Developing a nucleation rate dN/dt from Eq.(2.61) and substituting

into Eq.(2.53) results in an expression without analytical solution [92]. Avrami [95] proposed

an extended conversion α′ to overcome this problem. The extended conversion α′ ignores

ingestion of nucleation sites and follows Eq.(2.59). Avrami related the actual conversion α

to α′ by

dα′ =
dα

1− α (2.62)

Integration of Eq.(2.62) gives

α′ = − ln (1− α) (2.63)
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Figure 2.6: Typical geometrical model assumptions about particle shapes: sphere (a), cube
(b), cylinder (c)

Inserting Eq.(2.59) into Eq.(2.63) and rearranging leads to

(− ln (1− α))1/n = kt (2.64)

This is the general form of the Avrami-Erofeyev models. Erofeyev [96] derived Eq.(2.64) for

n = 3 on a different way, and was therefore also attributed to the models.

Interface models (R)

Interface models (also known as geometrical contraction models) model the availability of

reactive sites on the surface of the reacting particle. Thus the reaction progress is directly

dependent on the available surface of the particle. Depending on particle shape different

mathematical descriptions can be derived (Table 2.3). The first assumption necessary is the

shape of the reacting particle. Figure 2.6 shows the most commonly applied shapes and their

characteristic radii. Furthermore, it is assumed that the characteristic radius of the particle

decreases linearly with time [97], following

r = r0 − k1t (2.65)

where r is the radius of the particle at time t, r0 is the radius at t0 and k1 a reaction rate

constant.

Contracting volume model - R3 If a spherical particle with constant density is assumed,

then the unreacted mass m at time t can be written as

m =
4

3
ρπr3 (2.66)

With Eq.(2.66), the definition of the conversion α Eq.(2.31) can be written as
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α =
m0 −m
m0

=
4
3
ρπr0

3 − 4
3
ρπr3

4
3
ρπr0

3
(2.67)

and simplified to

α =
r0

3 − r3

r0
3

= 1− r3

r0
3

(2.68)

Note, the assumption of a cubic particle also leads to Eq.(2.68), as in both cases m ∝ r3.

After inserting Eq.(2.65) into Eq.(2.68) and rearranging Eq.(2.69) can be found.

1− α =

(
1− k1

r0

t

)3

(2.69)

With k = k1/r0 the integral form of the contracting sphere model is found as

1− (1− α)1/3 = kt = g(α) (2.70)

Contracting area model - R2 The model is derived in the same way as the contracting

volume model R3. The only difference is that the particle form is assumed to be cylindrical

with only the jacket reacting, hence m ∝ r2. This leads to

α =
r0

2 − r2

r0
2

= 1− r2

r0
2

(2.71)

Thus, following the derivation of the contracting volume model, the integral from of the

contraction area model is found

1− (1− α)1/2 = kt = g(α) (2.72)

Order based models (F)

Order based models originate from homogeneous kinetics. There, the reaction rate is pro-

portional to the concentration of the reacting substance raised to a power of n, which is

called the reaction order. For an elementary reaction the reaction order n is equal to the

sum of all involved molecules. For heterogenic reactions the elementary steps are often not

measurable, thus the reaction order has little meaning. Nevertheless, order based models are

often used to describe measurement data mathematically since they are easy to fit. They

are based on the nth order equation (Fn)

dα

dt
= k(1− α)n (2.73)

If a first order model (F1) is assumed, then n = 1 which leads to

39



2.2 Kinetic fundamentals

dα

dt
= k(1− α) (2.74)

Solving this differential equation leads to the integral form of the first order model

− ln(1− α) = kt (2.75)

This model is also called a Maple model, and represents a special case of the Avrami-Erofeyev

with n = 1.

For order based models with n 6= 1 solving the differential problem Eq.(2.73) leads to the

integral form of the nth order model

1− (1− α)1−n

1− n = kt (2.76)

Diffusion controlled models (D)

Diffusion models focus on one of the biggest difference between homogeneous and hetero-

geneous reactions, the immobility of certain phases. In a homogeneous system the reaction

products are homogeneously distributed throughout the system, while in a heterogeneous

system the products can form a layer around the reacting educt phase. The formed layer

can impede further reaction progress. In diffusion controlled reactions, the reaction rate

decreases proportionally to the thickness of the built-up product layer. The simplest dif-

fusion model D1 assumes an one-dimensional diffusion between two planes as depicted in

Figure 2.7a. This derivation assumes the formation of component A according to reaction

equation Eq.(1.3). There B and C are the reactants and A is the formed product layer.

Since the diffusion is assumed to be the rate limiting step, the build-up of the product layer

is proportional to the transported mass of gaseous reactant C given by

dl

dt
= −D MA

MCρ

dc

dx
(2.77)

where l is the thickness of the product layer, D the diffusion coefficient, MA and MC the

molar masses of A and C, respectively, ρ the density of A, c the concentration of C in the

product layer and x the distance from the interface Ψ. When a linear concentration gradient

of C between the interfaces Ψ and Φ (see Figure 2.7a) is assumed then Eq.(2.77) becomes

ds

dt
= −D MA

MCρ

cΦ − cΨ

l
(2.78)

where cΦ and cΨ are the concentrations of C at the interfaces Φ and Ψ. Solving the differential

equation given by Eq.(2.78) results in
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l2 = −D MA

MCρ
(cΦ − cΨ) t (2.79)

When substituting k′ = −D (cΦ − cΨ)MA/(MCρ) Eq.(2.79) becomes what is known as the

parabolic law of diffusion

l2 = k′ t (2.80)

For an one dimensional problem the conversion is proportional to the thickness of the formed

product layer (α ∝ l), thus from Eq.(2.80) follows

α2 = k t (2.81)

This is the one-dimensional diffusion model ’D1’. In this model no geometric shape factors

are included. For a spherical particle (Figure 2.7b) the three-dimensional diffusion model

’D3’ can be derived. Starting by formulating the correlation between the conversion and the

thickness of the product layer l

α =
4
3
ρπr0

3 − 4
3
ρπ(r0 − l)3

4
3
ρπr0

3
(2.82)

which can be simplified and rearranged to

l = r0(1− (1− α)1/3) (2.83)

Jander [98] used the parabolic law Eq.(2.80) to describe the progression of l. Combining the

Eq.(2.80) and Eq.(2.83) leads to the three-dimensional diffusion model ’D3’ or Jander model

(1− (1− α)1/3)2 = k t (2.84)

with k = k′/r2
0.

Other models assume different concentration gradients (e.g. the concentration c depends

on α) and/or geometric shapes (e.g. cylindrical models). Their detailed derivation can be

found in the literature [78] [79].

2.2.4 Pressure dependency models

In contrast to conversion dependency models are pressure dependency models not very well

developed. The models used to describe the pressure dependency h(p) are generally empirical

and allow only limited physical interpretation. The models considered in this work are given

in Table 2.6. They where commonly found in the literature. Since none of these pressure
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Figure 2.7: Schematic representation of the product layer buildup in diffusion models: 1-D
plane (a), spherical particle (b), cylinder (c)

Table 2.6: Different models for the pressure dependency h(p) (greek symbols are model
parameters)

identifier h(p) Literature

p1 pχ [100]
p2 (ω − p)ψ [101]
p3 pχ(ω − p)ψ
p4 exp (χ p) [102]

dependency models have a sound physical foundation the resulting equations should be

considered mathematical expressions rather than physical models. Model p2 is sometimes

used to include the effect of the chemical equilibrium on the reaction kinetic. Then the

model parameter ω represents the equilibriums pressure at given the temperature [99].

2.3 Kinetic identification

Most methods assume that the temperature dependency k(T ) follows the Arrhenius equation

Eq.(2.34) and identify a so called kinetic triplet. It consists out of the conversion dependency

f(α), the activation energy Ea and the pre exponential factor A. The pressure dependency

h(p) is normally incorporated in the identified Arrhenius parameter and can only be detected

by the identified variation of the Ea and A at different pressure levels. The presented methods

assume isobaric conditions (p = p1), thus Eq.(2.40) holds. A direct identification of h(p)

is not described in the literature. Most methods can be divided into four different groups.

First, a distinction according to the analyzed measurement data can be made. Most methods

are developed for either isothermal or isokinetic measurements. In the literature isokinetic

measurements are often referred to as non isothermal measurements, which technically is

correct. Since non isothermal measurements also include measurements with an arbitrary
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temperature profile, which most identification methods can not handle, the more specific

term isokinetic is used here. Second, the methods can be divided into model-based and

model-free2 methods.

2.3.1 Model-fitting methods

Model-fitting methods are performed in two steps. First, fit a conversion model onto the

data. In most cases the conversion model is distinguished by the goodness of fit of the

respective model. Second, based on this fit Ea and A′ are determined. Thus the accuracy of

Ea and A′ directly depends on whether the correct conversion model has been found.

Direct differential method

The direct differential method uses the logarithmic form of the isokinetic rate law Eq.(2.39)

[103] on one isokinetic measurement.

ln
dα
dt

f(α)
=
−Ea
RT

+ ln
A′

β
(2.85)

The left hand side of Eq.(2.85) is plotted for different conversion dependencies f(α) against

1/T . The model which gives the best linear fit is chosen as the conversion dependency model

and the activation energy Ea calculated from its slope. From its intercept the product A′

can be calculated.

Coats-Redfern method

Coats and Redfern developed an isokinetic identification method based on the integral form

of the isokinetic rate law Eq.(2.45) [65, 104]. They used the asymptotic series expansion (see

Appendix) and truncated it after the second term, to approximate q(x). This leads to

ln
g(α)

T 2
= ln

(
A′R

βEa

[
1− 2

RTmean

Ea

])
− Ea
RT

(2.86)

where Tmean is the mean temperature of the measurement. This linearizion is used to plot its

left-hand side against 1/T to calculate the activation energy Ea and the product A′. Since

the left-hand side depends on the chosen model g(α), the quality of the linear fit changes

with the model. The one, resulting in the best linear fit is assumed to be the correct one.

2Sometimes the term ”isoconversional” is used instead of ”model-free”, however not all model-free meth-
ods are isoconversional methods
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2.3 Kinetic identification

Kissinger method

The Kissinger method calculates kinetic parameters based on different isokinetic DTA mea-

surements. It analyses the change in position of the peak maxima as result of different

heating rates β. For reaction-order models (Fn), it was proposed by Kissinger [105, 106] and

generalized by Chen et al. for any reaction model [107].

At the position of the peak maxima the second differential of Eq.(2.35) should be equal to

0.

d2α

dt2
= A′f(α)e−Ea/(RT ) Ea

RT 2

dT

dt
+ A′e−Ea/(RT )f ′(α)

dα

dt
= 0 (2.87)

with f ′(α) = df(α)/dα. Rearranging Eq.(2.87) and substituting Eq.(2.37) gives

f(αm)
Eaβ

RT 2
m

= f ′(αm)
dα

dt

∣∣∣∣
m

(2.88)

where the indexm denotes the respective values at peak maximum. All necessary information

can be obtained by DTA. The activation energy Ea can be calculated from Eq.(2.88) when

a conversion dependency model is known or assumed. The product A′ is calculated from

Eq.(2.35) subsequently.

2.3.2 Model-free methods

Model-free (isoconversional) methods allow the determination of Ea without prior assump-

tions about the conversion model. Ea is identified at different values of α. The identification

requires multiple kinetic curves. [108–110]

Standard isoconversional method

The standard isoconversional method is based on the logarithmic form of the isothermal

integral rate law Eq.(2.43).

ln g(α) = ln (A′)− Ea
RT

+ ln t (2.89)

Rearranging Eq.(2.89) results in

− ln t = ln
A′

g(α)
− Ea
RT

(2.90)

The left hand side of Eq.(2.90) can be plotted against 1/T for each α. From the resulting

slope Ea can be calculated with
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2.3 Kinetic identification

− ln tα = ln
A′

g(α)

∣∣∣∣
α

− Eaα
RTα

(2.91)

Friedman’s isoconversional method

Friedman’s isoconversional method was one of the first isoconversional methods [111]. The

method uses multiple isothermal measurements to calculate the activation energy Ea of a

reaction based on the logarithm of the differential rate law Eq.(2.35)

ln
dα

dt
= ln(A′f(α))− Ea

RT
(2.92)

The left hand side of Eq.(2.92) can be plotted against 1/T for a constant α in different

measurements following

ln
dα

dt

∣∣∣∣
α

= ln(A′f(αα))− Eaα
RTα

(2.93)

The slope of such plots gives the activation energy Ea with respect to the conversion α.

Ozawa, Flynn and Wall (OFW) method

This method was developed by Flynn and Wall [62, 77] and Ozawa [112] for the calculation

of the activation energy Ea based on isokinetic data. By taking the decadic logarithm of

Eq.(2.46) the following equation is obtained

log g(α) = log
A′Ea
βR

+ log q(x) (2.94)

Inserting the Doyle approximation (Eq.(2.48)) and substitution the temperature integral

transformation x = Ea/(RT ) leads to

log g(α) = log
A′Ea
βR

− 2.315− 0.4567
Ea
RT

(2.95)

Rearranging Eq.(2.95) gives a linear correlation between log β and 1/T .

log β = log
A′Ea
g(α)R

− 2.315− 0.4567
Ea
RT

(2.96)

Plotting log β against 1/T for different isokinetic measurements at constant α yields the

activation energy Ea independent of the conversion model g(α) according to

log β = log
A′Ea
g(α)R

∣∣∣∣
α

− 2.315− 0.4567
Eaα
RTα

(2.97)
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2.3 Kinetic identification

Modified Coats-Redfern method

This is a modification of the model-fitting Coats-Redfern method, done by Burnham and

Braun [113]. They rearranged the original model fitting method Eq.(2.86) to an isoconver-

sional method

ln
β

T 2
= ln

(
A′R

g(α)Ea

[
1− 2

RTmean
Ea

])
− Ea
RT

(2.98)

Plotting ln (β/T 2) against 1/T for multiple isokinetic measurements at constant α yields the

activation energy Ea independent of the reaction model according to

ln
β

T 2

∣∣∣∣
α

= ln

(
A′R

g(α)Ea

[
1− 2

RTmean
Ea

])∣∣∣∣
α

− Eaα
RTα

(2.99)
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Chapter 3

Search for TCES systems

This chapter is a modification of:

Markus Deutsch, Danny Müller, Christian Aumeyr, Christian Jordan, Christian Gierl-

Mayer, Peter Weinberger, Franz Winter and Andreas Werner

Systematic search algorithm for potential thermochemical energy storage

systems

Applied Energy, 183:113-120,2016

DOI: 10.1016/j.apenergy.2016.08.142

3.1 Goal of the search

Section 1.2 shows that there is a multitude of different application for TCES, each with

its own set of requirements. Most critical are the various temperature levels of the heat

source. Due to thermodynamic limitations each TCES system is efficiently applicable only

in a specific temperature range. For maximum storage efficiency, it is mandatory that a

TCES system fits to the required temperature level. So far only a limited number of TCES

systems are under development making it hard to find a proper system. In this section an

algorithm is presented, to systematically search for new principally suitable TCES system.

Those will be stored in a TCES database, where they are listed and assessed regarding

their potential applicability. The entries in the database include products and educts of the

reaction, equilibrium temperatures and, for selected promising candidates, also experimental

data regarding material properties, reversibility of the TCES reaction, cycle stability and

storage density.



3.3 Search algorithm

3.2 Basis of the search

The focus of this search algorithm lies on reactions of solid inorganic substances with a

reactive gas, following general reaction

νAA(s) 
 νBB(s) + νCC(g) (3.1)

This focus on gas/solid reaction was done since the separation of solid components from

gaseous components can be achieved easily. In contrast, for solid/liquid systems the sep-

aration is more energy consuming, resulting in a reduced storage capacity. Additionally,

solid/liquid systems are contend with solubility of the solid reactants [114]. Furthermore,

only one gaseous component is allowed avoiding the need of sophisticated gas separation

systems.

The focus on inorganic substances was necessary due to the limitations of the search algo-

rithm. While inorganic reactions can be identified by comparison of molecular formulas, for

most organic reactions the structural formula of each reactant has to be considered. This

would result in a steep increase in the complexity of the search algorithm and was therefore

neglected in this approach.

3.2.1 Materials

In this first approach, building the basis of our database, a sum of 4528 different materials

was taken into account as possible TCES materials. The thermodynamic data was gathered

from HSC Chemistry data base [115].

3.2.2 Reactive gases

As outlined before, the investigated reactions were limited to gas-solid reactions. The reactive

gases in this work were narrowed down to H2O, CO2, O2, NH3 and SO2, as those are all

commercially used reactive gases used on industrial scales. Additionally, risks and safety

issues regarding handling and storage are known. Due to intrinsic problems on storage and

handling, H2 was excluded as a reactive gas.

3.3 Search algorithm

To find reaction systems suitable for TCES, an algorithm was designed to find all possible

reactions for a given set of materials. The algorithm identifies all possible decomposition re-

actions within the selected boundary conditions (maximal allowed stoichiometric coefficient)

represented by reaction 3.1.
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3.3 Search algorithm

Figure 3.1 shows a graphical visualization of the algorithm. It consists of three intertwined

loops to determine the stoichiometric indices νA (loop I), νB (loop III) and νC (loop II).

In the following, the methodology is discussed and the determination of νA, νB and νC is

explained based on examples.

The concept behind the search algorithm is the rearrangement of a stoichiometric equation.

From a mathematical point of view reaction 3.1 is identical to reaction 3.2.

νAA(s) − νCC(g) 
 νBB(s) (3.2)

Hence, a stoichiometric correct reaction is obtained, if the subtraction of reactive gas C from

substance A results in an elemental composition EC, for which a substance B can be found

in the database.

In case of reaction 3.3, the subtraction of the elemental composition of H2O (2 H, 1 O with 1

and 2 being the elemental indices) from the elemental composition of Mg(OH)2 (1 Mg, 2 O,

2 H) results in a composition (1 Mg, 1 O) which correlates to the database entry of magnesia

oxide MgO.

Mg(OH)2 
 MgO + H2O (3.3)

To identify reactions which require multiple subtractions of C, (see reaction 3.4) the stoi-

chiometric coefficient νC is increased incrementally until the subtraction is no longer possible

(loop II). During each iteration, the resulting EC is checked against the database. A posi-

tive hit in the database is followed by the output of the corresponding substances as suitable

TCES reaction. Subsequently or on a negative database request, the loop is repeated until

the calculation of EC is no longer possible.

Ca(NH3)8Cl2 
 CaCl2 + 8 NH3 (3.4)

If a subtraction of νC-times of C is not possible for the current νC , the algorithm increases the

stoichiometric coefficient νA incrementally and starts again to subtract one C (loop I). This

is necessary to find reactions like reaction 3.5, where more than 1 molecule of A is needed

to obtain a balanced reaction equation with integers. Loop I is repeated until νA > νA,max

(νA,max is given by the user).

2 NaOH 
 Na2O + H2O (3.5)

To identify reactions with νB 6= 1, like reaction 3.6, the calculated EC of each subtraction

is further analyzed in loop III (Figure 3.2).
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3.4 Search results

νB

element 1 2 4

Mn 12 6 3

O 16 8 4

Table 3.1: Possible elemental compositions EC∗ for reaction 3.6 found in loop III

6 Mn2O3 
 4 Mn3O4 + O2 (3.6)

Therefore, the highest possible value for νB, νB,max, is determined based on the calculated

elemental composition EC. In case of reaction 3.6 EC is 12 Mn and 16 O based on Eq.(3.2)

with νA = 6 and νC = 1. νB,max is calculated as the lowest elemental index of EC, since it

is the highest integer still able to divide EC without remainder. In this case νB,max = 12

due to Mn.

To find all possible combinations, at first, a reaction with νB = 1 is assumed. An intermediary

elemental composition is calculated as EC∗ = EC/νB. EC∗ is checked against the database

to find a substance with a matching elemental composition. Then νB is increased by one. If

the division of all elemental indices of EC with the new νB is possible without a remainder

(EC mod νB = 0), another possible elemental composition EC∗ = EC/νB is found and

subsequently checked against the database. This is repeated until νB > νB,max. For reaction

3.6 all possible νB and the corresponding elemental compositions EC∗ are given in Table

3.1. Only for νB = 4 can a substance with a matching elemental composition (Mn3O4) be

found in the database.

It should be noted, that this approach identifies all numerically possible reactions. The

further discrimination of these hits regarding their chemical significance is given in section

3.4.5.

3.4 Search results

The search for each reactive gas was performed with νA,max = 6 to cover reactions like re-

action 3.6. For the five reactive gases (H2O, CO2, NH3, SO2, O2) more than 1700 unique

reactions were found. A comprehensive list of all reactions can be found on the project’s

homepage solidheat.project.tuwien.ac.at and in the appendix. For each reaction the equilib-

rium temperature Tequ has been calculated following Eq.(2.29) based on the thermodynamic

data from HSC database and assuming a pressure of the reactive gas of 1 bar.
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3.4 Search results

Temperature level of Tequ

reactive gas <100 ◦C 100-400 ◦C >400 ◦C Σ

H2O 203 321 29 553

CO2 1 22 17 40

NH3 15 20 4 39

SO2 0 2 26 28

O2 12 70 443 525

Σ 231 435 519 1185

Table 3.2: Number of reactions identified with Tequ in the respective temperature level for
each reactive gas

For a reaction principally suitable as TCES system two criteria have to be met:

∆GR(25 ◦C, 1 bar) > 0 (3.7a)

∆HR(Tequ, 1 bar) > 0 (3.7b)

Criterion 1 Eq.(3.7a) defines the decomposition reaction for 25 ◦C as disfavored (based on

Eq.(2.29)), thus non-spontaneous. Therefore, at room temperature no decomposition will

occur, which is obligatory for storage without energy loss. Criterion 2 Eq.(3.7b) follows the

requirement that the reaction is endothermic at Tequ and therefore capable of storing energy

while it decomposes.

Additionally, at this point only reactions with Tequ within the range of 25-2000 ◦C are con-

sidered relevant.

Thereby, the number of potential TCES systems is reduced to 1185 reactions. Table 3.2

gives the number of identified reactions per temperature level for each reactive gas based on

Tequ. In Figure 3.3 the distribution of the identified reactions is shown. The energy content

is calculated as ∆HR at Tequ for one kilogram of substance A of each reaction, therefore,

representing the theoretical energy amount stored in 1 kg material in its discharged state.

Due to the high number of identified reactions with H2O, those reactions are separated into

reactions of hydroxides and metal hydrates.

A comparison of the different reactive gases is given in Figure 3.4. The area for each gas marks

the range where the majority of reactions are identified. To take into account that reactions

with a higher Tequ are more sparse than with lower Tequ, as seen in Figure 3.3, the reactions

identified for each reactive gas were clustered. Figure 3.5 shows the clustering exemplary for

the reactions of hydroxides. First two clusters were calculated, utilizing k−means clustering

53



3.4 Search results

based on the normed euclidean distances [116]. Then, from each cluster 80% of the reactions

closest to the corresponding cluster centre are together surrounded by one convex hull. The

line in Figure 3.5 is equivalent to the line for H2O-hydroxides in Figure 3.4. In the following

the identified reactions for different reactive gases are discussed further.

3.4.1 Reactions with H2O

The search with H2O as reactive gas resulted in 553 identified reactions. They consist of

reactions of metal hydroxides (47 reactions) and metal salt hydrates (506 reactions). The

metal salt hydrates can be reduced to 206 decomposition reactions of different materials,

excluding changes between different hydrate contents. As shown in Figure 3.4, the reactions

of metal salt hydrates mostly occur in a temperature range from room temperature to 500 ◦C ,

while the decomposition reactions of metal hydroxides can be found up to 1000 ◦C . All found

reaction are listed in Table 6.1.

3.4.2 Reactions with CO2

In total 40 reactions of CO2 as reactive gas were identified. This class consists mainly of

carbonates and a few oxalates, having equilibrium temperatures distributed over the whole

temperature range. All found reaction are listed in Table 6.2.

3.4.3 Reactions with NH3

NH3 as reactive gas yielded 39 decomposition reactions of 12 different metal salts, all of them

having various coordination numbers of ammonia. The equilibrium temperatures are found

between room temperature and 600 ◦C. All found reaction are listed in Table 6.3.

3.4.4 Reactions with SO2

The search for reactions with SO2 found 28 possible reactions, all reactions of metal oxides

forming sulfates or sulfites. They are found in a temperature range between 400 ◦C-1500 ◦C.

All found reaction are listed in Table 6.4.

3.4.5 Reactions with O2

Looking at reaction 3.8a it is evident that due to the approach of the search algorithm

reactions are identified which are stoichiometrically correct, but chemically they will not

occur. For example, the oxidation of FeS with O2 occurs according to reaction 3.8b, rather
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than reaction 3.8a. But as reaction 3.8b cannot be generalized via the approach of reaction

3.2, 3.8b is not identified by the algorithm.

FeS + 2 O2 
 FeSO4 (3.8a)

4 FeS + 11 O2 
 2 Fe2O3 + 8 SO2 (3.8b)

In order to reduce the number of reactions, which are stoichiometrically correct but chemi-

cally nonsense, they were separated into two classes. The first class included reactions where

only O2 and a metal are involved. This resulted in 248 reactions, which can be further

divided into reactions involving an elemental metal (65 reactions) and reactions, where the

solid components are both metal oxides, undergoing a change in the oxidation stage of metal

(oxides) or the oxygen (peroxides) (overall 183 reactions). All these reactions are assumed

to be chemically meaningful.

The second class includes reactions where oxygen, a metal and a non-metal element are

involved (like 3.9). It can be assumed that reactions where the oxidation number of the non-

metal element changes from positive to negative can be eliminated for a first approach as they

are more unlikely to occur. Reactions 3.9 illustrate this, as reaction 3.9b is eliminated while

reaction 3.9a is kept. This leads to additional 104 reactions with O2 for further investigation

(173 reactions where removed). All found reaction are listed in Table 6.5.

2 KClO4 
 2 KClO3 + O2 (3.9a)

KClO4 
 KCl + 2 O2 (3.9b)
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Chapter 4

The extended NPK method

A modified version of this chapter has been submitted to Thermochimica Acta as :

Markus Deutsch, Felix Birkelbach, Christian Knoll, Michael Harasek, Andreas Werner

and Franz Winter

An extension of the NPK method to include the pressure dependency of

solid state reactions

4.1 Introduction

To further assess the potential of a TCES system and distinguish between potential candi-

dates for an application, kinetic information about the system is necessary. It is crucial that

the time frame in which energy can be stored and released is acceptable, in order to efficiently

store and release energy. As the application purpots the operating conditions (temperature,

pressure), the TCES system must have an acceptable conversion rate within the given param-

eters. Furthermore, development of a proper reactor design and a storage concept depend

on a reliable kinetic model for the TCES system. Thus, gathering temperature and pressure

dependent kinetic information is critical.

Since the literature only provides insufficient methods to identify temperature and pressure

dependency, a new method is presented, which allows the combined identification of both

dependencies. It is an extension of the NPK method, which was developed by Serra et al. and

Sempere et al. [117–120] to identify the temperature and conversion dependency for isokinetic

measurements. It was then generalized by Heal [121, 122] for isothermal measurements.

The NPK method does not rely on a priori established models and avoids explicit kinetic

models as well as the Arrhenius law. From a mathematical point of view, the only assump-

tions are the choice of the independent variables and the multiplicativity of the contributions

of each factor. In principle, the method separates the effect of conversion α, temperature T



4.2 Method description and proof of concept

and partial pressure p of the gaseous component C on the conversion rate dα/dt. This is

done according to the general kinetic equation Eq.(2.33).

Typically, measurements are performed at constant pressure to determine the temperature

dependency k(T ) and the conversion dependency f(α). This simplifies Eq.(2.33) to the well

known expression

dα

dt

∣∣∣∣
p1

= f(α)k(T )h(p1) = f(α)k′(T ) (4.1)

It can be seen that the effect of h(p1) results in a factor which would usually be incorporated

in the temperature dependency when no pressure dependency is considered. This attribution

is a result of the common assumption that the temperature dependency follows the Arrhenius

equation Eq.(2.34).

Thus, the value of h(p1) is incorporated in the pre-exponential factor during the identification

as A = AArrh(p1) . Note, that this is always the case for other identification methods (e.g.

Ozawa, Flynn and Wall (OFW) method [62, 77, 112], Kissinger method [105, 106]), when

the pressure dependency is neglected.

To identify the pressure dependency it is necessary to vary the pressure affecting the reaction.

In this work this is the partial pressure of the gaseous component. If the temperature is kept

constant during the measurements then Eq.(2.33) can be reduced to

dα

dt

∣∣∣∣
T1

= f(α)k(T1)h(p) = f(α)h′(p) (4.2)

In this case the contribution of k(T1) is incorporated into h′(p).

In the following section the identification of f(α), k′(T ) and h′(p) from measurement data is

described and a novel method is introduced to combine these results to find the full model

with k(T ) and h(p). Then the method is applied to real data to analyze the decomposition

of CdCO3.

4.2 Method description and proof of concept

For better understanding and as a proof of concept of the presented method, a single step

decomposition reaction based on Eq.(1.3) is assumed. The example reaction follows conver-

sion model ’A1’ (see table 2.2), the Arrhenius temperature dependency with A = 109 s−1

and Ea = 60 kJ/mol and the pressure dependency ’p2’ (see table 2.6) with ω = 1 and ψ = 4.

This results in the following dependencies:
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Figure 4.1: Reaction rate surface for the example reaction at constant pressure p = 0.3 bar.
Solid lines (–) represent isokinetic experiments, dashed lines (- -) isothermal experiments,
dotted lines (..) the change of the surface with decreasing pressure.

f(α) = 4(1− α)[−ln(1− α)]3/4 (4.3)

k(T ) = 109 exp(
−6 · 104

8.314T
) (4.4)

h(p) = (1− p)4 (4.5)

The input for the method is generated by simulating measurements based on the example

reaction. For the identification of the temperature dependency, isokinetic measurements

with a heating rate β of 2, 5, 7, 10 and 15 K /min at p = 0.3 bar are simulated. To identify

the pressure dependency isothermal measurements at 310 K and different pressure levels (0.1,

0.2, 0.3, 0.4 and 0.5 bar) are simulated.

4.2.1 Identification of k′(T ) and f(α)

For isobaric conditions, the conversion rate dα/dt in Eq.(4.1) can be visualized as a contin-

uous three dimensional surface in the α-T -space.

Figure 4.1 shows this surface for the example reaction. The lines in Figure 4.1 represent the

trajectory of isokinetic measurements (solid) and isothermal measurements (dashed). The

dotted lines visualize the change of the surface for isothermal measurements with decreasing

pressure.
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This surface can be discretized for fixed values of α = [α1 · · ·αl]T and T = [T1 · · ·Tm]T and

written in a (l ×m) matrix AT
1 so that the matrix element (i, j) gives the conversion rate

at αi and Tj, as shown in Eq.(4.6).

AT =


f(α1)k′(T1) f(α1)k′(T2) · · · f(α1)k′(Tm)

f(α2)k′(T1) f(α2)k′(T2) · · · f(α2)k′(Tm)
...

...
. . .

...

f(αl)k
′(T1) f(αl)k

′(T2) · · · f(αl)k
′(Tm)

 (4.6)

Each element in matrix AT corresponds to one grid point of the surface in Figure 4.1.

Grid points on an isothermal line correspond to columns in AT , while grid points on an

isoconversional line correspond to rows.

The matrix AT can be written as matrix product

AT = fk′T = f ⊗ k′ (4.7)

with the vectors f and k′ defined as:

f =
[
f(α1) f(α2) · · · f(αl)

]T
(4.8)

k′ =
[
k′(T1) k′(T2) · · · k′(Tm)

]T
(4.9)

Thus, matrix AT is by definition a rank-1 matrix.

Utilizing the singular value decomposition (SVD) [123], the matrix AT is decomposed ac-

cording to Eq.(4.10).

AT =
n∑
i=1

siui ⊗ vi = s1u1 ⊗ v1 +
n∑
i=2

siui ⊗ vi (4.10)

where u and v are normalized row and column vectors, respectively and s is the norm of

the submatrix.

The SVD returns a successive best first order approximation of the matrix AT . Thus, if the

assumption of multiplicativity in Eq.(4.1) holds, all but the first singular value will be zero.

Since real data contain measurement errors, all singular values will differ from zero. If the

reaction follows Eq.(4.1), the first singular value will be bigger than the others. Then the

SVD can be truncated after the first term since it is safe to assume that the remaining terms

only contain noise.

This simplifies Eq.(4.10) to

1bold upper-case letters symbolize matrices or tensors, bold lower-case letter vectors
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4.2 Method description and proof of concept

AT = s1u1 ⊗ v1 = sTu⊗ v (4.11)

The SVD attributes the variation of the conversion rate to the independent variables α and

T .

Comparing Eq.(4.11) to Eq.(4.7) the following correlations can be found:

f = c1u (4.12)

k′ = c2v (4.13)

sT = c1 c2 (4.14)

with c1 and c2 being scaling factors. These are needed, since the scales of the quantities are

lost during the matrix decomposition process [121]. This can be seen by means of Eq.(4.14).

When c1 is multiplied by an arbitrary factor and c2 is divided by the same factor, the result

of Eq.(4.11) would not change, but the vectors u and v would be scaled. Since the scaling

is arbitrary all vectors are normalized so that their maximum value is 1. The normalization

factors are included in singular value sT .

To summarize, by applying a SVD analysis to AT , two independent vectors u and v are

found, which are proportional to the conversion dependency f and the temperature depen-

dency k′ of the reaction. Since k′(T ) is also only a scaled version of k(T ), as given by (4.1),

the following can be written

k = c3v with c3 =
c2

h(p1)
(4.15)

Hence, vector v is also proportional to k. Figure 4.6 shows the identified conversion depen-

dency vector u (left) and the identified temperature dependency vector v (middle).

The biggest problem lies in building matrix AT . For the SVD analysis a fully populated

matrix is needed. This can be achieved by using isothermal measurement data. Then, each

column of matrix AT represents one isothermal measurement, resulting in a fully populated

matrix. There are two major drawbacks to use only isothermal experiments. First, the

information about the temperature dependency k′(T ) is only known at the measured tem-

peratures. Thus, this results in a temperature dependency vector v, which contains only

a few points, at the measured temperatures. A more dense vector would require a higher

measurement effort. Second, it is hard to measure the full reaction under isothermal condi-

tions. For example, when measuring a decomposition of a material in a TGA or DSC, the

sample starts to decompose as soon as the equilibriums temperature is exceeded. Therefore,

63



4.2 Method description and proof of concept
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Figure 4.2: Examplary evolution of the placement of submatrices for mixed measurements.

the beginning of a reaction is not measured at isothermal conditions. This can be avoided

by influencing the equilibriums temperature via the partial pressure of the reaction gas, as

described by Eq.(2.28), which is the preferred method in this work, but this is not always

possible. A different approach to building matrix AT is by using isokinetic measurements.

Their advantage over isothermal measurements are that continuous information over a wide

temperature range is recorded and the start of the reaction is measured at well-defined con-

ditions. This results in a very dense temperature dependency vector v with only a few

necessary measurements. Their downside is that use of isokinetic data results in a sparse

band matrixAT , preventing the use of a direct SVD analysis. Sempere et al. [120] proposed a

method to split matrixAT into fully populated submatricesAT,s. In this work the method is

expanded so that a combination of isokinetic and isothermal measurements can be analyzed

simultaneous to increase the quality of the identified models. Figure 4.2 shows an example

for the placement of such submatrices. To fully populate the submatrices, the missing in-

formation between the measurement data is interpolated. Normally linear interpolation is

used, although different interpolation methods can be applied. The general expression of

these submatrices is given by (4.16).

AT,s =


f(αi)k

′(Tj) f(αi)k
′(Tj+1) · · · f(αi)k

′(Tj+p)

f(αi+1)k′(Tj) f(αi+1)k′(Tj+1) · · · f(αi+1)k′(Tj+p)
...

...
. . .

...

f(αi+q)k
′(Tj) f(αi+q)k

′(Tj+1) · · · f(αi+q)k
′(Tj+p)

 (4.16)

Since each submatrix AT,s is fully populated, a SVD can be calculated for each individually.
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4.2 Method description and proof of concept

The result are different conversion and temperature dependency vectors us and vs, one pair

for each submatrix.

AT,s = uisiv
T
i (4.17)

Each vector is valid within the range of the analyzed submatrix. The scales of the quantities

of each vector are lost during the matrix decomposition process, thus the vectors of different

submatrices are not properly scaled with respect to each other. To achieve continuous

progression of the dependency vectors u and v, each vector ui and vi needs to be scaled

properly. To be able to calculate the correct scaling factor, it is necessary to place the

submatrices, in such a way, that they overlap, as it is depicted in figure 4.2. Since the

dependencies are continous functions, both dependency vectors of two adjacent submatrices

must be equal within the overlapping region. Thus, the scaling factor φi for each submatrix

after the first can be calculated by

φi =
ui
ui−1

∣∣∣∣
α?

(4.18)

where α? are the conversion values where ui and ui−1 overlap.

With the calculated scaling factors the conversion dependency vector of each submatrix can

be scaled to the level of the first submatrix with

ui,scaled = ui

i∏
n=2

φn (4.19)

Since the product of both dependency vectors needs to fulfill (4.17), the temperature depen-

dency vector needs to be scaled according to

vi,scaled = vi

i∏
n=2

1

φn
(4.20)

4.2.2 Identification of h′(p)

To identify the pressure dependency of a reaction h′(p) information about the reaction rate at

different pressure levels is needed. Due to limitations of the analytical equipment, measure-

ments with continuously changing pressure are usually not possible. This is especially true

for TGA (thermogravimetric analysis) measurements, where each pressure change results in

oscillations and errors in the weight signal due to pressure surges. Thus the most promising

approach is to measure under isobaric conditions at different pressure levels. Nevertheless,

the proposed method can handle measurements with continuously changing pressure in the

same way as isokinetic temperature ramp measurements during the temperature dependency
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Figure 4.3: Reaction rate surface for the example at constant temperature T = 310 K.
Dashed lines (–) represent isobaric experiments, dotted lines (..) the change of the surface
with increasing temperature.

identification.

The identification of the pressure dependency h′(p) is accomplished in the same way as the

identification of the temperature dependency k′(T ) described in the previous section.

The information about the conversion rate, as given by Eq.(4.2), can again be visualized as

a surface, now, in the α-p-space. Figure 4.3 shows this surface for the example reaction at

T = 310 K .

The discretization of the surface at a specific temperature T1 given by Eq.(4.2) results in the

(l × n) data matrix Ap.

Ap =


f(α1)h′(p1) f(α1)h′(p2) · · · f(α1)h′(pn)

f(α2)h′(p1) f(α2)h′(p2) · · · f(α2)h′(pn)
...

...
. . .

...

f(αl)h
′(p1) f(αl)h

′(p2) · · · f(αl)h
′(pn)

 = fh′T = f ⊗ h′ (4.21)

with

h′ =
[
h′(p1) h′(p2) · · · h′(pn)

]T
(4.22)

Resulting from a SVD analysis of matrix Ap the following decomposition can be obtained

Ap = spû⊗w (4.23)

with sp representing the scaling factor of this decomposition, û the conversion dependency
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4.2 Method description and proof of concept

vector and w the pressure dependency vector. From comparison of Eqs. (4.21) and (4.23)

follows

f = ĉ1 û (4.24)

h′ = c4 w (4.25)

sp = ĉ1 c4 (4.26)

g = c5 w with c5 =
c4

k(T1)
(4.27)

The right curve in Figure 4.6 shows the calculated pressure dependency vector w for the

given example.

As the conversion dependency f is identical for both identifications, the identified conversion

dependency vectors u and û must be proportional to each other. Also, since the vectors are

scaled in such way that the maximum value is equal to 1 the ratio c1/ĉ1 will be approximately

1 and the two vectors should be identical:

u =
ĉ1

c1

û ≈ û (4.28)

Figure 4.4 shows the comparison between the identified conversion dependencies u and û.

The deviation between both identifications originates from numerical errors in the decom-

position algorithm. The difference is negligible though. When applying the extended NPK

method it should always be confirmed that the conversion vectors of each identification step

coincide.

4.2.3 Combining the dependency vectors

To create a numerical representation of the full model according to Eq.(2.33) the identified

dependency vectors u, v and w have to be combined correctly. Similarly to the matrices

AT and Ap, a three dimensional (l × m × n) tensor A can be built, which represents a

discretization of Eq.(2.33) in the α-T -p-space.

A = f ⊗ k ⊗ h (4.29)

By inserting Eqs.(4.12), (4.15) and (4.27) into Eq.(4.29) the identified dependency vectors

can be related to the tensor A as
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Figure 4.4: Comparison of the conversion dependency vector u and û identified during the
identification of v and w, respectively

A = s u⊗ v ⊗w with s = c1 c3 c5 (4.30)

The difficulty of combining the identified dependency vectors u, v and w lies in finding the

residual scaling factor s as the factors c1, c3 and c5 are unknown.

The matrix AT for the identification of the temperature dependency represents a slices of

A at a specific pressure. Similarly, Ap for the identification of the pressure dependency

represents a slices of A at a specific temperature. This is visualized in Figure 4.5. The axes

span the tensor A, while the red and the blue panes symbolize the matrices AT and Ap.

The contour lines represent the conversion rate dα/dt as shown in Figures 4.1 and 4.3, the

solid black lines represent various measurements used for the identification and the black

dashed line is the intersection line of the two panes.

In mathematical terms this can be written as

A|p1 = AT = sT u⊗ v (4.31)

Here, the notation A|T1 means that the tensor A is evaluated at T1 reducing its dimensions

to a matrix. If T1 lies between the discretization points, then the values are interpolated.

Similarly, v|T1 denotes an evaluation of v at T1 which results in a scalar value.

To find the value of s, the intersection vector of the slices AT and Ap at T = T1 and p = p1

has to be considered (dashed line in Figure 4.5). At this intersection the following equation

holds
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lines represent the change of the conversion rate dα/dt, the solid black line represent various
measurements used for the identification and the black dashed line is the intersection line
between the two panes.
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Figure 4.6: Normalized dependency vectors u (left), v (middle) andw (right) for the example
reaction (s = 0.1008)

A|T1,p1 = AT |T1 (4.32)

Substituting Eqs.(4.30) and (4.31) into (4.32) results in

s u v|T1 w|p1 = sT u v|T1 (4.33)

which yields

s =
sT
w|p1

(4.34)

It is also possible to calculate the scaling factor s by considering the pressure identification

matrix A|T1,p1 = Ap|p1 . Then ŝ = sp/v|T1 .

Incorporating this into (4.30) yields

A = sT u⊗ v ⊗
w

w|p1
= sp û⊗

v

v|T1
⊗w (4.35)

Provided that (4.28) holds the two scaling factors s and ŝ should have the same value. The

deviation can be used to assess the quality of the decomposition procedure. In case of the

example reaction the relative difference between the values is 0.53 %.

Figure 4.6 shows all identified dependency vectors. With the scaling factor s = 0.1008 they

represent the full numeric model.
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Figure 4.7: Identified conversion dependency vector u for the example reaction with fitted
conversion models. Only the five models with the best fit are shown.

4.2.4 Interpretation of the dependency vectors

Now that the effect of each dependency vector has been identified, the next step is to arrive

at a physical interpretation of the identified dependency vectors. To do that model functions

are fitted to each vector.

To describe the conversion dependency vector u, the conversion models f(α) described in

Section 2.2.3 are considered. Since none of the models has extra parameters the only fitting

parameter is the scaling constant c1 from Eq.(4.12).

First all models are fitted to the conversion dependency vector u with the least-squares-

method. Based on the R2-value (see Table 4.1) the five best fitting models are selected and

plotted (Figure 4.7).

Since the resulting R2 values are often very similar a pairwise F-test is performed to discrim-

inate between the models. The best fitting model is compared to each of the other models.

Then the result of the F-test is a p-value that reflects the statistical probability of the first

model being an improvement over the other model. The result is deemed to be statistically

significant if the p-value is greater than 0.95. The results in Table 4.1 show that model A1 is

a significantly better fit than all the other considered models. Hence the proposed method

successfully identified the conversion model that was used to simulate the example data.

To identify the best fitting model for the pressure dependency the same procedure as above

is used. In addition to the model parameters the scaling factor c5 from Eq.(4.27) is fitted

with each model. The fitted models are plotted in Figure 4.8 and the statistical results are

provided in Table 4.2. The two highest scoring models, p2 and p3, result in almost identical
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4.2 Method description and proof of concept

Table 4.1: Statistical results of the five best fitting conversion models for the example reaction

Model ID R2 p

A1 0.9998
A3 0.9648 1.000
B1 0.9468 1.000
A2 0.6914 1.000
A5 0.1042 1.000
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Figure 4.8: Identified pressure dependency vector w for the example with fitted pressure
models. The difference of models p2 and p3 is within the range of numerical error, therefore
they can not be distinguished in this plot.

Table 4.2: Statistical results of the pressure dependency models for the example reaction

Model ID R2 p

p3 1.0000
p2 1.0000 0.066
p5 0.9987 0.999
p4 0.9966 0.999
p1 0.9460 1.000
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4.3 Decomposition of CdCO3

R2-values. This comes as no surprise since p3 is an extension of p2. Here, the F-test allows

us to discriminate between the two models: Only with a probability of 7 % is the model p3

an improvement over the second best model p2. Since this value is far below the significance

threshold of 0.95 the simpler model with less parameters, p2, is chosen.

Again the presented method identified the correct model and with ω = 1.014 and χ = 4.102

also the recovered values of the model parameters are very accurate.

With the two fitted scaling factors c1 and c5 the missing scaling factor c3 can be calculated

from Eq.(4.35). Assuming that the temperature dependency follows the Arrhenius equation

in Eq.(2.34), Eq.(4.15) can be written as

c3 v|T = A exp

(−Ea
RT

)
(4.36)

By transforming this equation to

ln(c3 v|T ) = ln(A)− Ea
RT

(4.37)

a linear fit can be used to calculate the Arrhenius parameters (see Figure 4.9) as A =

7.44× 108 1/s and Ea = 59.2 kJ/mol. As with the results of the two prior identification

steps these values are very accurate. Even though the difference between the identified and

the original Arrhenius parameter might seem quite big, it has to be kept in mind that the

parameters have been identified in a logarithmic fit, where a 30 % difference of the Arrhenius

parameter results in only a slight shift of the line.

As a final verification step the simulated measurements that have been used as input for

the method will be reproduced. First, to demonstrate the efficacy of combined pressure-

temperature NPK decomposition only the identified dependency vectors given in Figure 4.6

are used. Second, the derived model equations from this section are used to show that the

method is an useful tool for kinetic model identification. Figures 4.10 and 4.11 show the

simulated measurements with the initial model (blue), the dependency vectors (green) and

the identified model (red). Both, the vector based and the model based simulations fit the

initial data very well.

4.3 Decomposition of CdCO3

4.3.1 Measurements

To test the proposed method on real data the decomposition of CdCO3 was analyzed. This

reaction follows the equation

73



4.3 Decomposition of CdCO3

3.15 3.2 3.25 3.3 3.35 3.4 3.45 3.5

−4.5

−4

−3.5

−3

−2.5

ln (c3 v) = 20.428− 7121.5/T

R2 = 0.99985

1000/T in 1/K

ln
(c

3
v

)

temperature dependency
Arrhenius fit

Figure 4.9: Arrhenius plot of the temperature dependency of the example reaction.
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Figure 4.10: Simulation result for isokinetic measurements of the example reaction with
different heating rates β at p = 0.3 bar
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Figure 4.11: Simulation result for isothermal measurements of the example reaction at dif-
ferent pressures at T = 310 K

CdCO3(s) 
 CdO(s) + CO2(g) (4.38)

The material used for all decomposition experiments was CdCO3 purissimum from Merck.

For the STA measurements a fraction with a particle size between 180 µm-250 µm was used.

The STA measurements where done in a Netzsch STA 449 F1 Jupiter with a differential

thermal analysis (TGA-DTA) measurement setup in open Al-crucibles. The sample mass in

all STA measurements was 5 ± 0.05 mg CdCO3.

To identify the temperature dependency k(T ) isokinetic measurements with different heating

rates (β =2, 5, 7, 10 and 15 K/min) at a constant CO2 partial pressure pCO2 = 100 mbar

were performed. To identify the pressure dependency h(p) isothermal experiments were

performed: The sample was heated under CO2 atmosphere (pCO2 = 1 bar) at a rate of

10 K/min up to the measurement temperature. When a constant sample temperature was

reached, the atmosphere was switched to a CO2/N2 mixture to induce the decomposition.

The measurements were performed at 633 K with CO2 partial pressures of 25, 50, 100, 150

and 200 mbar. The partial pressure of N2 was chosen in a way that the total pressure was

always 1 bar. Figure 4.12 shows typical measurement curves for isokinetic and isothermal

measurements.

The conversion α can be calculated from the mass signal m(t) as

α(t) =
m0 −m(t)

m0 −m∞
(4.39)
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Figure 4.12: Representative measurement curves in the STA for kinetic analysis. left: isoki-
netic measurement with β = 10 K/min and pCO2 = 100 mbar, right: isothermal measurement
with T = 633 K and atmosphere change from pCO2 = 1 bar to pCO2 = 100 mbar

where m0 is the initial sample mass, m(t) is the sample mass at time t and m∞ is the

sample mass at the end of the decomposition. XRD analyses of the material after STA

measurements were performed to confirm full conversion.

4.3.2 Model identification

The procedure to decompose the measurement data into dependency vectors is the same

as described in the previous section. The data lie in the T -pCO2-α-space. Within this

space, the measurements to identify the temperature dependency lie on an isobaric pane

and the measurements to identify the pressure dependency lie on an isothermal pane. The

measurements were performed in such a way that the panes intersect at T = 633 K and

pCO2 = 100 mbar (see Figure 4.5).

The identified dependency vectors are shown in Figure 4.13. Their combination resulted in

a scaling factor s = 0.455.

The conversion dependency vector u was taken from the pressure dependency identification

step. This was done, because the measurements for the pressure dependency are performed

under isothermal conditions. Thus, reducing possible error sources, due to heat transfer

effects within the sample at isokinetic measurements.

To derive model equations, the fitting procedure described in Section 4.2.4 has been applied

to the identified dependency vectors.
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Figure 4.13: Normalized dependency vectors u (left), v (middle) and w (right) for the
decomposition of CdCO3 (s = 0.455)

Table 4.3: Statistical results of the five best fitting conversion models for the decomposition
of CdCO3

Model ID R2 p

A4 0.9484
A5 0.9045 1.000
R2 0.7722 1.000
R3 0.7320 1.000
R4 0.7101 1.000

The conversion dependency vector u and the five best fitting models are plotted in Fig-

ure 4.14. Table 4.3 shows the corresponding statistical results. Based on the p-values it

can be seen that the F-test unambiguously identifies the model A4 as the best fitting one.

The Avrami-Erofeyev nucleation models are often found to describe various decomposition

reactions [81, 82]. Criado et al. found that the reaction follows most likely a first order de-

composition, but based on provided data the fit of the model R3 is not significantly worse

[124]. Authors of both works used isothermal experiments without atmosphere change. Thus

it is likely that the beginning of the reaction is not properly considered in the identification.

If the fitting of the conversion models is only done for a range of α between 0.2 and 1, than

the R-models would result in a good fit. Mu et al. also stated that the reaction follows model

R3 but did not include A-models in the identification [125].

Figure 4.15 shows the identified pressure dependency vector w alongside the fitted pressure

models from Table 2.6. The fitting results show that all models fit the data well. Yet, from
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Figure 4.14: Conversion dependency vector u of the decomposition of CdCO3 with fitted
conversion models. Only the five best fitting models are shown.

Table 4.4: Statistical results of the pressure dependency fitting of the decomposition of
CdCO3

Model ID R2 p

p4 0.9996
p3 0.9995 1.000
p2 0.9937 1.000
p1 0.9373 0.999

a mathematical point of view, the model p4 is to be preferred, not only because it produces

the smallest error, but also because it only has one parameter. The models p3 and p2 fit

the data almost equally well, but this might just be due to the higher number of degrees of

freedom. This fact is taken into account by the F-test resulting in a probability of almost

100 % on p4 being better than p2 or p3. It has to be noted, that model p4 has no direct

physically motivated derivation, despite being used in the literature [102]. Thus we strive

to present a mathematical representation of the data rather than a physically bullet proof

model.

The temperature dependency vector was identified based on isokinetic measurements at

pCO2 = 100 mbar. The result is shown in Figure 4.16. It can be seen that there is a

clear deviation from the typical Arrhenius form of the temperature dependency. Thus, an

interaction effect between the temperature and another factor is expected.
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Figure 4.15: Pressure dependency vector w of the decomposition of CdCO3 with fitted
conversion models according to Table 2.6
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Figure 4.16: Temperature dependency vector v for the decomposition of CdCO3 at pCO2 =
100 mbar
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Figure 4.17: Arrhenius plot of the identified temperature dependency v from isokinetic
measurements of the CdCO3 decomposition at pCO2 = 100 mbar

4.3.3 Investigation of the interaction effect

Analyzing the Arrhenius plot of the found temperature dependency vector shows a strong

deviation from the expected linear form (Figure 4.17). To further investigate, the isokinetic

experiments for determination of the temperature dependency were repeated in inert N2

atmosphere (pCO2 ≤ 10−5 bar). From comparing the resulting Arrhenius plot (Figure 4.18)

with the one at pCO2 ≤ 100 mbar two observations can be made. First, the absence of

CO2 changed the temperature dependency vector w. As a result the quality of the linear

fit increased significantly. Second, a change in the slope of the fitted linear equation is

detectable. Thus, the activation energy changes as a result of the pressure change. This

was also observed by Criado et al. [124]. Both observations led to the conclusion that an

interaction effect between pressure and temperature exists.

To describe this effect the pressure dependency vector w was identified at different temper-

atures. At each temperature level the data was decomposed into a conversion dependency

vector and a pressure dependency vector as described in section 4.2.2. The identified con-

version dependency vectors agree extremely well as can be seen in Figure 4.19. Thus an

interaction effect with the conversion α can be ruled out. Figure 4.20 shows the identi-

fied pressure dependency vectors. It can be seen that the pressure dependency vector gets

steeper at lower temperature. This can be taken into account by making the χ parameter

temperature dependent. In this work a linear temperature dependency of χ is assumed,

which is mathematically justifiable as it can be seen in Figure 4.21. With this temperature

dependency of χ the pressure dependency h(pCO2 , T ) is given by
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Figure 4.18: Arrhenius plot of the identified temperature dependency from isokinetic mea-
surements of the CdCO3 decomposition at pCO2 ≤ 10−5 bar

h(pCO2 , T ) = exp((0.3216 T + 211.7) pCO2) (4.40)

T is in K, pCO2 in bar.

To determine the Arrhenius parameters Ea and A, the temperature dependency vector

identified in inert atmosphere is used. From this vector Ea and A can be directly deter-

mined by Eq.(4.37), since the pressure dependency does not contribute. This is a result of

h(pCO2 ≤ 10−5 bar, T ) ≈ 1 regardless of the temperature T . This results in an activation

energy Ea = 162.9 kJ/mol and a pre exponential factor A = 1.11× 1011 1/s for the decompo-

sition of CdCO3. L’vov et al. calculated for Ea a value of 135 kJ/mol for the decomposition of

CdCO3 [126], while Mu et al. measured a value of 135 kJ/mol [125]. For the pre exponential

factor A they determined a value of 6.67× 109 1/s, but they identified a different conversion

model, the values are hardly comparable.

4.3.4 Validation of the identified models

In this work two models have been derived. The first model was the combination of the

dependency vectors of the extended NPK method (Figure 4.13). The derivation of this

model was purely data driven with the only modelling assumption being the multiplicativity

of the contribution of the factors. The second model is a further development of the first by

identifying underlining functions in the dependency vectors. This resulted in the following

function based model:
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Figure 4.19: Identified conversion dependencies at different temperature levels and pCO2 =
100 mbar
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Figure 4.20: Effect of the temperature on the pressure dependency vector w. All vectors
were normalized at pCO2 = 100 mbar for comparison. The lines are the best fit using pressure
model p4.
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Figure 4.21: Temperature dependency of the model parameter χ. The error bars shows the
95 % confidence interval of χ as a result of the optimization.

dα

dt
= f(α) k(T ) h(pCO2 , T ) (4.41)

f(α) = 4/3(1− α)[−ln(1− α)]1/4 (4.42)

k(T ) = 1.11× 1011 exp

(−1.629× 105

8.314T

)
(4.43)

h(pCO2 , T ) = exp((0.3216 T + 211.7) pCO2) (4.44)

The temperature T is in K, the pressure pCO2 in bar.

For validation of both identified models isothermal measurements at pCO2 = 100 mbar and

isobaric measurements at T = 633 K were simulated and compared to measured data. Figures

4.22 and 4.23 show that both the vector based model (NPK) and the function based model

(function based) fit the measured data for measurements that lie on the panes of the T -

pCO2-α-space, used for the identification. The simulation results for measurements outside

the temperature and pressure region used for the identification show a difference between

the two models (Figure 4.24). The vector based model is not capable to reproduce the

measurement, as the found interaction between temperature and pressure is not described

by the model. The function based model shows a good agreement between the measurements

and the simulation. This implies that the functions chosen to describe the dependencies and

the interaction are reasonable.
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Figure 4.22: Simulation result for isothermal measurements of the CdCO3 decomposition at
different temperatures with pCO2 = 100 mbar
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Figure 4.23: Simulation result for isobaric measurements of the CdCO3 decomposition at
different pCO2 with T = 633 K
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Figure 4.24: Simulation result for measurements of the CdCO3 decomposition outside the
identified region
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Chapter 5

The system CuO/ Cu2O

This chapter is a modification of:

Markus Deutsch, Florian Horvath, Christian Knoll, Daniel Lager, Christian Gierl-

Mayer, Peter Weinberger and Franz Winter

High-Temperature Energy Storage: Kinetic Investigations of the

CuO/Cu2O Reaction Cycle

Energy and Fuels, 31 (3), pp 2324-2334, 2017

DOI: 10.1021/acs.energyfuels.6b02343

5.1 CuO/ Cu2O for TCES

TCES is a promising technology to increase the efficiency of high-temperature applications.

Especially, the combination with CSP is advantageous. TCES can help to increase the

productivity of the CSP plant and reduce power grid fluctuations (see Section 1.2.1). For

such an application, storage materials for temperatures between 800 ◦C-1200 ◦C are needed.

The conducted search showed, that reactions with O2 are most suitable for this temperature

range. This result is in accordance with results from the literature [34]. Additionally, using

O2 as reactive gas is favorable as O2 is highly available. Table 5.1 lists the 20 reaction systems

with the highest energy storage capacity found in the desired temperature range. Oxides

based on rare earth elements and radioactive elements are considered not practicable and,

therefore, have been removed. For further discrimination the cost for the storage material

has been considered. Table 5.2 shows estimated raw material costs for storing 1 kWh of the

most promising TCES systems[49]. As pointed out by Alonso et al. [127], copper oxide is

highly available in emerging CSP markets like Mexico and Chile, which results in a further

reduction of the material price compared to other metal oxides. Both facts, the high energy
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storage capacity and the low price, consolidate the potential of CuO as TCES candidate.

The kinetics of the system CuO/Cu2O has been investigated as possible oxygen carrier for

chemical looping combustion (CLC). Several groups reported a reduction of the oxidation

rate in air at higher temperatures [128, 129]. Clayton et al. [101, 130] studied the oxidation

and reduction kinetics of Cu-based carrier materials with a CuO loading of up to 50 %.

Their work focused on the development of kinetic expressions aimed at better describing

the observed oxidation profiles of cuprous oxide-based oxygen carriers. Zhu et al. [131]

investigated the oxidation of Cu2O in a temperature range of 600 ◦C-1050 ◦C during the

copper oxidation with and without an initial thin CuO layer.

The goal of this work is the development of reliable kinetic models for the reaction system

CuO/ Cu2O as it occurs in a TCES application. Previous works investigated the system only

for CLC application, in which copper based carriers with CuO loading up to 64 % are used

[101, 130]. For TCES applications, this would result in a reduced energy density of at least

37 %. Therefore, it is important to measure kinetics, without possible effects of a carrier

material. The kinetic analysis was performed in a simultaneous thermal analysis (STA) and

in a lab scale fixed bed reactor. The cycle stability of the system is analyzed on a chemical

reaction level in a STA and on a macroscopic level in a lab scale fixed bed reactor to further

investigate the applicability for TCES.

5.2 Experimental setup

5.2.1 Material

The material used for all experiments was a granular CuO from Merck Emsure R©. The

particle size distribution of the granulate material can be seen in Figure 5.1. For further

analysis the granulate was ground with a Retsch planetary ball mill PM 100 and afterwards

sieved. For the analysis the fraction with a particle size between 32 µm-45 µm was used.

A BET surface analysis resulted in a specific surface of the milled material of 3.1 m2/g.

The phase composition yielding >99.9 % pure CuO phase was determined by X-Ray powder

diffraction.

5.2.2 Simultaneous thermal analysis - STA

The STA measurements were done in a Netzsch STA 449 F1 Jupiter with a differential

thermal analysis (DTA) measurement setup. The sample mass in all STA measurements

was 151.2 ± 0.6 mg CuO. The measurements were performed according to Figures 5.3 and

5.4. It shows the stability diagram of the system. The equilibrium curve is calculated based
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Table 5.1: Comparison of possible O2 based TCES systems for the application in CSP sorted
by storage capacity. Based only on thermodynamic considerations. Storage capacity is based
on 1 kg charged material at room temperature

equilibrium temperature storage capacity
# reaction system ◦C kJ/kg

1 4 V2O5 
 3 O2 + 2 V4O7 950 2540

2 4 CuO 
 O2 + 2 Cu2O 1119 1773

3 2 MnO2 
 O2 + 2 MnO 1000 1574

4 4 SbO2 
 O2 + 2 Sb2O3 1172 1294

5 4 V2O4 
 O2 + 2 V4O7 939 1292

6 2 Na2O2 
 O2 + 2 Na2O 1160 1258

7 Rh2O3 
 O2 + Rh2O 835 1027

8 Sb2O5 
 O2 + Sb2O3 911 881

9 2 OsO4 
 O2 + 2 OsO3 833 801

10 4 AgO2 
 O2 + 2 Ag2O3 861 672

11 2 Sb2O4 
 O2 + 2 Sb2O3 1136 647

12 4 KO2 
 O2 + 2 K2O3 988 622

13 4 RbO2 
 O2 + 2 Rb2O3 1054 595

14 V6O13 
 2 O2 + 3 V2O3 956 519

15 2 BaO2 
 O2 + 2 BaO 884 510

16 2 Rb2O2 
 O2 + 2 Rb2O 805 355

17 2 Rh2O3 
 O2 + 4 RhO 974 343

18 6 Mn2O3 
 O2 + 4 Mn3O4 1000 321

19 V6O11 
 O2 + 3 V2O3 819 303

20 4 V7O13 
 5 O2 + 14 V2O3 801 275
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Table 5.2: Estimated raw material cost of the most promising TCES systems for CSP [49]

raw material costs
# reaction system $/kWh

1 4 V2O5 
 3 O2 + 2 V4O7 72

2 4 CuO 
 O2 + 2 Cu2O 8

3 2 MnO2 
 O2 + 2 MnO 13

4 4 SbO2 
 O2 + 2 Sb2O3 27
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Figure 5.1: Mass based particle size distribution of the CuO granulate. Drawn points repre-
sent mean value of mesh size.
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Figure 5.2: Stability diagram for system CuO/Cu2O based on data from HSC Database
[115] shown with the investigated experimental conditions

on data from HSC Database [115] according to Eq.(2.28). As shown there, CuO reacts to

Cu2O in air (pO2 = 0.21 bar) at temperatures over 1028 ◦C [115].

For isokinetic STA measurements the sample was heated up with a constant heating rate β

up to 1100 ◦C in N2 atmosphere (pO2 < 10−5 bar). Then the atmosphere was switched to

synthetic air (pO2 = 0.21 bar) and the sample was cooled down with a cooling rate equal to

the heating rate. In this work heating rates of 2, 5 and 10 K/min were applied.

For isothermal STA measurements, the sample was heated up under synthetic air atmosphere

with 10 K/min up to the measurement temperature. When a constant sample temperature

was achieved, the atmosphere was switched to N2 inducing the reduction. After the reduction

was completed, the atmosphere was switched back to synthetic air to start the oxidation. At

the end of the oxidation the sample was cooled down with 10 K/min. In this work, isothermal

STA measurements were performed at 920, 950 and 980 ◦C.

The cycle test was performed at 950 ◦C. The sample was heated up with 10 K/min in

synthetic air atmosphere. When isothermal conditions were reached, the cycle was started.

The cycle consisted of two segments:

1. reduction under N2 atmosphere for 60 min

2. oxidation under synthetic air atmosphere for 75 min

The cycle was repeated 20 times. Then the sample was cooled down with 10 K/min to room

temperature.
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Figure 5.3: Representative measurement procedure in the STA for isokinetic analysis with
β = 5 K/min

.

0 50 100 150 200 250 300 350 400

89

90

91

92

93

94

95

96

97

98

99

100

pO2 = 0.21 bar pO2 ≤ 10−5 bar pO2 = 0.21 bar

time in min

m
as
s
in

%

mass
temperature

0 50 100 150 200 250 300 350 400

0

100

200

300

400

500

600

700

800

900

1000

1100

te
m
p
er
at
u
re

in
◦ C

Figure 5.4: Representative measurement procedure in the STA for isothermal analysis with
with T = 950 ◦C
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From the mass signal m(t) of each measurement, the mass content of CuO w(t) can be

calculated based on

w(t) =
m(t)−m0 ν

m0 (1− ν)
with ν =

MCuO

2MCu2O

(5.1)

with MCuO and MCu2O are the molar masses of CuO and Cu2O, respectively, and m0 the

sample mass at the beginning. The conversion α in case of the oxidation is equal to w(t), in

case of the reduction α = 1− w(t) is valid.

5.2.3 Fixed bed reactor

A reactor was used to investigate the reaction under macroscopic conditions. Its schematic

setup is shown in Figure 5.5. It consists of two tubes on top of each other with an inner

diameter of 40 mm. The lower tube is the preheating zone and is filled with sand for better

heat transfer onto the reaction gas. In the reaction chamber the material was placed on a

glass frit. The quartz glass frit with a pore size between 160 µm-250 µm is used to evenly

distribute the reaction gas over the cross section of the reactor. The reactor is heated

with resistance heating shells up to 1100 ◦C. The temperature control is done based on the

temperature inside the reactor, which is measured with a thermocouple type K within the

CuO bulk. To achieve different gas atmospheres, N2 and O2 can be mixed via two mass

flow controllers. After passing the reactor the reactive gas passes a gas cooling system into

a gas analyzer which measures the O2 concentration cO2 . Compressed air is used for outer

cooling of the reactor and better temperature control. In the reactor isothermal tests at

930, 950 and 980 ◦C with 50 g of CuO granulate material were performed. The material

was heated up with a gas flow of 2.5 L/min N2/O2 mixture with pO2 = 0.21 bar to simulate

air. When isothermal conditions were reached in the reactor the reaction atmosphere was

switched to 2.5 L/min N2 (pO2 ≤ 10−5 bar) to induce the reduction (see Figure 5.2). When

the O2 concentration reached zero in the off-gas the reduction was assumed to be completed

and the oxidation was started. This was done by switching back to the starting reaction

atmosphere of 2.5 L/min N2/O2 mixture (pO2 = 0.21 bar).

The cycle test was similar to the test in the STA. The test used 50.8267 g CuO. The

sample was heated up in mixed gas flow of 2 L/min N2 and 0.5 L/min O2. When isothermal

conditions at 950 ◦C were reached the cycle was started. The cycle consisted of two segments:

1. reduction under 2.5 L/min N2 for 200 min

2. oxidation under 2 L/min N2 and 0.5 L/min O2 for 130 min

The cycle was repeated 23 times.
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Figure 5.5: Schematic setup of the reactor used for kinetic measurements under fixed bed
conditions

The conversion α in this case is calculated on the O2 concentration cO2 following

α(t) =

∫ t
0
V̇∆cO2(t)dt∫ tend

0
V̇∆cO2(t)dt

(5.2)

where V̇ is the volumetric gas flow through the reactor, tend the duration of the reaction and

∆cO2(t) the difference in cO2 between an empty reactor and a reactor filled with reactive

material. The change of V̇ due to the released or consumed O2 is negligible.

5.2.4 X-Ray powder diffraction

The powder X-ray diffraction measurements were carried out using a PANalytical X’Pert

diffractometer in Bragg Brentano geometry using Cu Kα1,2 radiation, a X’Celerator linear

detector with a Ni filter, sample spinning with back loading zero background sample holders

and 2Θ = 4-90◦ (T = 25 ◦C). The diffractograms were evaluated using the PANalytical pro-

gram suite HighScorePlus v3.0d. A background correction and a Kα2 strip were performed.
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5.2.5 BET-analyzer

The analysis of the specific surface of the samples was determined with nitrogen sorption

measurements on an ASAP 2020 (Micromeritics) instrument. The samples (amounts between

100-200 mg) were degassed under vacuum at 80 ◦C overnight prior to the measurement. The

surface area was calculated according to the method of Brunauer, Emmett and Teller (BET)

[132].

5.3 Kinetic identification

5.3.1 STA measurements

The results of the isokinetic STA measurements are shown in Figure 5.6. In the left diagram

the reduction of CuO in N2 atmosphere during heating can be seen for different heating rates.

It reveals that the system reacts completely regardless of the heating rate with the typical

shift of the conversion curve to higher temperatures for higher heating rates. The right

diagram shows the oxidation of Cu2O during cooling in synthetic air atmosphere. There,

the reached content of CuO strongly depends on the cooling rate, with the slowest rate

reaching the highest CuO content. The reaction stops as the temperature falls below 800 ◦C.

This behavior is similar for all investigated cooling rates, therefore, it can be concluded

that the available energy at temperature levels below 800 ◦C is not enough to promote the

reaction. Hence the reaction is kinetically limited by the temperature. This also explains

the difference in final conversions, as the sample in a measurement with a slower cooling rate

remains longer in a temperature range above 800 ◦C where the reaction occurs. Due to this,

the temperatures 920, 950 and 980 ◦C were chosen for the isothermal measurements, as the

reaction has a relevant reaction rate in this temperature range.

The isothermal measurements are shown in Figure 5.7. The left diagram shows the reduction

of CuO in N2 atmosphere, the right diagram shows the oxidation of Cu2O in synthetic air

atmosphere. In both cases the conversion is complete. On one hand, it can be seen that

higher temperature results in faster reduction. On the other hand the oxidation is slowed

down with increased temperature as it has been reported in the literature [130].

5.3.2 Reactor measurements

The results of the measurements in the test reactor are presented in Figure 5.8. All mea-

surements reached full conversion, which was verified by X-ray powder diffraction analysis.

The major difference between the STA measurements and the reactor measurements is that

the oxidation does not slow down with the increasing temperature. This is most likely con-
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Figure 5.6: Isokinetic STA measurements at different heating/cooling rates - left: reduction
in N2 during heating, right: oxidation in synthetic air during cooling
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Figure 5.7: Isothermal STA measurements at different temperatures - left: reduction in N2,
right: oxidation in synthetic air

nected to a better mass transport inside the bulk due to the flow through of the reactive gas

compared to the laminar transport in the STA crucible.

Additionally, it has to be noted that the temperature inside the reactor for the oxidation is

not constant. As a result of the big sample mass in the reactor (50 g), the released energy

influences the local sample temperature inside the reactor. Due to the thermal inertia of

the system, the released energy results in non-isothermal measurement conditions, which are
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Figure 5.8: Measurements in the fixed bed reactor at different starting temperatures - left:
reduction in N2, right: oxidation in synthetic air

recorded by the thermocouple within the bulk material. Figure 5.9 shows representatively

the deviation of the isothermal temperature of 950 ◦C during the oxidation. The released

energy can hardly be compensated by the cooling of the reactor. This further consolidates

the system CuO/ Cu2O as a promising CSP-TCES system.

5.3.3 Reduction

The kinetic identification of the reduction was performed on the isokinetic STA measure-

ments (Figure 5.6). Utilizing the NPK method, this resulted in a model based on (4.11), with

s = 2.949 · 10−3s−1 and the vectors u and v as shown in Figures 5.10 and 5.11. Linearizion

of v based on (4.37) results in the Arrhenius plot in Figure 5.12. From the slope of the

fitted linear equation the apparent activation energy Ea for the reduction can be calculated

as 255.68 kJ/mol.

Therefore, both the isokinetic measurements as well as the isothermal measurements were

simulated based on the model derived from the isokinetic data. Additionally, the simulation

was performed in two different ways.

With the kinetic information calculated with the NPK method, the reduction was simulated

in two ways. Once, with the result of the NPK method used directly to simulate the con-

version (’full NPK’) and once with the temperature dependency described by the identified

Arrhenius equation (’NPK + Arrhenius’). Often the conversion dependency found by the

NPK method is valid in a sufficient range, but the temperature dependency is limited. By

fitting the Arrhenius equation an extrapolation is possible and, therefore, the temperature
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Figure 5.9: Temperature change in the reaction zone due to the released energy during
oxidation at 950 ◦C starting temperature
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Figure 5.10: Conversion dependency vector u derived from isokinetic measurements of the
reduction of CuO in N2

98



5.3 Kinetic identification

840 860 880 900 920 940 960 980 1000 1020 1040 1060
0

0.2

0.4

0.6

0.8

temperature in ◦C

v
-
n
or
m
al
iz
ed

Figure 5.11: Temperature dependency vector v derived from isokinetic measurements of the
reduction of CuO in N2
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Figure 5.12: Arrhenius plot of v derived from isokinetic measurements of the reduction of
CuO in N2
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Figure 5.13: Simulation of the isokinetic measurements of the reduction of CuO with the
identified model

range in which the model is applicable is increased. Note that the apparent pre-exponential

factor is only correct in combination with the vector u, identified by the NPK method. Fig-

ure 5.13 shows the fit of the simulated isokinetic measurements to the actual measurements

for conversion and conversion rate. Both methods reproduce the measurements well and

while the full NPK method is limited to temperatures above 850 ◦C due to u (Figure 5.11),

the combination of NPK and Arrhenius equation is capable of giving the behavior of the

reaction below 850 ◦C.

The results of the simulation of the isothermal experiments are shown in Figure 5.14. There

it can be seen that the models fit the measurements reasonably well, especially, since the

model was identified from isokinetic data.

Additionally, the reduction in the reactor is analyzed. Since only three temperature levels

are available, vector v consists of only 3 points. The activation energy Eabased on the

corresponding Arrhenius plot (Figure 5.15) was calculated as 316.9 kJ/mol. The difference

between Ea in the STA and the fixed bed reactor leads to the conclusion that the reaction

in the STA is not only governed by the intrinsic reaction kinetics but also by mass transfer

[133]. One can also see that the conversion dependency u (Figure 5.16) differs from the

dependency found in the STA measurements. Note, the dead volume in the reactor smears

out the change of the O2 concentration in the off gas. This is especially significant at the

beginning of the reduction, when the atmosphere in the reactor is changed from synthetic

air to N2. This causes the steep drop at the beginning of u. Thus, it is assumed that the

conversion dependency is only valid for α > 0.1. With the identified model for the reactor,
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Figure 5.14: Simulation of the isothermal measurements of the reduction of CuO with the
model identified from isokinetic measurements

it was also possible to reproduce the measurement results satisfactory (Figure 5.17).

5.3.4 Oxidation

Since the isokinetic STA measurements of the oxidation reaction (see Figure 5.6) do not

reach full conversion, it is not possible to calculate the conversion dependency for a satis-

fying conversion range. Therefore, the NPK method was performed on the isothermal STA

experiments. The identified vectors u and v are shown in Figures 5.19 and 5.18. The shape

of u in the oxidation differs from the reduction, thus, it can be concluded that the conversion

mechanism differs between reduction and oxidation. Again, vector v consists only of three

points. Also, as expected from the isothermal measurement data, the fitted linear equation

in the Arrhenius plot of v has a positive slope, resulting in an apparent activation energy Ea

of −137.10 kJ/mol. Nevertheless, the simulation can reproduce the measurement with good

accuracy (Figure 5.20).

The result of the kinetic identification of the oxidation in the reactor is shown in Figures

5.21 and 5.22. In contrast to the other isothermal measurements, vector v consists of more

than 3 points. This is due to the non-isothermal condition described in chapter 5.3.2. This

can be considered in the kinetic identification by the NPK method and, therefore, additional

temperature information is extracted from the data. As a downside, a non-isotropic tem-

perature field occurs, reducing the quality of the identified model and leading to a higher

deviation of the simulation from the measurement (Figure 5.17).
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Figure 5.15: Arrhenius plot of v derived from isothermal measurements of the reduction of
CuO in the reactor
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Figure 5.16: Conversion dependency vector u derived from isothermal measurements of the
reduction of CuO in the reactor
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Figure 5.17: Simulation of the isothermal measurements of the reduction of CuO in the
testrig
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Figure 5.18: Arrhenius plot of v derived from isothermal STA measurements of the oxidation
of Cu2O
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Figure 5.19: Conversion dependency vector u derived from isothermal STA measurements
of the oxidation of Cu2O
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Figure 5.20: Simulation of the isothermal STA measurements of the oxidation of Cu2O
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Figure 5.21: Arrhenius plot of v derived from isothermal measurements of the oxidation of
Cu2O in the reactor
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Figure 5.22: Conversion dependency vector u derived from isothermal measurements of the
oxidation of Cu2O in the reactor
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Figure 5.23: Simulation of the isothermal measurements of the oxidation of Cu2O in the
reactor

5.3.5 Cycle test

The cycle stability test in the STA is shown in Figure 5.24. The diagram shows the change

of the conversion in the sample and the energy flow over 20 cycles. One can see that the

form of the conversion curve changes only minor over the cycles. There is no sign of chemical

degradation, in fact after 10 cycles the system reaches nearly theoretical conversion.

An equivalent cycle test was performed in the reactor, with the result that the granular

material sintered together, blocking the reaction after a few cycles. Figure 5.25 shows the

sintering of the material after the first and the last cycle. Additionally, the sintered material

was cut in half (Figure 5.25D) . It can be seen that the surface of the material sintered

completely together, while the granular structure is still present in the inner core of the

sample. Additionally, cavities of Cu2O were formed in the edge regions, which was confirmed

by a XRD analysis. Based on this behavior, it can be concluded that a fixed bed process is

not practical for energy storage. An alternative option would be to use a rotary reactor, as it

prevents the sintering due to relative movement of the particles, as suggested by Alonso et al.

[127].

5.4 Discussion

The measurements revealed a distinctively different behavior between the oxidation in the

STA and the fixed bed reactor. In the STA, the oxidation slowed down with increased

temperature as described in the literature. This results in a negative apparent activation
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Figure 5.24: CuO reaction behavior over 20 cycles in the STA at 950 ◦C and changing
N2/synthetic air atmosphere

energy Ea of −137.10 kJ/mol. Such behavior was not observed in the fixed bed reactor,

where a mechanistic change was detected, through a change of Ea, but no negative Ea has

been found. A comparison between the available literature [101, 130, 134] and this work show

significant differences in the kinetics of the reaction system. Clayton et al. [130] presented

conversion times around 1 to 2 min for the reduction, Hu et al. [134] reported the reaction

occur within 10 min while the reaction in this work took around 40 min for full conversion.

All three publications conducted their measurements in a TGA or STA. The main difference

between all publication is the sample material.

While Clayton et al. [130] used copper based oxygen carriers with TiO2 and ZrO as support

material, Hu et al. [134] used an oxygen carrier based Al2O3. The support material reduces

the CuO content to around 40 %, which directly reduced the energy density. Thus, this work

used granular CuO. Johansson et al. [135] reported that different support materials have

different effects on the reactivity of the system Mn3O4/MnO. A similar effect could explain

the different kinetic behavior. Further examinations are needed to identify the decisive factor

behind this different behavior.
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Figure 5.25: Sintering of the granulate material in the fixed bed reactor - A & B: top and
side view after 1 cycle, C: top view after 20 cycles, D: inside view of the material after 20
cycles
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Chapter 6

Conclusion

The increased perception of TCES materials witnessed in the recent years stimulated a

look for a novel, systematic approach to this topic. Due to the so far limited number of

investigated reactions the provision of a database was considered, allowing for a broader

overview on principally suitable TCES systems, as well as for a quick identification of the

corresponding parameters and experimental data. This could offer advantages for researchers

and future industrial users as a variety of reactions, covering different temperature and

reactive gas profiles are easily searchable.

By the use of a systematic search algorithm potentially suitable candidates for TCES sys-

tems were identified. As a source for the needed thermodynamic data the HSC database

was used. The algorithm screens for reaction couples, where both educts and products have

a database entry and can be matched via mathematical analysis of the corresponding ele-

mental coefficients. Nevertheless, a control eliminating stoichiometric correct couples, where

a reaction cannot occur, has to avoid chemically nonsense entries. In a first approach the

search was limited to gas-solid reactions. It led to 1012 principally suitable TCES systems

for five different reactive gases (H2O 553 hits, CO2 40 hits, NH3 39 hits, SO2 28 hits and O2

352 hits). A full description of the algorithm and and more details on the found systems are

found in Chapter 3.

Those systems were filtered based on their equilibrium temperature, energy density and

manageability.

To further assess their potential as TCES material and distinguish between possible can-

didates for an application, a novel method to analyze the kinetics of a TCES system was

developed. The method extends the NPK method to also identify a pressure dependency in

addition to the temperature and conversion dependencies. It does so by splitting a three-

dimensional problem (α, T , p) into three one-dimensional problems, thus reducing its com-

plexity. The method is based on the assumption that the effect of α, T and p are linked

multiplicatively. By arranging measurement data in special data matrices a singular value
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decomposition can be utilized to approximate the underlying dependencies. The resulting

vectors can be combined to build a full model or they can be further analyzed to get insight

into the underlying physical processes. This gives the opportunity to improve the reac-

tion behavior and optimize the TCES system for an application. The complete method is

described in Chapter 4.

Based on the search results, the TCES system CuO/Cu2O was found to be a potential

candidate for the application in CSP. To validate this assessment the kinetic behavior and

the cycle stability of the system were analyzed in a STA and a fixed bed reactor. Based on

isokinetic and isothermal measurements kinetic models were derived for oxidation and reduc-

tion. Therefore, the NPK method was applied and the Arrhenius equation was introduced

to expand the applicable temperature range.

In the fixed bed reactor, the system showed a high energy output during oxidation, proofing

the capability of CuO as a TCES material. In the STA the reaction system shows an excellent

cycle stability over the course of 20 cycles. In the fixed bed reactor, heavy sintering occurred

which reduced the reaction to a minimum by blocking most of the reactive surface. This

allowed only the outmost layer of the material to react. Further investigations show that the

sample in the STA also sintered, but due to the small thickness of the sample in the crucible,

no reaction hindering effect was measured. Thus, a fixed bed process is not suitable for

application, instead a system with movement of the material to prevent sintering should be

considered. Nevertheless, the study shows, that the system CuO/Cu2O is a valid candidate

for TCES in combination with CSP, but further investigations are necessary. The detailed

analysis of this system is found in Chapter 5.

In summary, it can be stated that the presented approach supports an efficient identification

and analysis of future TCES systems.
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Nomenclature

Acronyms

CLC chemical looping combustion

CSP concentrating solar power

DSC differential scanning calorimetry

DTA differential thermal analysis

GEA Global Energy Assessment, http://www.globalenergyassessment.org/

HSC thermodynamic database by Outotec, stands for enthalpy, entropy and heat capacity

IEA International Energy Agency

NPK non-parametric kinetics

OFW Ozawa, Flynn and Wall kinetic identification

PCM phase change material

SSE sum of squared errors

STA simultaneous thermal analysis

SVD singular value decomposition

TCES thermochemical energy storage

TES thermal energy storage

TGA thermogravimetric analysis

WBGU Wissenschaftlicher Beirat der Bundesregierung Globale Umweltveränderungen, Ger-

many, http://www.wbgu.de

Greek Symbols



Nomenclature

α conversion -

β heating or cooling rate K/s

χ fitting parameter system dependent

dα
dT

non isothermal conversion rate 1/K

dα
dt

conversion rate 1/s

λ growth dimension -

µ chemical potential J/mol

νi stoichiometric coefficient of substance i -

ω fitting parameter system dependent

φi scaling factor of each submatrix in NKP analysis -

ψ fitting parameter system dependent

ρ density kg/m3

σ shape factor (e.g. 4Π/3 for a sphere) -

Indices

α at specific conversion α

m at position of peak maximum

p for the idenitifaction of h(p)

R value calculated for a reaction

T for the idenitifaction of k(T )

0 at the beginning, at time t0

1, 2 different states of a system or varible

f formation, as in H{textf} or Sf

PC value for/at phase change

s submatrix

Latin Symbols
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Nomenclature

∆Hf molar enthalpy of formation J/mol

∆HPC molar phase change enthalpy J/mol

∆HR molar reaction enthalpy J/mol

∆SR molar reaction entropy J/(mol ·K)

V̇ volume flow m3/s

A pre-exponential factor for a reaction 1/s

a linear fitting parameter of the Doyle approximation of the temperature integral -

ai thermodynamic activity of substance i -

Aapp apperent pre-exponential factor 1/s

b linear fitting parameter of the Doyle approximation of the temperature integral -

c1, c2, c3, . . . scaling constants used in the NPK method -

cp specific isobaric heat capacity J/(kg ·K)

ci concentration of substance i mol/m3

Ea activation energy J/mol

F free energy J

f(α) differential conversion dependency -

G Gibbs energy J

g(α) integral conversion dependency -

H enthalpy J

h(p) pressure dependency -

K equilibrium constant system dependent

k constant system dependent

k(T ) temperature dependency 1/s

M molar mass kg/mol

m mass kg
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Nomenclature

N number of nuclei -

ni molar amount od substance i mol

p pressure Pa

Q Energy J

q(x) exponential integral of the temperature integral transformation -

R universal gas constant 8.314 J/(mol ·K)

r radius of particle or crystal m

S entropy J/K

s first singular value of the SVD of matrix A 1/s

T temperature K

t time s

T0 Temperature at standard conditions 298.15 K

Tmean mean temperature of the experiment K

TPC temperature of phase change of a matrial K

Tstart start temperature of temperature program K

U inner energy J

V volume m3

v specific volume m3/kg

vi molar volume of substance i m3/mol

w(t) mass content -

x integration variable in the transformed temperature integral with the transformation

x = E/(RT ) -

z igeneral reaction process -

A data matrix or tensor 1/s

a vector of activites ai -
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Nomenclature

f vector representation of conversion dependency according (4.8) -

k vector representation of temperature dependency according (4.9) -

n vector of molar amounts ni mol

u conversion dependency vector derived by NPK method -

v temperature dependency vector derived by NPK method -

w pressure dependency vector derived by NPK method -

x vector of molar fractions xi -

Superscripts

0 value at standard conditions (T 0 = 273.15 K, p0 = 1× 105 Pa)
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Appendix

A1 Asymptotic series expansion

p(x) =
e−x

x2

[
1− 2!

x
+

3!

x2
− 4!

x3
+ · · ·+ (−1)n

(n+ 1)!

xn
+ · · ·

]
(6.1)

A2 Schlömich series expansion

The Schlömich series expansion is one often used method of approximating the temperature

integral p(x).

p(x) =
e−x

x(x+ 1)

[
1− 1

x+ 2
+

2

(x+ 2)(x+ 3)
− 4

(x+ 2)(x+ 3)(x+ 4)
+ · · ·

]
(6.2)

A3 Reaction systems found by the algorithm

The reactions found by the search algorithm for the reactive gases H2O, CO2, O2, NH3 and

SO2. The storage capacity is calculated for 1 kg of educt. The energy density is calculated

for 1 m3 of educt. A missing energy density means the density of the educt was not available

in the database.

Table 6.1: Reactions with H2O as reactive gas

Tequ storage capacity storage density

ID reaction system ◦C kJ/kg MJ/m3

A1 2 Ac(OH)3 ←−→ 3 H2O + Ac2O3 341 286 -

A2 AgF ·H2O←−→ H2O + AgF 371 409 -

A3 AgF · 2 H2O←−→ H2O + AgF ·H2O 335 333 -

A4 AgF · 2 H2O←−→ 2 H2O + AgF 375 696 -

A5 AgF · 4 H2O←−→ 2 H2O + AgF · 2 H2O 392 529 -

A6 AgF · 4 H2O←−→ 3 H2O + AgF ·H2O 351 801 -

A7 AgF · 4 H2O←−→ 4 H2O + AgF 383 1099 -

A8 Al4C3 · 6 H2O←−→ 6 H2O + Al4C3 1000 4068 9763

Continued on next page



A3 Reaction systems found by the algorithm

Table 6.1: Reactions with H2O as reactive gas – continued

Tequ storage capacity storage density

ID reaction system ◦C kJ/kg MJ/m3

A9 AlCl3 · 6 H2O←−→ 6 H2O + AlCl3 570 2216 5314

A10 2 AlCl3 · 6 H2O←−→ 12 H2O + Al2Cl6 496 2222 5329

A12 2 Al(OH)3 ←−→ 3 H2O + Al2O3 318 968 2343

A13 Al2O3 ·H2O←−→ H2O + Al2O3 479 680 2047

A14 Al2O3 · 3 H2O←−→ 2 H2O + Al2O3 ·H2O 333 665 1610

A15 Al2O3 · 3 H2O←−→ 3 H2O + Al2O3 386 1188 2876

A16 Al2O3 · 2 SiO2 · 2 H2O ←−→ 2 H2O +

Al2O3 · 2 SiO2

947 1142 -

A18 Al2(SO4)3 · 6 H2O←−→ 6 H2O + Al2(SO4)3 702 1363 -

A19 Al2Si2O5(OH)4 ←−→ 2 H2O + Al2O3 · 2 SiO2 889 1071 -

A20 2 Am(OH)3 ←−→ 3 H2O + Am2O3 649 494 -

A21 As2O5 · 4 H2O←−→ 4 H2O + As2O5 335 666 -

A22 AuCl3 · 2 H2O←−→ 2 H2O + AuCl3 355 333 -

A23 2 Au(OH)3 ←−→ 3 H2O + Au2O3 379 243 -

A24 2 B(OH)3 ←−→ 3 H2O + B2O3 438 1554 2238

A25 BaAl2O4 ·H2O←−→ H2O + BaO ·Al2O3 385 253 -

A26 BaBr2 ·H2O←−→ H2O + BaBr2 377 183 -

A27 BaBr2 · 2 H2O←−→ H2O + BaBr2 ·H2O 358 202 723

A28 BaBr2 · 2 H2O←−→ 2 H2O + BaBr2 406 375 1344

A30 BaCl2 ·H2O←−→ H2O + BaCl2 469 300 -

A31 BaCl2 · 2 H2O←−→ H2O + BaCl2 ·H2O 349 219 679

A32 BaCl2 · 2 H2O←−→ 2 H2O + BaCl2 407 496 1539

A33 Ba(ClO4)2 · 3 H2O←−→ 3 H2O + Ba(ClO4)2 712 1127 3088

A34 BaI2 ·H2O←−→ H2O + BaI2 483 189 -

A35 BaI2 · 2 H2O←−→ H2O + BaI2 ·H2O 328 129 666

A36 BaI2 · 2 H2O←−→ 2 H2O + BaI2 435 311 1599

A37 Ba(IO3)2 ·H2O←−→ H2O + Ba(IO3)2 365 105 -

A38 Ba(N3)2 ·H2O←−→ H2O + Ba(N3)2 352 185 -

A39 Ba(OH)2 ←−→ H2O + BaO 1283 880 3960

A40 Ba(OH)2 ·H2O←−→ H2O + Ba(OH)2 397 314 -

A41 Ba(OH)2 ·H2O←−→ 2 H2O + BaO 645 1110 -

A42 Ba(OH)2 · 3 H2O←−→ 2 H2O+Ba(OH)2 ·H2O 345 511 -

A43 Ba(OH)2 · 3 H2O←−→ 3 H2O + Ba(OH)2 384 774 -

A44 Ba(OH)2 · 3 H2O←−→ 4 H2O + BaO 520 1443 -

A45 Ba(OH)2 · 8 H2O ←−→ 5 H2O +

Ba(OH)2 · 3 H2O

359 927 2021

A46 Ba(OH)2 · 8 H2O←−→ 7 H2O+Ba(OH)2 ·H2O 363 1292 2817

A47 Ba(OH)2 · 8 H2O←−→ 8 H2O + Ba(OH)2 388 1480 3227

A48 Ba(OH)2 · 8 H2O←−→ 9 H2O + BaO 451 1958 4269

Continued on next page

130



A3 Reaction systems found by the algorithm

Table 6.1: Reactions with H2O as reactive gas – continued

Tequ storage capacity storage density

ID reaction system ◦C kJ/kg MJ/m3

A49 Be(OH)2 ←−→ H2O + BeO 347 1201 -

A50 BeSO4 ·H2O←−→ H2O + BeSO4 472 556 952

A51 BeSO4 · 2 H2O←−→ H2O + BeSO4 ·H2O 476 497 -

A52 BeSO4 · 2 H2O←−→ 2 H2O + BeSO4 474 982 -

A53 BeSO4 · 3 H2O←−→ H2O + BeSO4 · 2 H2O 352 350 -

A54 BeSO4 · 3 H2O←−→ 2 H2O + BeSO4 ·H2O 405 790 -

A55 BeSO4 · 3 H2O←−→ 3 H2O + BeSO4 423 1220 -

A56 BeSO4 · 4 H2O←−→ H2O + BeSO4 · 3 H2O 341 347 594

A57 BeSO4 · 4 H2O←−→ 2 H2O + BeSO4 · 2 H2O 380 661 1131

A58 BeSO4 · 4 H2O←−→ 3 H2O + BeSO4 ·H2O 412 1057 1808

A59 BeSO4 · 4 H2O←−→ 4 H2O + BeSO4 426 1443 2468

A60 BeSeO4 · 4 H2O←−→ 2 H2O + BeSeO4 · 2 H2O 353 542 -

A62 CaAl2Si4O12 · 4 H2O ←−→ 2 H2O +

CaAl2Si4O12 · 2 H2O

358 223 -

A63 CaAl2Si7O18 · 7 H2O ←−→ H2O +

CaAl2Si7O18 · 6 H2O

309 73 -

A65 Ca2Al2SiO6(OH)2 ←−→ H2O +

· 2 CaO ·Al2O3 ·SiO2

609 363 -

A66 CaAl2Si2O7(OH)2 ·H2O ←−→ 2 H2O +

CaO ·Al2O3 · 2 SiO2

431 468 -

A67 CaB3O3(OH)5 · 4 H2O ←−→ 4 H2O +

CaB3O4(OH)3 ·H2O

326 757 1415

A68 2 CaB3O3(OH)5 · 4 H2O ←−→ 13 H2O +

· 2 CaO · 3 B2O3

355 1365 2552

A69 2 CaB3O4(OH)3 ·H2O ←−→ 5 H2O +

· 2 CaO · 3 B2O3

382 821 -

A70 CaBr2 · 6 H2O←−→ 6 H2O + CaBr2 427 1205 2760

A72 CaCl2 ·H2O←−→ H2O + CaCl2 480 561 -

A73 CaCl2 · 2 H2O←−→ H2O + CaCl2 ·H2O 305 307 -

A74 CaCl2 · 2 H2O←−→ 2 H2O + CaCl2 404 800 -

A75 CaCl2 · 4 H2O←−→ 2 H2O + CaCl2 · 2 H2O 363 704 -

A76 CaCl2 · 4 H2O←−→ 3 H2O + CaCl2 ·H2O 353 951 -

A77 CaCl2 · 4 H2O←−→ 4 H2O + CaCl2 410 1346 -

A78 CaCl2 · 6 H2O←−→ 2 H2O + CaCl2 · 4 H2O 381 517 884

A79 CaCl2 · 6 H2O←−→ 4 H2O + CaCl2 · 2 H2O 364 1105 1890

A80 CaCl2 · 6 H2O←−→ 5 H2O + CaCl2 ·H2O 357 1312 2243

A81 CaCl2 · 6 H2O←−→ 6 H2O + CaCl2 401 1642 2808

A82 Ca(ClO4)2 · 4 H2O←−→ 4 H2O + Ca(ClO4)2 424 816 -

A83 CaHPO4 · 2 H2O←−→ 2 H2O + CaHPO4 412 715 1650
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Table 6.1: Reactions with H2O as reactive gas – continued

Tequ storage capacity storage density

ID reaction system ◦C kJ/kg MJ/m3

A84 2 CaHPO4 · 2 H2O←−→ 5 H2O + Ca2P2O7 391 855 1973

A85 Ca(H2PO4)2 ·H2O←−→ H2O + Ca(H2PO4)2 456 301 669

A86 Ca(H2PO4)2 ·H2O←−→ 3 H2O + Ca(PO3)2 472 849 1885

A87 Ca(IO3)2 ·H2O←−→ H2O + Ca(IO3)2 421 234 -

A88 Ca(IO3)2 · 6 H2O ←−→ 5 H2O +

Ca(IO3)2 ·H2O

302 466 -

A89 Ca(IO3)2 · 6 H2O←−→ 6 H2O + Ca(IO3)2 339 657 -

A90 Ca(NO3)2 · 2 H2O←−→ 2 H2O + Ca(NO3)2 400 601 -

A91 Ca(NO3)2 · 3 H2O ←−→ H2O +

Ca(NO3)2 · 2 H2O

399 254 -

A92 Ca(NO3)2 · 3 H2O←−→ 3 H2O + Ca(NO3)2 399 806 -

A93 Ca(NO3)2 · 4 H2O ←−→ H2O +

Ca(NO3)2 · 3 H2O

396 222 405

A94 Ca(NO3)2 · 4 H2O ←−→ 2 H2O +

Ca(NO3)2 · 2 H2O

397 457 832

A95 Ca(NO3)2 · 4 H2O←−→ 4 H2O + Ca(NO3)2 399 966 1759

A96 · 3 CaO ·Al2O3 · 6 H2O ←−→ 6 H2O +

· 3 CaO ·Al2O3

495 1253 3158

A97 Ca(OH)2 ←−→ H2O + CaO 791 1473 3300

A100 CaSO3 · 2 H2O←−→ 2 H2O + CaSO3 405 764 -

A101 CaSO4 · 2 H2O←−→ 2 H2O + CaSO4 349 589 1366

A102 CaSeO4 · 2 H2O←−→ 2 H2O + CaSeO4 441 565 1555

A103 CaSiF6 · 2 H2O←−→ 2 H2O + CaSiF6 446 688 -

A104 CaTeO3 ·H2O←−→ H2O + CaTeO3 385 303 -

A105 CdBr2 · 4 H2O←−→ 4 H2O + CdBr2 356 602 -

A106 CdCl2 ·H2O←−→ H2O + CdCl2 389 265 -

A107 Cd(NO3)2 · 2 H2O←−→ 2 H2O + Cd(NO3)2 391 422 -

A108 Cd(NO3)2 · 4 H2O ←−→ 2 H2O +

Cd(NO3)2 · 2 H2O

342 369 909

A109 Cd(NO3)2 · 4 H2O←−→ 4 H2O + Cd(NO3)2 402 742 1826

A110 Cd(OH)2 ←−→ H2O + CdO 401 414 1985

A111 CdSO4 ·H2O←−→ H2O + CdSO4 410 285 1081

A112 CeCl3 · 7 H2O←−→ 7 H2O + CeCl3 402 1146 -

A113 CePO4 · 2 H2O←−→ 2 H2O + CePO4 320 373 -

A114 Ce(SO4)2 · 5 H2O←−→ 5 H2O + Ce(SO4)2 1617 4548 -

A115 CoBr2 · 6 H2O←−→ 6 H2O + CoBr2 391 1081 2659

A116 CoCl2 ·H2O←−→ H2O + CoCl2 446 414 -

A117 CoCl2 · 2 H2O←−→ H2O + CoCl2 ·H2O 339 363 -

A118 CoCl2 · 2 H2O←−→ 2 H2O + CoCl2 418 732 -
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Table 6.1: Reactions with H2O as reactive gas – continued

Tequ storage capacity storage density

ID reaction system ◦C kJ/kg MJ/m3

A119 CoCl2 · 6 H2O←−→ 4 H2O + CoCl2 · 2 H2O 347 967 1861

A120 CoCl2 · 6 H2O←−→ 5 H2O + CoCl2 ·H2O 353 1221 2348

A121 CoCl2 · 6 H2O←−→ 6 H2O + CoCl2 387 1478 2843

A123 Co(NO3)2 · 6 H2O←−→ 6 H2O + Co(NO3)2 396 1155 2159

A124 Co(OH)2 ←−→ H2O + CoO 395 671 2412

A125 CoSO4 · 6 H2O←−→ 6 H2O + CoSO4 392 1311 2621

A126 CoSO4 · 7 H2O←−→ H2O + CoSO4 · 6 H2O 360 193 366

A127 CoSO4 · 7 H2O←−→ 7 H2O + CoSO4 387 1419 2697

A129 CrCl2 · 2 H2O←−→ 2 H2O + CrCl2 408 783 -

A130 CrCl2 · 3 H2O←−→ H2O + CrCl2 · 2 H2O 345 352 -

A131 CrCl2 · 3 H2O←−→ 3 H2O + CrCl2 410 1056 -

A132 CrCl2 · 4 H2O←−→ H2O + CrCl2 · 3 H2O 332 299 -

A133 CrCl2 · 4 H2O←−→ 2 H2O + CrCl2 · 2 H2O 354 619 -

A134 CrCl2 · 4 H2O←−→ 4 H2O + CrCl2 404 1258 -

A136 Cr2(SO4)3 · 8 H2O←−→ 8 H2O + Cr2(SO4)3 687 1486 -

A137 Cr2(SO4)3 · 14 H2O ←−→ 6 H2O +

Cr2(SO4)3 · 8 H2O

388 537 -

A138 Cr2(SO4)3 · 14 H2O←−→ 14 H2O + Cr2(SO4)3 556 1774 -

A142 CsAl(SO4)2 · 12 H2O ←−→ 12 H2O +

CsAl(SO4)2

347 1158 -

A143 CsF ·H2O←−→ H2O + CsF 445 388 -

A144 · 2 CsF · 3 H2O←−→ H2O + 2 CsF ·H2O 322 152 -

A145 · 2 CsF · 3 H2O←−→ 3 H2O + 2 CsF 420 520 -

A147 CuBr2 · 4 H2O←−→ 4 H2O + CuBr2 366 738 -

A148 CuCl2 · 2 H2O←−→ 2 H2O + CuCl2 371 701 1759

A149 CuF2 · 2 H2O←−→ 2 H2O + CuF2 435 988 2899

A150 CuHPO4 ·H2O←−→ H2O + CuHPO4 548 198 -

A152 Cu(IO3)2 ·H2O←−→ H2O + Cu(IO3)2 334 139 -

A153 Cu(NO3)2 · 6 H2O←−→ 6 H2O + Cu(NO3)2 387 1203 2491

A154 Cu(OH)2 ←−→ H2O + CuO 429 541 1822

A155 Cu3(PO4)2 · 3 H2O←−→ 3 H2O + Cu3(PO4)2 627 319 -

A156 CuSO4 ·H2O←−→ H2O + CuSO4 455 392 -

A157 CuSO4 · 3 H2O←−→ 2 H2O + CuSO4 ·H2O 382 537 -

A158 CuSO4 · 3 H2O←−→ 3 H2O + CuSO4 406 862 -

A159 CuSO4 · 5 H2O←−→ 2 H2O + CuSO4 · 3 H2O 374 447 1023

A160 CuSO4 · 5 H2O←−→ 4 H2O + CuSO4 ·H2O 378 907 2073

A161 CuSO4 · 5 H2O←−→ 5 H2O + CuSO4 394 1185 2710

A162 CuSeO3 · 2 H2O←−→ 2 H2O + CuSeO3 387 389 1289

A163 DyCl3 · 6 H2O←−→ 6 H2O + DyCl3 495 1123 -
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Table 6.1: Reactions with H2O as reactive gas – continued

Tequ storage capacity storage density

ID reaction system ◦C kJ/kg MJ/m3

A164 2 Dy(OH)3 ←−→ 3 H2O + Dy2O3 783 909 -

A165 DyPO4 · 2 H2O←−→ 2 H2O + DyPO4 531 733 -

A166 ErCl3 · 6 H2O←−→ 6 H2O + ErCl3 489 1124 -

A167 2 Er(OH)3 ←−→ 3 H2O + Er2O3 487 520 -

A168 ErPO4 · 2 H2O←−→ 2 H2O + ErPO4 501 665 -

A169 EuCl3 · 6 H2O←−→ 6 H2O + EuCl3 456 1077 5267

A170 Eu(IO3)3 · 2 H2O←−→ 2 H2O + Eu(IO3)3 1250 65 -

A171 2 Eu(OH)3 ←−→ 3 H2O + Eu2O3 637 713 -

A172 EuPO4 · 2 H2O←−→ 2 H2O + EuPO4 319 346 -

A173 FeCl2 · 2 H2O←−→ 2 H2O + FeCl2 401 808 1931

A174 FeCl2 · 4 H2O←−→ 2 H2O + FeCl2 · 2 H2O 341 564 1089

A175 FeCl2 · 4 H2O←−→ 4 H2O + FeCl2 390 1226 2366

A176 FeCl3 · 6 H2O←−→ 6 H2O + FeCl3 401 1394 -

A179 2 FeO ·OH←−→ H2O + Fe2O3 355 310 1323

A180 FePO4 · 2 H2O←−→ 2 H2O + FePO4 361 576 1554

A183 FeSO4 ·H2O←−→ H2O + FeSO4 472 419 1243

A184 FeSO4 · 4 H2O←−→ 3 H2O + FeSO4 ·H2O 363 716 -

A185 FeSO4 · 4 H2O←−→ 4 H2O + FeSO4 391 1033 -

A186 FeSO4 · 7 H2O←−→ 3 H2O + FeSO4 · 4 H2O 368 581 1104

A187 FeSO4 · 7 H2O←−→ 6 H2O + FeSO4 ·H2O 366 1158 2199

A188 FeSO4 · 7 H2O←−→ 7 H2O + FeSO4 381 1413 2685

A189 2 FrOH←−→ H2O + Fr2O 881 481 -

A191 2 GaOOH←−→ H2O + Ga2O3 457 379 -

A192 GdCl3 · 6 H2O←−→ 6 H2O + GdCl3 454 1097 2660

A193 2 Gd(OH)3 ←−→ 3 H2O + Gd2O3 949 1036 -

A194 GdPO4 · 2 H2O←−→ 2 H2O + GdPO4 548 775 -

A195 H2SO4 ·H2O←−→ H2O + H2SO4 564 619 -

A196 H2SO4 · 2 H2O←−→ H2O + H2SO4 ·H2O 473 430 -

A197 H2SO4 · 2 H2O←−→ 2 H2O + H2SO4 518 965 -

A198 H2SO4 · 3 H2O←−→ H2O + H2SO4 · 2 H2O 435 338 -

A199 H2SO4 · 3 H2O←−→ 2 H2O + H2SO4 ·H2O 454 717 -

A200 H2SO4 · 3 H2O←−→ 3 H2O + H2SO4 490 1189 -

A201 H2SO4 · 4 H2O←−→ H2O + H2SO4 · 3 H2O 415 288 -

A202 H2SO4 · 4 H2O←−→ 2 H2O + H2SO4 · 2 H2O 425 590 -

A203 H2SO4 · 4 H2O←−→ 3 H2O + H2SO4 ·H2O 441 929 -

A204 H2SO4 · 4 H2O←−→ 4 H2O + H2SO4 472 1351 -

A205 HoCl3 · 6 H2O←−→ 6 H2O + HoCl3 477 1110 -

A206 2 Ho(OH)3 ←−→ 3 H2O + Ho2O3 570 632 -

A207 HoPO4 · 2 H2O←−→ 2 H2O + HoPO4 537 741 -

Continued on next page

134



A3 Reaction systems found by the algorithm

Table 6.1: Reactions with H2O as reactive gas – continued

Tequ storage capacity storage density

ID reaction system ◦C kJ/kg MJ/m3

A208 2 In(OH)3 ←−→ 3 H2O + In2O3 310 429 1887

A210 KAl(SO4)2 · 3 H2O←−→ 3 H2O + KAl(SO4)2 406 594 -

A211 KAl(SO4)2 · 12 H2O ←−→ 9 H2O +

KAl(SO4)2 · 3 H2O

382 1063 1828

A212 KAl(SO4)2 · 12 H2O ←−→ 12 H2O +

KAl(SO4)2

389 1454 2501

A214 K2CuCl4 · 2 H2O←−→ 2 H2O + K2CuCl4 343 374 -

A215 K2CuCl2(H2O)2 ·Cl2 ←−→ 2 H2O + K2CuCl4 323 330 -

A216 KF · 2 H2O←−→ 2 H2O + KF 362 1134 2835

A217 K4Fe(CN)6 · 3 H2O←−→ 3 H2O + K4Fe(CN)6 415 356 659

A218 K2Mg(SO4)2 · 6 H2O ←−→ 2 H2O +

K2Mg(SO4)2 · 4 H2O

320 265 -

A220 KOH ·H2O←−→ H2O + KOH 560 1176 -

A221 2 KOH ·H2O←−→ 3 H2O + K2O 978 2822 -

A222 KOH · 2 H2O←−→ H2O + KOH ·H2O 340 615 -

A223 KOH · 2 H2O←−→ 2 H2O + KOH 477 1561 -

A224 2 KOH · 2 H2O←−→ 5 H2O + K2O 736 2886 -

A225 K3PO4 · 7 H2O←−→ 7 H2O + K3PO4 337 1033 -

A226 K4P2O7 · 3 H2O←−→ 3 H2O + K4P2O7 349 402 -

A227 K2SO3 ·H2O←−→ H2O + K2SO3 310 259 -

A228 LaCl3 · 7 H2O←−→ 7 H2O + LaCl3 418 1117 -

A229 2 La(OH)3 ←−→ 3 H2O + La2O3 681 798 -

A230 LaPO4 · 2 H2O←−→ 2 H2O + LaPO4 690 843 -

A232 LiBr ·H2O←−→ H2O + LiBr 456 663 -

A233 LiBr · 2 H2O←−→ H2O + LiBr ·H2O 309 469 -

A234 LiBr · 2 H2O←−→ 2 H2O + LiBr 371 1035 -

A235 LiCl ·H2O←−→ H2O + LiCl 436 1041 1874

A236 2 LiCl ·H2O←−→ 2 H2O + Li2Cl2 613 2785 5013

A237 LiClO4 ·H2O←−→ H2O + LiClO4 400 515 -

A238 LiClO4 · 3 H2O←−→ 2 H2O + LiClO4 ·H2O 362 759 -

A239 LiClO4 · 3 H2O←−→ 3 H2O + LiClO4 411 1158 -

A240 LiI ·H2O←−→ H2O + LiI 500 497 -

A241 LiI · 2 H2O←−→ H2O + LiI ·H2O 421 347 -

A242 LiI · 2 H2O←−→ 2 H2O + LiI 483 792 -

A243 LiI · 3 H2O←−→ H2O + LiI · 2 H2O 422 313 1096

A244 LiI · 3 H2O←−→ 2 H2O + LiI ·H2O 431 627 2194

A245 LiI · 3 H2O←−→ 3 H2O + LiI 483 1029 3601

A246 LiNO2 ·H2O←−→ H2O + LiNO2 438 929 -

A247 LiNO3 · 3 H2O←−→ 3 H2O + LiNO3 352 1356 -
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A248 2 LiOH←−→ H2O + Li2O 1337 2716 3966

A249 LiOH ·H2O←−→ H2O + LiOH 400 1503 2270

A250 2 LiOH ·H2O←−→ 3 H2O + Li2O 561 3053 4611

A251 Li2SO4 ·H2O←−→ H2O + Li2SO4 359 438 903

A252 LuCl3 · 6 H2O←−→ 6 H2O + LuCl3 424 1009 -

A253 2 Lu(OH)3 ←−→ 3 H2O + Lu2O3 383 380 -

A254 LuPO4 · 2 H2O←−→ 2 H2O + LuPO4 446 539 -

A255 MgBr2 · 6 H2O←−→ 6 H2O + MgBr2 493 1488 2976

A256 MgCO3 · 3 H2O←−→ 3 H2O + MgCO3 347 1126 2083

A257 MgCO3 · 5 H2O←−→ 2 H2O + MgCO3 · 3 H2O 358 608 -

A258 MgCO3 · 5 H2O←−→ 5 H2O + MgCO3 357 1501 -

A259 MgCl2 ·H2O←−→ H2O + MgCl2 583 711 -

A260 MgCl2 · 2 H2O←−→ H2O + MgCl2 ·H2O 491 543 -

A261 MgCl2 · 2 H2O←−→ 2 H2O + MgCl2 535 1156 -

A262 MgCl2 · 4 H2O←−→ 2 H2O + MgCl2 · 2 H2O 464 811 -

A263 MgCl2 · 4 H2O←−→ 3 H2O + MgCl2 ·H2O 473 1237 -

A264 MgCl2 · 4 H2O←−→ 4 H2O + MgCl2 499 1718 -

A265 MgCl2 · 6 H2O←−→ 2 H2O + MgCl2 · 4 H2O 423 572 898

A266 MgCl2 · 6 H2O←−→ 4 H2O + MgCl2 · 2 H2O 444 1240 1945

A267 MgCl2 · 6 H2O←−→ 5 H2O + MgCl2 ·H2O 454 1590 2495

A268 MgCl2 · 6 H2O←−→ 6 H2O + MgCl2 474 1986 3116

A269 Mg(ClO4)2 · 6 H2O←−→ 6 H2O + Mg(ClO4)2 458 1282 2308

A270 Mg(NO3)2 · 2 H2O←−→ 2 H2O + Mg(NO3)2 447 743 -

A271 Mg(NO3)2 · 6 H2O ←−→ 4 H2O +

Mg(NO3)2 · 2 H2O

367 914 1499

A272 Mg(NO3)2 · 6 H2O←−→ 6 H2O + Mg(NO3)2 429 1448 2375

A273 Mg(OH)2 ←−→ H2O + MgO 538 1393 3287

A274 MgSO3 · 3 H2O←−→ 3 H2O + MgSO3 354 1011 -

A275 MgSO3 · 6 H2O←−→ 3 H2O + MgSO3 · 3 H2O 330 752 -

A276 MgSO3 · 6 H2O←−→ 6 H2O + MgSO3 353 1506 -

A277 MgSO4 ·H2O←−→ H2O + MgSO4 773 769 1976

A278 MgSO4 · 2 H2O←−→ H2O + MgSO4 ·H2O 303 286 -

A279 MgSO4 · 2 H2O←−→ 2 H2O + MgSO4 507 967 -

A280 MgSO4 · 4 H2O←−→ 2 H2O + MgSO4 · 2 H2O 392 607 -

A281 MgSO4 · 4 H2O←−→ 3 H2O + MgSO4 ·H2O 362 839 -

A282 MgSO4 · 4 H2O←−→ 4 H2O + MgSO4 449 1392 -

A283 MgSO4 · 5 H2O←−→ H2O + MgSO4 · 4 H2O 396 270 -

A284 MgSO4 · 5 H2O←−→ 3 H2O + MgSO4 · 2 H2O 394 825 -

A285 MgSO4 · 5 H2O←−→ 4 H2O + MgSO4 ·H2O 373 1038 -
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A286 MgSO4 · 5 H2O←−→ 5 H2O + MgSO4 434 1544 -

A287 MgSO4 · 6 H2O←−→ H2O + MgSO4 · 5 H2O 313 218 -

A288 MgSO4 · 6 H2O←−→ 2 H2O + MgSO4 · 4 H2O 387 467 -

A289 MgSO4 · 6 H2O←−→ 4 H2O + MgSO4 · 2 H2O 390 978 -

A290 MgSO4 · 6 H2O←−→ 5 H2O + MgSO4 ·H2O 372 1174 -

A291 MgSO4 · 6 H2O←−→ 6 H2O + MgSO4 430 1639 -

A292 MgSO4 · 7 H2O←−→ H2O + MgSO4 · 6 H2O 364 243 408

A293 MgSO4 · 7 H2O←−→ 2 H2O + MgSO4 · 5 H2O 325 445 747

A294 MgSO4 · 7 H2O←−→ 3 H2O + MgSO4 · 4 H2O 379 676 1135

A295 MgSO4 · 7 H2O←−→ 5 H2O + MgSO4 · 2 H2O 384 1149 1931

A296 MgSO4 · 7 H2O←−→ 6 H2O + MgSO4 ·H2O 370 1331 2236

A297 MgSO4 · 7 H2O←−→ 7 H2O + MgSO4 419 1763 2961

A298 MgSeO3 · 6 H2O←−→ 6 H2O + MgSeO3 381 1351 2824

A299 MgSeO4 ·H2O←−→ H2O + MgSeO4 617 477 -

A300 MgSeO4 · 4 H2O←−→ 3 H2O + MgSeO4 ·H2O 351 706 -

A301 MgSeO4 · 4 H2O←−→ 4 H2O + MgSeO4 453 1076 -

A302 MgSeO4 · 6 H2O ←−→ 2 H2O +

MgSeO4 · 4 H2O

326 383 -

A303 MgSeO4 · 6 H2O←−→ 5 H2O + MgSeO4 ·H2O 349 997 -

A304 MgSeO4 · 6 H2O←−→ 6 H2O + MgSeO4 425 1318 -

A305 MgTeO3 · 5 H2O←−→ 5 H2O + MgTeO3 378 1052 -

A306 MgTeO3 · 6 H2O←−→ H2O + MgTeO3 · 5 H2O 317 171 -

A307 MgTeO3 · 6 H2O←−→ 6 H2O + MgTeO3 373 1162 -

A308 MnBr2 · 4 H2O←−→ 4 H2O + MnBr2 358 756 -

A309 MnBr2 · 6 H2O←−→ 2 H2O + MnBr2 · 4 H2O 416 381 -

A310 MnBr2 · 6 H2O←−→ 6 H2O + MnBr2 384 1053 -

A311 MnCl2 ·H2O←−→ H2O + MnCl2 468 464 -

A312 MnCl2 · 2 H2O←−→ H2O + MnCl2 ·H2O 347 372 -

A313 MnCl2 · 2 H2O←−→ 2 H2O + MnCl2 462 785 -

A314 MnCl2 · 4 H2O←−→ 2 H2O + MnCl2 · 2 H2O 372 563 1076

A315 MnCl2 · 4 H2O←−→ 3 H2O + MnCl2 ·H2O 354 867 1659

A316 MnCl2 · 4 H2O←−→ 4 H2O + MnCl2 411 1205 2305

A317 MnF2 · 4 H2O←−→ 4 H2O + MnF2 341 1218 -

A318 MnI2 · 4 H2O←−→ 4 H2O + MnI2 396 598 -

A319 Mn(OH)2 ←−→ H2O + MnO 464 775 2527

A320 2 MnO ·OH←−→ H2O + Mn2O3 445 427 -

A321 MnSO4 ·H2O←−→ H2O + MnSO4 480 411 1212

A322 MnSO4 · 4 H2O←−→ 3 H2O + MnSO4 ·H2O 348 700 1582

A323 MnSO4 · 4 H2O←−→ 4 H2O + MnSO4 379 1011 2285
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Table 6.1: Reactions with H2O as reactive gas – continued

Tequ storage capacity storage density

ID reaction system ◦C kJ/kg MJ/m3

A327 MnSO4 · 7 H2O←−→ 2 H2O + MnSO4 · 5 H2O 864 1888 3965

A328 MnSO4 · 7 H2O←−→ 3 H2O + MnSO4 · 4 H2O 349 561 1178

A329 MnSO4 · 7 H2O←−→ 6 H2O + MnSO4 ·H2O 348 1124 2361

A330 MnSO4 · 7 H2O←−→ 7 H2O + MnSO4 367 1375 2887

A331 MnSeO4 ·H2O←−→ H2O + MnSeO4 562 362 -

A332 MoO2Cl2 ·H2O←−→ H2O + MoCl2O2 416 290 -

A333 MoO3 ·H2O←−→ H2O + MoO3 447 342 -

A334 NH4 ·Al(SO4)2 · 12 H2O ←−→ 12 H2O +

NH4 ·Al(SO4)2

386 1518 2490

A335 NH4(UO2)2F5 · 3 H2O ←−→ 3 H2O +

NH4(UO2)2F5

336 73 -

A336 NH4(UO2)2F5 · 4 H2O ←−→ H2O +

NH4(UO2)2F5 · 3 H2O

309 67 -

A337 NH4(UO2)2F5 · 4 H2O ←−→ 4 H2O +

NH4(UO2)2F5

338 138 -

A338 2 NaAl(OH)4 ←−→ 4 H2O + Na2O ·Al2O3 464 965 -

A339 Na2B4O7 · 10 H2O←−→ 10 H2O + Na2B4O7 373 1458 2522

A340 NaBr · 2 H2O←−→ 2 H2O + NaBr 364 764 1666

A341 NaCH3COO · 3 H2O←−→ 3 H2O + NaC2H3O2 389 1241 -

A342 NaCHOO · 2 H2O←−→ 2 H2O + NaCHO2 363 1046 -

A344 NaCHOO · 3 H2O←−→ 3 H2O + NaCHO2 333 1228 -

A345 NaCN · 2 H2O←−→ 2 H2O + NaCN 352 1241 -

A346 Na2CO3 ·H2O←−→ H2O + Na2CO3 372 479 1083

A347 Na2CO3 · 7 H2O←−→ 6 H2O + Na2CO3 ·H2O 351 1335 2002

A348 Na2CO3 · 7 H2O←−→ 7 H2O + Na2CO3 354 1591 2386

A349 Na2CO3 · 10 H2O ←−→ 3 H2O +

Na2CO3 · 7 H2O

400 572 824

A350 Na2CO3 · 10 H2O←−→ 9 H2O + Na2CO3 ·H2O 364 1655 2383

A351 Na2CO3 · 10 H2O←−→ 10 H2O + Na2CO3 365 1863 2682

A352 NaClO2 · 3 H2O←−→ 3 H2O + NaClO2 348 1160 -

A353 NaClO4 ·H2O←−→ H2O + NaClO4 325 340 -

A354 Na2CrO4 · 4 H2O←−→ 4 H2O + Na2CrO4 376 932 -

A355 Na2HPO4 · 2 H2O←−→ 2 H2O + Na2HPO4 373 643 -

A356 2 Na2HPO4 · 2 H2O←−→ 5 H2O + Na4P2O7 410 889 -

A357 Na2HPO4 · 7 H2O ←−→ 5 H2O +

Na2HPO4 · 2 H2O

339 993 1687

A358 Na2HPO4 · 7 H2O←−→ 7 H2O + Na2HPO4 367 1419 2413

A359 2 Na2HPO4 · 7 H2O←−→ 15 H2O + Na4P2O7 380 1583 2691
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Table 6.1: Reactions with H2O as reactive gas – continued

Tequ storage capacity storage density

ID reaction system ◦C kJ/kg MJ/m3

A360 Na2HPO4 · 12 H2O ←−→ 5 H2O +

Na2HPO4 · 7 H2O

361 750 1125

A361 Na2HPO4 · 12 H2O ←−→ 10 H2O +

Na2HPO4 · 2 H2O

343 1493 2239

A362 Na2HPO4 · 12 H2O←−→ 12 H2O + Na2HPO4 364 1812 2719

A363 2 Na2HPO4 · 12 H2O←−→ 25 H2O + Na4P2O7 372 1935 2902

A364 NaHSO4 ·H2O←−→ H2O + NaHSO4 339 379 -

A365 2 NaHSO4 ·H2O←−→ 3 H2O + Na2S2O7 424 689 -

A366 NaH2SiO4 · 8 H2O ←−→ H2O +

NaH2SiO4 · 7 H2O

301 203 -

A367 NaI · 2 H2O←−→ 2 H2O + NaI 309 600 1470

A368 NaIO3 ·H2O←−→ H2O + NaIO3 419 317 -

A369 NaIO3 · 5 H2O←−→ 4 H2O + NaIO3 ·H2O 328 714 -

A370 NaIO3 · 5 H2O←−→ 5 H2O + NaIO3 365 951 -

A373 NaOH ·H2O←−→ H2O + NaOH 387 1125 -

A374 2 NaOH ·H2O←−→ 3 H2O + Na2O 689 2803 -

A375 Na3PO4 · 12 H2O←−→ 12 H2O + Na3PO4 372 1740 2819

A376 2 Na3PO4 · 12 H2O←−→ 24 H2O + Na6P2O8 372 1740 2819

A377 Na4P2O7 · 10 H2O←−→ 10 H2O + Na4P2O7 368 1212 -

A378 Na2SO3 · 7 H2O←−→ 7 H2O + Na2SO3 360 1447 -

A379 Na2SO4 · 7 H2O←−→ 7 H2O + Na2SO4 355 1403 -

A380 Na2SO4 · 10 H2O ←−→ 3 H2O +

Na2SO4 · 7 H2O

329 450 659

A381 Na2SO4 · 10 H2O←−→ 10 H2O + Na2SO4 361 1617 2368

A382 Na2S2O3 · 5 H2O←−→ 5 H2O + Na2S2O3 372 1087 1838

A383 Na2SiO3 · 5 H2O←−→ 5 H2O + Na2SiO3 389 1239 -

A384 Na2SiO3 · 6 H2O←−→ H2O + Na2SiO3 · 5 H2O 318 225 -

A385 Na2SiO3 · 6 H2O←−→ 6 H2O + Na2SiO3 386 1367 -

A386 Na2SiO3 · 8 H2O ←−→ 2 H2O +

Na2SiO3 · 6 H2O

323 404 -

A387 Na2SiO3 · 8 H2O ←−→ 3 H2O +

Na2SiO3 · 5 H2O

331 599 -

A388 Na2SiO3 · 8 H2O←−→ 8 H2O + Na2SiO3 382 1586 -

A389 Na2SiO3 · 9 H2O←−→ H2O + Na2SiO3 · 8 H2O 301 187 -

A390 Na2SiO3 · 9 H2O ←−→ 3 H2O +

Na2SiO3 · 6 H2O

320 565 -

A391 Na2SiO3 · 9 H2O ←−→ 4 H2O +

Na2SiO3 · 5 H2O

326 748 -

A392 Na2SiO3 · 9 H2O←−→ 9 H2O + Na2SiO3 371 1673 -
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Table 6.1: Reactions with H2O as reactive gas – continued

Tequ storage capacity storage density

ID reaction system ◦C kJ/kg MJ/m3

A393 Na2WO4 · 2 H2O←−→ 2 H2O + Na2WO4 369 335 -

A394 NdCl3 · 6 H2O←−→ 6 H2O + NdCl3 409 1024 2355

A395 2 Nd(OH)3 ←−→ 3 H2O + Nd2O3 1230 1219 -

A396 NdPO4 · 2 H2O←−→ 2 H2O + NdPO4 691 812 -

A397 Nd2(SO4)3 · 8 H2O←−→ 8 H2O + Nd2(SO4)3 593 920 -

A398 NiCl2 · 2 H2O←−→ 2 H2O + NiCl2 433 804 2075

A399 NiCl2 · 4 H2O←−→ 2 H2O + NiCl2 · 2 H2O 332 550 -

A400 NiCl2 · 4 H2O←−→ 4 H2O + NiCl2 395 1210 -

A401 NiCl2 · 6 H2O←−→ 2 H2O + NiCl2 · 4 H2O 331 432 -

A402 NiCl2 · 6 H2O←−→ 4 H2O + NiCl2 · 2 H2O 340 898 -

A403 NiCl2 · 6 H2O←−→ 6 H2O + NiCl2 387 1459 -

A404 Ni(IO3)2 · 2 H2O←−→ 2 H2O + Ni(IO3)2 323 238 -

A405 Ni(NO3)2 · 6 H2O←−→ 6 H2O + Ni(NO3)2 419 1200 2461

A406 Ni(OH)2 ←−→ H2O + NiO 347 520 2130

A407 NiSO4 ·H2O←−→ H2O + NiSO4 1210 812 -

A408 NiSO4 · 4 H2O←−→ 3 H2O + NiSO4 ·H2O 387 764 -

A409 NiSO4 · 4 H2O←−→ 4 H2O + NiSO4 527 1382 -

A412 NiSO4 · 6 H2O←−→ 6 H2O + NiSO4 399 1365 2825

A413 NiSO4 · 7 H2O←−→ H2O + NiSO4 · 6 H2O 358 184 364

A415 NiSO4 · 7 H2O←−→ 6 H2O + NiSO4 ·H2O 303 962 1904

A416 NiSO4 · 7 H2O←−→ 7 H2O + NiSO4 394 1461 2893

A419 Pb(OH)2 ←−→ H2O + PbO 331 233 1766

A421 PrCl3 · 6 H2O←−→ 6 H2O + PrCl3 403 1041 -

A422 PrCl3 · 7 H2O←−→ H2O + PrCl3 · 6 H2O 367 147 -

A423 PrCl3 · 7 H2O←−→ 7 H2O + PrCl3 398 1138 -

A424 2 Pr(OH)3 ←−→ 3 H2O + Pr2O3 659 789 -

A425 PtCl4 · 5 H2O←−→ 5 H2O + PtCl4 381 736 -

A427 PuCl3 · 6 H2O←−→ 6 H2O + PuCl3 409 792 -

A428 2 Pu(OH)3 ←−→ 3 H2O + Pu2O3 362 335 -

A429 PuO2(OH)2 ·H2O←−→ H2O + PuO2(OH)2 332 104 -

A430 RaBr2 · 2 H2O←−→ 2 H2O + RaBr2 415 311 -

A431 Ra(BrO3)2 ·H2O←−→ H2O + Ra(BrO3)2 405 120 -

A432 RaCl2 · 2 H2O←−→ 2 H2O + RaCl2 314 282 -

A433 Ra(IO3)2 ·H2O←−→ H2O + Ra(IO3)2 333 86 -

A434 Ra(OH)2 ←−→ H2O + RaO 1326 712 -

A435 RbAl(SO4)2 · 12 H2O ←−→ 12 H2O +

RbAl(SO4)2

362 1330 -

A436 Rb2CO3 ·H2O←−→ H2O + Rb2CO3 450 281 -

A437 RbF ·H2O←−→ H2O + RbF 443 541 -
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Table 6.1: Reactions with H2O as reactive gas – continued

Tequ storage capacity storage density

ID reaction system ◦C kJ/kg MJ/m3

A438 2 RbF · 3 H2O←−→ H2O + 2 RbF ·H2O 308 181 -

A439 2 RbF · 3 H2O←−→ 3 H2O + 2 RbF 404 685 -

A441 RbOH ·H2O←−→ H2O + RbOH 568 733 -

A442 2 RbOH ·H2O←−→ 3 H2O + Rb2O 995 1803 -

A443 RbOH · 2 H2O←−→ H2O + RbOH ·H2O 356 453 -

A444 RbOH · 2 H2O←−→ 2 H2O + RbOH 501 1091 -

A445 2 RbOH · 2 H2O←−→ 5 H2O + Rb2O 770 2021 -

A447 ScCl3 · 6 H2O←−→ 6 H2O + ScCl3 464 1647 -

A451 SmCl3 · 6 H2O←−→ 6 H2O + SmCl3 435 1071 2550

A452 2 Sm(OH)3 ←−→ 3 H2O + Sm2O3 532 618 -

A453 SmPO4 · 2 H2O←−→ 2 H2O + SmPO4 558 824 -

A454 Sn(OH)2 ←−→ H2O + SnO 408 253 -

A456 SrBr2 ·H2O←−→ H2O + SrBr2 481 274 -

A457 SrBr2 · 6 H2O←−→ 5 H2O + SrBr2 ·H2O 402 814 1945

A458 SrBr2 · 6 H2O←−→ 6 H2O + SrBr2 417 1018 2434

A459 Sr(BrO3)2 ·H2O←−→ H2O + Sr(BrO3)2 516 384 1449

A460 SrCl2 ·H2O←−→ H2O + SrCl2 333 346 -

A461 SrCl2 · 2 H2O←−→ H2O + SrCl2 ·H2O 462 305 -

A462 SrCl2 · 2 H2O←−→ 2 H2O + SrCl2 441 619 -

A463 SrCl2 · 6 H2O←−→ 4 H2O + SrCl2 · 2 H2O 371 820 1582

A464 SrCl2 · 6 H2O←−→ 5 H2O + SrCl2 ·H2O 403 1042 2012

A465 SrCl2 · 6 H2O←−→ 6 H2O + SrCl2 391 1271 2454

A466 Sr(IO3)2 ·H2O←−→ H2O + Sr(IO3)2 333 108 -

A467 Sr(IO3)2 · 6 H2O←−→ 5 H2O + Sr(IO3)2 ·H2O 333 496 -

A468 Sr(IO3)2 · 6 H2O←−→ 6 H2O + Sr(IO3)2 349 586 -

A469 Sr(NO3)2 · 4 H2O←−→ 4 H2O + Sr(NO3)2 351 723 1591

A470 Sr(OH)2 ←−→ H2O + SrO 1020 1110 4025

A471 SrTeO3 ·H2O←−→ H2O + SrTeO3 359 228 -

A472 TbCl3 · 6 H2O←−→ 6 H2O + TbCl3 460 1123 -

A474 TbPO4 · 2 H2O←−→ 2 H2O + TbPO4 516 713 -

A475 Tc2O7 ·H2O←−→ H2O + Tc2O7 400 141 -

A476 Th(NO3)4 · 4 H2O←−→ 4 H2O + Th(NO3)4 459 553 -

A477 Th(NO3)4 · 5 H2O ←−→ H2O +

Th(NO3)4 · 4 H2O

304 83 -

A478 Th(NO3)4 · 5 H2O←−→ 5 H2O + Th(NO3)4 446 619 -

A480 2 TlOH←−→ H2O + Tl2O 410 151 1125

A481 2 Tm(OH)3 ←−→ 3 H2O + Tm2O3 511 540 -

A482 TmPO4 · 2 H2O←−→ 2 H2O + TmPO4 516 689 -

A483 UO2Br2 ·H2O←−→ H2O + UO2Br2 482 171 -
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ID reaction system ◦C kJ/kg MJ/m3

A484 UO2Br2 · 3 H2O←−→ 2 H2O + UO2Br2 ·H2O 354 245 -

A485 UO2Br2 · 3 H2O←−→ 3 H2O + UO2Br2 438 403 -

A486 UO2Cl2 ·H2O←−→ H2O + UO2Cl2 467 208 -

A487 UO2Cl2 · 3 H2O←−→ 2 H2O + UO2Cl2 ·H2O 355 307 -

A488 UO2Cl2 · 3 H2O←−→ 3 H2O + UO2Cl2 428 496 -

A489 UOF2 ·H2O←−→ H2O + UOF2 371 179 -

A490 UO2F2 · 3 H2O←−→ 3 H2O + UO2F2 357 429 -

A492 UO2FOH · 3 H2O ←−→ H2O +

UO2OHF · 2 H2O

423 313 -

A493 UO2FOH · 3 H2O ←−→ 2 H2O +

UO2OHF ·H2O

387 426 -

A494 UO3 ·H2O←−→ H2O + UO3 480 237 1669

A495 UO3 · 2 H2O←−→ H2O + UO3 ·H2O 351 147 -

A496 UO3 · 2 H2O←−→ 2 H2O + UO3 419 370 -

A497 2 UO2HPO4 · 4 H2O ←−→ 8 H2O +

H2(UO2)2(PO4)2

443 626 -

A498 2 UO2HPO4 · 4 H2O ←−→ 9 H2O +

(UO2)2P2O7

400 606 -

A499 UO2(NO3)2 ·H2O←−→ H2O + UO2(NO3)2 445 173 -

A500 UO2(NO3)2 · 2 H2O ←−→ H2O +

UO2(NO3)2 ·H2O

360 169 -

A501 UO2(NO3)2 · 2 H2O←−→ 2 H2O + UO2(NO3)2 498 335 -

A502 UO2(NO3)2 · 3 H2O ←−→ H2O +

UO2(NO3)2 · 2 H2O

400 134 -

A503 UO2(NO3)2 · 3 H2O ←−→ 2 H2O +

UO2(NO3)2 ·H2O

366 296 -

A504 UO2(NO3)2 · 3 H2O←−→ 3 H2O + UO2(NO3)2 466 455 -

A505 UO2(NO3)2 · 6 H2O ←−→ 3 H2O +

UO2(NO3)2 · 3 H2O

334 322 904

A506 UO2(NO3)2 · 6 H2O ←−→ 4 H2O +

UO2(NO3)2 · 2 H2O

385 441 1240

A507 UO2(NO3)2 · 6 H2O ←−→ 5 H2O +

UO2(NO3)2 ·H2O

362 586 1647

A508 UO2(NO3)2 · 6 H2O←−→ 6 H2O + UO2(NO3)2 423 728 2046

A509 UO2(OH)2 ←−→ H2O + UO3 470 224 -

A511 UO2(OH)2 ·H2O←−→ H2O + UO2(OH)2 338 156 -

A512 UO2(OH)2 ·H2O←−→ 2 H2O + UO3 402 368 -

A513 (UO2)3(PO4)2 · 4 H2O ←−→ 4 H2O +

(UO2)3(PO4)2

456 262 -
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Table 6.1: Reactions with H2O as reactive gas – continued

Tequ storage capacity storage density

ID reaction system ◦C kJ/kg MJ/m3

A514 (UO2)3(PO4)2 · 6 H2O ←−→ 2 H2O +

(UO2)3(PO4)2 · 4 H2O

317 95 -

A515 (UO2)3(PO4)2 · 6 H2O ←−→ 6 H2O +

(UO2)3(PO4)2

426 348 -

A517 UO2SO4 · 3 H2O←−→ 2 H2O + UO2SO4 ·H2O 399 331 1085

A518 UO2SO4 · 3 H2O←−→ 3 H2O + UO2SO4 407 431 1412

A519 U(SO4)2 · 4 H2O←−→ 4 H2O + U(SO4)2 355 411 -

A520 U(SO4)2 · 8 H2O ←−→ 4 H2O +

U(SO4)2 · 4 H2O

335 369 -

A521 U(SO4)2 · 8 H2O←−→ 8 H2O + U(SO4)2 361 729 -

A522 V2O5 ·H2O←−→ H2O + V2O5 349 261 -

A523 VOSO4 ·H2O←−→ H2O + VOSO4 971 744 -

A524 VOSO4 · 3 H2O←−→ 2 H2O + VOSO4 ·H2O 433 592 -

A525 VOSO4 · 3 H2O←−→ 3 H2O + VOSO4 600 1213 -

A526 VOSO4 · 6 H2O←−→ 3 H2O + VOSO4 · 3 H2O 371 612 -

A527 VOSO4 · 6 H2O←−→ 5 H2O + VOSO4 ·H2O 396 1086 -

A528 VOSO4 · 6 H2O←−→ 6 H2O + VOSO4 483 1583 -

A529 YCl3 · 6 H2O←−→ 6 H2O + YCl3 479 1457 -

A530 2 Y(OH)3 ←−→ 3 H2O + Y2O3 412 695 -

A531 YPO4 · 2 H2O←−→ 2 H2O + YPO4 338 461 -

A532 YbCl3 · 6 H2O←−→ 6 H2O + YbCl3 493 1120 2883

A533 2 Yb(OH)3 ←−→ 3 H2O + Yb2O3 541 570 -

A534 YbPO4 · 2 H2O←−→ 2 H2O + YbPO4 556 749 -

A535 ZnBr2 · 2 H2O←−→ 2 H2O + ZnBr2 399 427 -

A536 ZnF2 · 4 H2O←−→ 4 H2O + ZnF2 366 1270 -

A537 Zn(NO3)2 · 2 H2O←−→ 2 H2O + Zn(NO3)2 384 634 -

A538 Zn(NO3)2 · 4 H2O ←−→ 2 H2O +

Zn(NO3)2 · 2 H2O

360 402 -

A539 Zn(NO3)2 · 4 H2O←−→ 4 H2O + Zn(NO3)2 390 949 -

A540 Zn(NO3)2 · 6 H2O ←−→ 2 H2O +

Zn(NO3)2 · 4 H2O

322 417 863

A541 Zn(NO3)2 · 6 H2O ←−→ 4 H2O +

Zn(NO3)2 · 2 H2O

355 771 1594

A542 Zn(NO3)2 · 6 H2O←−→ 6 H2O + Zn(NO3)2 378 1252 2587

A543 Zn(OH)2 ←−→ H2O + ZnO 329 499 1523

A544 ZnSO4 ·H2O←−→ H2O + ZnSO4 520 444 1419

A545 ZnSO4 · 2 H2O←−→ H2O + ZnSO4 ·H2O 372 267 -

A546 ZnSO4 · 2 H2O←−→ 2 H2O + ZnSO4 449 670 -

A547 ZnSO4 · 6 H2O←−→ 4 H2O + ZnSO4 · 2 H2O 365 800 1658
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Tequ storage capacity storage density

ID reaction system ◦C kJ/kg MJ/m3

A548 ZnSO4 · 6 H2O←−→ 5 H2O + ZnSO4 ·H2O 366 996 2063

A549 ZnSO4 · 6 H2O←−→ 6 H2O + ZnSO4 393 1291 2675

A550 ZnSO4 · 7 H2O←−→ H2O + ZnSO4 · 6 H2O 369 201 393

A551 ZnSO4 · 7 H2O←−→ 5 H2O + ZnSO4 · 2 H2O 365 951 1861

A552 ZnSO4 · 7 H2O←−→ 6 H2O + ZnSO4 ·H2O 367 1134 2219

A553 ZnSO4 · 7 H2O←−→ 7 H2O + ZnSO4 389 1411 2761

A554 Zr(OH)4 ←−→ H2O + ZrO(OH)2 370 409 -

A555 Zr(OH)4 ←−→ 2 H2O + ZrO2 443 854 -

A556 ZrO(OH)2 ←−→ H2O + ZrO2 458 502 -

A558 BaC2O4 · 3.5 H2O ←−→ 3 H2O +

BaC2O4 · 0.5 H2O

338 566 -

A559 2 BaC2O4 · 3.5 H2O ←−→ 3 H2O +

2 BaC2O4 · 2 H2O

328 271 -

A560 2 5 CaO · 6 SiO2 · 5.5 H2O ←−→ 5 H2O +

2 5 CaO · 6 SiO2 · 3 H2O

392 198 -

A561 5 CaO · 6 SiO2 · 10.5 H2O ←−→ 5 H2O +

5 CaO · 6 SiO2 · 5.5 H2O

380 342 -

A562 2 5 CaO · 6 SiO2 · 10.5 H2O ←−→ 15 H2O +

2 5 CaO · 6 SiO2 · 3 H2O

384 518 -

A563 2 CaSO3 · 0.5 H2O←−→ H2O + 2 CaSO3 423 243 -

A565 2 CdCl2 · 2.5 H2O←−→ 3 H2O + 2 CdCl2 ·H2O 360 351 1167

A566 2 CdCl2 · 2.5 H2O←−→ 5 H2O + 2 CdCl2 372 584 1943

A567 2 Cs2CO3 · 3.5 H2O←−→ 7 H2O + 2 Cs2CO3 419 581 -

A568 2 H2O←−→ H2O + H2O 373 1221 1120

A569 3 H2O←−→ H2O + 2 H2O 373 814 747

A570 3 H2O←−→ 2 H2O + H2O 373 1628 1493

A571 4 H2O←−→ H2O + 3 H2O 373 611 560

A572 4 H2O←−→ 3 H2O + H2O 373 1832 1680

A573 5 H2O←−→ H2O + 4 H2O 373 489 448

A574 5 H2O←−→ 2 H2O + 3 H2O 373 977 896

A575 5 H2O←−→ 3 H2O + 2 H2O 373 1466 1344

A576 5 H2O←−→ 4 H2O + H2O 373 1954 1792

A577 6 H2O←−→ H2O + 5 H2O 373 407 373

A578 6 H2O←−→ 5 H2O + H2O 373 2036 1867

A579 2 H3PO4 · 0.5 H2O←−→ H2O + 2 H3PO4 377 293 -

A580 2 H3PO4 · 0.5 H2O←−→ 4 H2O + P2O5 634 1824 -

A581 4 H3PO4 · 0.5 H2O←−→ 8 H2O + P4O10 635 1824 -

A582 2 H2SO4 · 6.5 H2O ←−→ 5 H2O +

2 H2SO4 · 4 H2O

398 546 -
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Table 6.1: Reactions with H2O as reactive gas – continued

Tequ storage capacity storage density

ID reaction system ◦C kJ/kg MJ/m3

A583 2 H2SO4 · 6.5 H2O ←−→ 7 H2O +

2 H2SO4 · 3 H2O

403 774 -

A584 2 H2SO4 · 6.5 H2O ←−→ 9 H2O +

2 H2SO4 · 2 H2O

410 1013 -

A585 2 H2SO4 · 6.5 H2O ←−→ 11 H2O +

2 H2SO4 ·H2O

422 1281 -

A586 2 H2SO4 · 6.5 H2O←−→ 13 H2O + 2 H2SO4 444 1615 -

A587 2 K2CO3 · 0.5 H2O←−→ H2O + 2 K2CO3 444 238 -

A588 K2CO3 · 1.5 H2O←−→ H2O+K2CO3 · 0.5 H2O 346 385 -

A589 2 K2CO3 · 1.5 H2O←−→ 3 H2O + 2 K2CO3 421 597 -

A590 2 NaCN · 0.5 H2O←−→ H2O + 2 NaCN 317 420 -

A591 2 RaI2 · 0.5 H2O←−→ H2O + 2 RaI2 420 72 -

A592 2 Rb2CO3 · 1.5 H2O ←−→ H2O +

2 Rb2CO3 ·H2O

338 135 -

A593 2 Rb2CO3 · 1.5 H2O←−→ 3 H2O + 2 Rb2CO3 453 406 -

A594 Rb2CO3 · 3.5 H2O ←−→ 2 H2O +

Rb2CO3 · 1.5 H2O

317 349 -

A595 2 Rb2CO3 · 3.5 H2O ←−→ 5 H2O +

2 Rb2CO3 ·H2O

332 467 -

A596 2 Rb2CO3 · 3.5 H2O←−→ 7 H2O + 2 Rb2CO3 386 705 -

A597 2 ThF4 · 2.5 H2O←−→ 5 H2O + 2 ThF4 387 429 -

A599 2 UOFOH · 0.5 H2O←−→ H2O + 2 UOFOH 331 95 -

A600 2 UO2SO4 · 2.5 H2O ←−→ 3 H2O +

2 UO2SO4 ·H2O

412 281 -

A601 2 UO2SO4 · 2.5 H2O←−→ 5 H2O + 2 UO2SO4 403 383 -

A602 UO2SO4 · 3.5 H2O ←−→ H2O +

UO2SO4 · 2.5 H2O

319 123 -

A603 2 UO2SO4 · 3.5 H2O ←−→ H2O +

2 UO2SO4 · 3 H2O

343 68 -

A604 2 UO2SO4 · 3.5 H2O ←−→ 5 H2O +

2 UO2SO4 ·H2O

392 392 -

A605 2 UO2SO4 · 3.5 H2O←−→ 7 H2O + 2 UO2SO4 390 490 -
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Table 6.2: Reactions with CO2 as reactive gas

Tequ storage capacity storage density

ID reaction system ◦C kJ/kg MJ/m3

B1 AgCO3 ←−→ CO2 + AgO 584 602 -

B2 2 AgCO3 ←−→ 2 CO2 + Ag2O2 632 599 -

B3 Ag2CO3 ←−→ CO2 + Ag2O 523 309 1879

B5 Am2(CO3)3 ←−→ 3 CO2 + Am2O3 716 526 -

B6 BaCO3 ←−→ CO2 + BaO 1831 1381 6117

B8 CaCO3 ←−→ CO2 + CaO 1159 1780 4824

B10 CaMg(CO3)2 ←−→ 2 CO2 + CaO ·MgO 879 1602 4601

B11 Ca3Si2O7 · 2 CaCO3 ←−→ CO2 +

2 Ca2SiO4 ·CaCO3

706 232 -

B12 CdCO3 ←−→ CO2 + CdO 567 576 2454

B13 CoCO3 ←−→ CO2 + CoO 455 686 2880

B15 CsHCO3 ←−→ CO2 + CsOH 710 806 -

B17 Eu2(CO3)3 · 3 H2O←−→ 3 CO2 + 2 Eu(OH)3 338 273 -

B18 FeCO3 ←−→ CO2 + FeO 447 689 2686

B19 Fr2CO3 ←−→ CO2 + Fr2O 1234 802 -

B20 HgCO3 ←−→ CO2 + HgO 592 264 -

B21 Hg2CO3 ←−→ CO2 + Hg2O 421 149 -

B23 K2C2O4 ←−→ 2 CO2 + 2 K 1138 3339 -

B24 KHCO3 ←−→ CO2 + KOH 783 1466 3181

B25 Li2CO3 ←−→ CO2 + Li2O 1879 3040 6415

B26 MgCO3 ←−→ CO2 + MgO 577 1197 3650

B27 Mg5(OH)2(CO3)4 · 4 H2O ←−→ 4 CO2 +

5 Mg(OH)2

507 679 -

B28 MnCO3 ←−→ CO2 + MnO 617 894 3308

B29 NH4HCO3 ←−→ CO2 + NH4OH 457 1675 2647

B31 Na2C2O4 ←−→ 2 CO2 + 2 Na 951 3940 9220

B32 Na2CO3 ·H2O←−→ CO2 + 2 NaOH 856 1507 3406

B33 NaHCO3 ←−→ CO2 + NaOH 741 1565 3380

B34 NiCO3 ←−→ CO2 + NiO 381 532 2333

B35 PbCO3 ←−→ CO2 + PbO 584 328 2162

B36 2 PbCO3 ←−→ CO2 + PbO ·PbCO3 576 155 1026

B37 3 PbCO3 ←−→ 2 CO2 + · 2 PbO ·PbCO3 465 210 1384

B39 PbO ·PbCO3 ←−→ CO2 + 2 PbO 591 188 -

B40 3 PbO ·PbCO3 ←−→ CO2 + 2 2 PbO ·PbCO3 427 59 -

B41 2 PbO ·PbCO3 ←−→ CO2 + 3 PbO 541 132 -

B42 RaCO3 ←−→ CO2 + RaO 1772 1068 -

B44 Rb2CO3 ·H2O←−→ CO2 + 2 RbOH 950 856 -

B45 RbHCO3 ←−→ CO2 + RbOH 665 981 -

B46 SrCO3 ←−→ CO2 + SrO 1488 1629 6027
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Table 6.2: Reactions with CO2 as reactive gas – continued

Tequ storage capacity storage density

ID reaction system ◦C kJ/kg MJ/m3

B47 Tl2CO3 ←−→ CO2 + Tl2O 698 293 2085

B48 UO2CO3 ←−→ CO2 + UO3 447 224 -

B51 ZnCO3 ←−→ CO2 + ZnO 394 548 2412

Table 6.3: Reactions with NH3 as reactive gas

Tequ storage capacity storage density

ID reaction system ◦C kJ/kg MJ/m3

D1 AgCl ·NH3 ←−→ NH3 + AgCl 340 318 -

D2 CdCl2 · 6 NH3 ←−→ 6 NH3 + CdCl2 379 1334 -

D6 CeCl3 · 8 NH3 ←−→ 4 NH3 + CeCl3 · 4 NH3 306 375 -

D9 CeCl3 · 12 NH3 ←−→ 4 NH3 + CeCl3 · 8 NH3 325 258 -

D10 CeCl3 · 12 NH3 ←−→ 8 NH3 + CeCl3 · 4 NH3 318 576 -

D11 CeCl3 · 12 NH3 ←−→ 10 NH3 + CeCl3 · 2 NH3 304 865 -

D13 CeCl3 · 20 NH3 ←−→ 8 NH3 + CeCl3 · 12 NH3 321 317 -

D14 CeCl3 · 20 NH3 ←−→ 12 NH3 + CeCl3 · 8 NH3 327 515 -

D15 CeCl3 · 20 NH3 ←−→ 16 NH3 + CeCl3 · 4 NH3 324 759 -

D16 CeCl3 · 20 NH3 ←−→ 18 NH3 + CeCl3 · 2 NH3 315 981 -

D17 CeCl3 · 20 NH3 ←−→ 20 NH3 + CeCl3 306 1267 -

D20 2 NH4F←−→ NH3 + NH4HF2 434 1058 1074

D21 NH4 ·H2PO4 ←−→ NH3 + H3PO4 641 1049 1891

D22 NH4HSO4 ←−→ NH3 + H2SO4 567 1429 2543

D23 NH4I ·NH3 ←−→ NH3 + NH4I 323 251 -

D25 NH4I · 2 NH3 ←−→ 2 NH3 + NH4I 304 452 -

D26 NH4NO3 ←−→ NH3 + HNO3 542 1818 3136

D28 NH4ReO4 ←−→ NH3 + HReO4 579 512 2033

D29 (NH4)2SO4 ←−→ NH3 + NH4HSO4 666 837 1481

D30 (NH4)2SO4 ←−→ 2 NH3 + H2SO4 846 2081 3683

D32 (NH4)2SO4 · 3 NH3 ←−→ 4 NH3 + NH4HSO4 442 1209 -

D33 (NH4)2SO4 · 3 NH3 ←−→ 5 NH3 + H2SO4 493 2107 -

D34 NaNH3 ←−→ NH3 + Na 424 1821 -

D35 Ni(NH3)2I2 ←−→ 2 NH3 + NiI2 532 424 -

D36 Ni(NH3)4I2 ←−→ 2 NH3 + Ni(NH3)2I2 879 977 -

D37 Ni(NH3)4I2 ←−→ 4 NH3 + NiI2 1649 1362 -

D38 Pd(NH3)4Cl2 ←−→ 4 NH3 + PdCl2 492 1202 -

D39 Pt(NH3)2Br2 ←−→ 2 NH3 + PtBr2 888 592 -

D40 Pt(NH3)4Cl2 ←−→ 4 NH3 + PtCl2 621 1311 -
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Table 6.3: Reactions with NH3 as reactive gas – continued

Tequ storage capacity storage density

ID reaction system ◦C kJ/kg MJ/m3

D41 Pt(NH3)2I2 ←−→ 2 NH3 + PtI2 484 377 -

D42 Pt(NH3)4I2 ←−→ 2 NH3 + Pt(NH3)2I2 398 233 -

D43 Pt(NH3)4I2 ←−→ 4 NH3 + PtI2 437 586 -

D44 ScCl3 · 4 NH3 ←−→ 4 NH3 + ScCl3 485 1392 -

D45 ScCl3 · 5 NH3 ←−→ NH3 + ScCl3 · 4 NH3 324 230 -

D46 ScCl3 · 5 NH3 ←−→ 5 NH3 + ScCl3 466 1522 -

D47 ScCl3 · 7 NH3 ←−→ 2 NH3 + ScCl3 · 5 NH3 309 341 -

D48 ScCl3 · 7 NH3 ←−→ 3 NH3 + ScCl3 · 4 NH3 321 542 -

D49 ScCl3 · 7 NH3 ←−→ 7 NH3 + ScCl3 429 1671 -

D50 ZnCl2 · 6 NH3 ←−→ 6 NH3 + ZnCl2 433 1637 -

Table 6.4: Reactions with SO2 as reactive gas

Tequ storage capacity storage density

ID reaction system ◦C kJ/kg MJ/m3

E1 Ag2SO3 ←−→ SO2 + Ag2O 676 551 -

E2 Ag2SO4 ←−→ SO2 + Ag2O2 1122 1270 6922

E3 Ag2SO4 ←−→ SO2 + 2 AgO 1085 1274 6941

E4 BaSO4 ←−→ SO2 + BaO2 1601 2262 10156

E5 CaSO3 ←−→ SO2 + CaO 1269 1895 -

E6 CaSO4 ←−→ SO2 + CaO2 1262 3539 10476

E7 Cr2(SO4)3 ←−→ 3 SO2 + 2 CrO3 981 2188 6783

E10 Cu2SO4 ←−→ SO2 + 2 CuO 923 642 2316

E11 Hg2SO4 ←−→ SO2 + 2 HgO 1517 532 4022

E14 K2SO3 ·H2O←−→ SO2 + 2 KOH 1115 1522 -

E15 Li2SO3 ←−→ SO2 + Li2O 1178 3076 -

E16 Li2SO4 ←−→ SO2 + Li2O2 1630 4613 10195

E17 MgSO3 ←−→ SO2 + MgO 712 1406 -

E18 MgSO4 ←−→ SO2 + MgO2 979 2845 7567

E19 MnSO4 ←−→ SO2 + MnO2 1029 1631 5302

E22 PbO ·PbSO4 ←−→ SO2 + Pb2O3 1284 701 4850

E24 PbSO4 ←−→ SO2 + PbO2 1469 1122 7059

E25 Pr2(SO3)3 ←−→ 3 SO2 + Pr2O3 848 840 -

E26 RaSO3 ←−→ SO2 + RaO 1907 1177 -

E27 RaSO4 ←−→ SO2 + RaO2 1783 1789 -

E29 SnSO4 ←−→ SO2 + SnO2 864 638 2647

E31 SrSO4 ←−→ SO2 + SrO2 1392 2868 11356
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Table 6.4: Reactions with SO2 as reactive gas – continued

Tequ storage capacity storage density

ID reaction system ◦C kJ/kg MJ/m3

E32 UO2SO3 ←−→ SO2 + UO3 644 401 -

E33 U(SO3)2 ←−→ 2 SO2 + UO2 477 513 -

E34 U(SO4)2 ←−→ SO2 + UO2SO4 751 390 -

E35 U(SO4)2 · 4 H2O←−→ 2 SO2 + UO4 · 4 H2O 818 1007 -

Table 6.5: Reactions with O2 as reactive gas

Tequ storage capacity storage density

ID reaction system ◦C kJ/kg MJ/m3

C2 AgBrO2 ←−→ O2 + AgBr 371 267 -

C3 2 AgBrO3 ←−→ O2 + 2 AgBrO2 639 444 2311

C4 2 AgBrO3 ←−→ 3 O2 + 2 AgBr 632 692 3606

C5 2 AgCNO←−→ O2 + 2 AgCN 1163 1608 -

C6 2 AgCO3 ←−→ O2 + Ag2C2O4 1094 1010 -

C8 2 AgClO3 ←−→ O2 + 2 AgClO2 402 204 905

C13 2 AgIO3 ←−→ 3 O2 + 2 AgI 399 386 2137

C14 2 AgNO2 ←−→ O2 + Ag2N2O2 651 572 2546

C15 2 AgNO3 ←−→ O2 + 2 AgNO2 619 444 1932

C16 2 AgNO3 ←−→ 2 O2 + Ag2N2O2 683 962 4184

C19 AgO2 ←−→ O2 + Ag 444 215 -

C20 2 AgO2 ←−→ O2 + Ag2O2 630 128 -

C21 2 AgO2 ←−→ O2 + 2 AgO 542 132 -

C22 4 AgO2 ←−→ O2 + 2 Ag2O3 1134 336 -

C23 4 AgO2 ←−→ 3 O2 + 2 Ag2O 429 103 -

C24 2 Ag2O←−→ O2 + 4 Ag 467 134 959

C31 2 Ag2SO3 ←−→ 3 O2 + 2 Ag2S 1200 1549 -

C33 2 Ag2SO4 ←−→ O2 + 2 Ag2SO3 1062 725 3952

C34 2 Ag2SeO3 ←−→ 3 O2 + 2 Ag2Se 1233 845 -

C35 Ag2SeO4 ←−→ 2 O2 + Ag2Se 961 1052 6015

C36 2 Ag2SeO4 ←−→ O2 + 2 Ag2SeO3 699 244 1398

C50 2 As2O3 ←−→ 3 O2 + 4 As 1840 3310 12372

C51 As2O4 ←−→ 2 O2 + 2 As 1752 3739 -

C52 2 As2O4 ←−→ O2 + As4O6 917 667 -

C53 2 As2O4 ←−→ O2 + 2 As2O3 939 677 -

C54 As2O5 ←−→ O2 + As2O3 933 1175 5076

C55 2 As2O5 ←−→ O2 + 2 As2O4 899 545 2355

C56 2 As2O5 ←−→ 2 O2 + As4O6 918 1166 5035
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Table 6.5: Reactions with O2 as reactive gas – continued

Tequ storage capacity storage density

ID reaction system ◦C kJ/kg MJ/m3

C57 2 As2O5 ←−→ 5 O2 + 4 As 1641 4024 17384

C58 As4O6 ←−→ 3 O2 + 4 As 1825 3321 -

C62 B3O3H3 ←−→ O2 + B(OH)3 869 2007 -

C63 4 B3O3H3 ←−→ 3 O2 + 3 B2(OH)4 1654 2454 -

C67 Ba(ClO4)2 ←−→ 2 O2 + Ba(ClO2)2 310 345 1104

C69 Ba(IO3)2 ←−→ 3 O2 + BaI2 817 866 4528

C70 Ba(IO3)2 ·H2O←−→ 3 O2 + BaI2 ·H2O 581 787 -

C75 2 BaO2 ←−→ O2 + 2 BaO 1158 510 2528

C76 4 BaO2 ←−→ 3 O2 + 2 Ba2O 1711 1929 9566

C79 2 BaO ·UO3 ←−→ O2 + 2 BaO ·UO2 1084 691 -

C80 4 BaO ·UO3 ←−→ O2 + 2 Ba2U2O7 840 282 -

C81 2 2 BaO ·UO2 ·UO3 ←−→ O2 + 4 BaO ·UO2 903 417 -

C84 2 BaSeO3 ←−→ 3 O2 + 2 BaSe 1624 2530 -

C85 BaSeO4 ←−→ 2 O2 + BaSe 1500 2763 13124

C86 2 BaSeO4 ←−→ O2 + 2 BaSeO3 582 377 1793

C87 2 BaTeO3 ←−→ 3 O2 + 2 BaTe 1965 2506 -

C88 2 Ba2U2O7 ←−→ O2 + 4 BaO ·UO2 893 417 -

C92 BiAsO4 ←−→ 2 O2 + BiAs 1856 2885 -

C94 2 Bi2O3 ←−→ O2 + 4 BiO 1346 343 3049

C96 2 BiOCl←−→ O2 + 2 BiCl 1318 983 7591

C97 2 BiOI←−→ O2 + 2 BiI 1100 607 -

C98 Bi2O2Se←−→ O2 + Bi2Se 1091 707 -

C99 2 Bi2O3 ·SeO2 ←−→ 3 O2 + 2 Bi2O2Se 1202 775 -

C100 2 Bi2O3 ·SeO2 ←−→ 5 O2 + 2 Bi2Se 1217 1423 -

C101 2 Bi2O3 · 3 SeO2 ←−→ 9 O2 + 2 Bi2Se3 1346 1564 -

C102 Bi2O2Te←−→ O2 + Bi2Te 1168 677 -

C103 2 Bi2O3 ·TeO2 ←−→ 3 O2 + 2 Bi2O2Te 1268 821 -

C104 2 Bi2O3 ·TeO2 ←−→ 5 O2 + 2 Bi2Te 1337 1446 -

C105 2 Bi2O3 · 2 TeO2 ←−→ 7 O2 + 4 BiTe 1335 1665 -

C106 Bi2(SO4)3 ←−→ 6 O2 + Bi2S3 1701 3400 17274

C107 2 CH4N2O2 ←−→ O2 + 2 CH4N2O 1279 4097 -

C108 6 CH4N2O2 ←−→ 3 O2 + 2 C2N6H12 ·CO3 1394 4227 -

C109 2 C2H5NO2 ←−→ O2 + 2 C2H5NO 945 2951 3426

C118 Ca(IO3)2 ←−→ 3 O2 + CaI2 789 1195 -

C122 2 CaO2 ←−→ O2 + 2 CaO 434 334 976

C132 2 CaSO4 ←−→ O2 + 2 CaSO3 1481 2044 6050

C133 2 CaSO4 · 2 H2O←−→ O2 + 2 CaSO3 · 2 H2O 913 1512 3508

C135 CaSeO4 ←−→ 2 O2 + CaSe 1680 4052 11669

C136 2 CaSeO4 · 2 H2O←−→ O2 + 2 CaSeO3 · 2 H2O 542 492 1352
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Table 6.5: Reactions with O2 as reactive gas – continued

Tequ storage capacity storage density

ID reaction system ◦C kJ/kg MJ/m3

C140 2 CaTeO3 ←−→ 3 O2 + 2 CaTe 1983 3595 -

C141 Cd3(AsO4)2 ←−→ 4 O2 + Cd3As2 1819 3083 -

C145 CdSeO4 ←−→ 2 O2 + CdSe 1484 1912 -

C146 2 CdSeO4 ←−→ O2 + 2 CdSeO3 699 226 -

C147 2 Ce(IO3)3 ←−→ 9 O2 + 2 CeI3 813 1179 -

C151 Ce(SO4)2 ←−→ 4 O2 + CeS2 1761 5191 20247

C154 4 CmO2 ←−→ O2 + 2 Cm2O3 717 251 -

C156 Co(AsO2)2 ←−→ 2 O2 + CoAs2 1713 3285 -

C159 2 Co3O4 ←−→ O2 + 6 CoO 1206 815 4978

C164 4 CrO2 ←−→ O2 + 2 Cr2O3 366 169 828

C169 Cr5O12 ←−→ O2 + 5 CrO2 408 120 -

C171 4 Cr5O12 ←−→ 9 O2 + 10 Cr2O3 380 278 -

C176 2 CsAsO3 ←−→ O2 + 2 CsAsO2 461 274 -

C182 2 CsClO4 ←−→ O2 + 2 CsClO3 463 220 731

C183 2 CsIO3 ←−→ 3 O2 + 2 CsI 768 647 -

C184 2 CsNO3 ←−→ O2 + 2 CsNO2 1206 695 2565

C186 2 CsO2 ←−→ O2 + Cs2O2 1668 401 1513

C187 4 CsO2 ←−→ O2 + 2 Cs2O3 748 159 598

C188 4 CsO2 ←−→ 3 O2 + 2 Cs2O 1531 685 2583

C189 2 CsO3 ←−→ O2 + Cs2O4 305 61 -

C191 2 CsO3 ←−→ 2 O2 + Cs2O2 316 282 -

C192 2 CsO3 ←−→ 3 O2 + 2 Cs 1039 1498 -

C194 4 CsO3 ←−→ 5 O2 + 2 Cs2O 501 540 -

C197 2 Cs2O2 ←−→ O2 + 2 Cs2O 1389 314 1336

C198 Cs2O3 ←−→ O2 + Cs2O 1485 553 2352

C199 2 Cs2O3 ←−→ O2 + 2 Cs2O2 1595 255 1084

C201 Cs2O4 ←−→ O2 + Cs2O2 313 242 -

C202 Cs2O4 ←−→ 2 O2 + 2 Cs 995 1576 -

C204 2 Cs2O4 ←−→ 3 O2 + 2 Cs2O 512 525 -

C206 2 Cs2SO3 ←−→ 3 O2 + 2 Cs2S 1938 2301 -

C208 2 Cs2SO4 ←−→ O2 + 2 Cs2SO3 964 842 3571

C209 2 Cs2SeO4 ←−→ O2 + 2 Cs2SeO3 701 408 -

C212 2 Cs2TeO4 ←−→ O2 + 2 Cs2TeO3 1052 275 -

C213 2 Cs2Te4O12 ←−→ 3 O2 + 2 Cs2O · 4 TeO2 846 325 -

C214 Cu3AsO4 ←−→ 2 O2 + Cu3As 1594 2120 -

C215 Cu(IO3)2 ←−→ 3 O2 + CuI2 562 921 4828

C216 2 CuO←−→ O2 + 2 Cu 1928 1959 12359

C217 4 CuO←−→ O2 + 2 Cu2O 1392 886 5592

C219 2 CuO ·CuSO4 ←−→ O2 + 2 Cu2SO4 1122 735 -
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Table 6.5: Reactions with O2 as reactive gas – continued

Tequ storage capacity storage density

ID reaction system ◦C kJ/kg MJ/m3

C220 2 CuO ·CuSO4 ←−→ 5 O2 + 2 Cu2S 1792 3546 -

C221 CuSO4 ←−→ 2 O2 + CuS 1538 4482 16150

C222 Cu2SO4 ←−→ 2 O2 + Cu2S 1829 3013 10861

C223 2 CuSeO3 ←−→ 3 O2 + 2 CuSe 1207 2045 -

C224 CuSeO4 ←−→ 2 O2 + CuSe 952 2198 -

C225 2 CuSeO4 ←−→ O2 + 2 CuSeO3 445 312 -

C226 Cu2SeO4 ←−→ 2 O2 + Cu2Se 828 1436 -

C227 2 Dy(IO3)3 ←−→ 9 O2 + 2 DyI3 741 1151 -

C234 2 Er(IO3)3 ←−→ 9 O2 + 2 ErI3 748 1158 -

C239 2 Eu(IO3)3 ←−→ 9 O2 + 2 EuI3 607 1173 -

C243 6 Eu2O3 ←−→ O2 + 4 Eu3O4 1137 410 3041

C245 2 Eu3O4 ←−→ O2 + 6 EuO 1701 963 -

C247 EuSO4 ←−→ 2 O2 + EuS 1938 4244 -

C249 FeAsO4 ←−→ 2 O2 + FeAs 1873 4353 -

C253 6 Fe2O3 ←−→ O2 + 4 Fe3O4 1675 497 2603

C259 6 FeO ·OH←−→ 5 O2 + 2 Fe(OH)3 1454 3179 13543

C260 2 Fe2O3 · 2 SeO2 ←−→ 7 O2 + 4 FeSe 1328 3316 -

C266 Fe2(SO4)3 ←−→ 6 O2 + Fe2S3 1537 5765 17871

C270 2 Fe2TiO5 ←−→ O2 + 2 Fe2TiO4 1698 997 4367

C277 2 Fr2O←−→ O2 + 4 Fr 1595 734 -

C280 Ga2O3 ←−→ O2 + Ga2O 1783 3921 25253

C282 6 GaOOH←−→ 5 O2 + 2 Ga(OH)3 1568 3738 -

C283 Ga2(SeO4)3 ←−→ 6 O2 + Ga2Se3 1378 2762 -

C284 2 Gd(IO3)3 ←−→ 9 O2 + 2 GdI3 861 1187 -

C293 2 HfOCl2 ←−→ O2 + 2 HfCl2 1872 2144 -

C294 2 Hg2CO3 ←−→ 2 O2 + Hg2(COO)2 1070 587 -

C295 2 HgO←−→ O2 + 2 Hg 856 420 4674

C296 4 HgO←−→ O2 + 2 Hg2O 673 209 2329

C297 2 Hg2O←−→ O2 + 4 Hg 686 219 2143

C299 Hg2SO4 ←−→ 2 O2 + Hg2S 1378 1431 10821

C301 2 HgSO4 ·HgO←−→ 5 O2 + 2 Hg2S 1237 1329 -

C302 2 HgSeO3 ←−→ 3 O2 + 2 HgSe 1154 929 -

C303 HgSeO4 ←−→ 2 O2 + HgSe 776 1004 -

C305 2 Ho(IO3)3 ←−→ 9 O2 + 2 HoI3 740 1175 -

C308 2 I2O5 ←−→ 5 O2 + 2 I2 308 474 2358

C309 2 I2O5 ←−→ 5 O2 + 4 I 308 474 2358

C312 In2(SO4)3 ←−→ 6 O2 + In2S3 1835 4695 16143

C313 IrO2 ←−→ O2 + Ir 1371 1112 12973

C314 4 IrO2 ←−→ O2 + 2 Ir2O3 1780 478 5573
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Table 6.5: Reactions with O2 as reactive gas – continued

Tequ storage capacity storage density

ID reaction system ◦C kJ/kg MJ/m3

C315 2 Ir2O3 ←−→ 3 O2 + 4 Ir 1119 658 -

C317 2 K2As4O11 ←−→ 11 O2 + 4 KAs2 1927 5227 -

C325 2 KClO4 ←−→ O2 + 2 KClO3 434 296 746

C326 2 KHCO3 ←−→ O2 + 2 KCHO2 1533 3034 6584

C328 2 KIO3 ←−→ 3 O2 + 2 KI 661 804 3128

C329 KIO4 ←−→ 2 O2 + KI 406 600 2170

C331 2 KNO3 ←−→ O2 + 2 KNO2 1196 1273 2685

C334 4 KO2 ←−→ O2 + 2 K2O3 1261 311 668

C340 4 KO3 ←−→ 5 O2 + 2 K2O 478 893 -

C341 2 K2O2 ←−→ O2 + 2 K2O 1597 1203 -

C342 K2O3 ←−→ O2 + K2O 756 1266 -

C345 2 K2O4 ←−→ O2 + 2 K2O3 393 267 -

C346 2 K2O4 ←−→ 3 O2 + 2 K2O 596 1391 -

C347 2 K2O ·Cr2O6 ←−→ 3 O2 + 4 KCrO2 1581 1022 2761

C351 2 K2SO4 ←−→ O2 + 2 K2SO3 1353 1785 4752

C352 2 K2S2O7 ←−→ 7 O2 + 2 K2S2 1684 6096 -

C353 K2S2O8 ←−→ 4 O2 + K2S2 1464 5472 13571

C355 K2S4O6 ←−→ 3 O2 + K2S4 1611 4275 12653

C356 2 K2SeO3 ←−→ 3 O2 + 2 K2Se 1377 2910 -

C357 K2SeO4 ←−→ 2 O2 + K2Se 1360 3279 10066

C358 2 K2SeO4 ←−→ O2 + 2 K2SeO3 647 579 1777

C360 2 La(IO3)3 ←−→ 9 O2 + 2 LaI3 760 1105 -

C364 2 La2(SeO3)3 ←−→ 9 O2 + 2 La2Se3 1840 2955 -

C373 2 LiClO4 ←−→ 3 O2 + 2 LiClO 701 3445 8364

C376 2 LiIO3 ←−→ 3 O2 + 2 LiI 757 1351 -

C377 2 LiNO3 ←−→ O2 + 2 LiNO2 1599 1659 3982

C379 2 LiO3 ←−→ 3 O2 + 2 Li 911 4798 -

C383 2 Li2O2 ←−→ O2 + 2 Li2O 415 755 1743

C385 2 Li2SO3 ←−→ 3 O2 + 2 Li2S 1923 7901 -

C387 2 Li2SO4 ←−→ O2 + 2 Li2SO3 1268 2300 5082

C388 Li2SeO4 ←−→ 2 O2 + Li2Se 1408 4631 -

C389 2 Lu(IO3)3 ←−→ 9 O2 + 2 LuI3 742 1107 -

C396 2 MgMoO4 ←−→ O2 + 2 MgMoO3 1268 1131 -

C399 2 MgO2 ←−→ O2 + 2 MgO 478 373 1118

C402 2 MgSO3 ←−→ 3 O2 + 2 MgS 1919 6702 -

C404 2 MgSO4 ←−→ O2 + 2 MgSO3 1230 1800 4788

C405 2 MgSO4 · 6 H2O←−→ O2 + 2 MgSO3 · 6 H2O 871 1187 -

C408 MgSeO4 ←−→ 2 O2 + MgSe 1316 4039 -

C409 2 MgSeO4 ←−→ O2 + 2 MgSeO3 410 408 -
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Table 6.5: Reactions with O2 as reactive gas – continued

Tequ storage capacity storage density

ID reaction system ◦C kJ/kg MJ/m3

C410 2 MgSeO4 · 6 H2O←−→ O2 +2 MgSeO3 · 6 H2O 522 293 -

C412 2 MgTeO3 ←−→ 3 O2 + 2 MgTe 1889 3646 -

C413 Mn(IO3)2 ←−→ 3 O2 + MnI2 812 1124 -

C416 2 MnO2 ←−→ O2 + 2 MnO 1273 1574 7998

C417 3 MnO2 ←−→ O2 + Mn3O4 895 684 3477

C418 4 MnO2 ←−→ O2 + 2 Mn2O3 802 490 2489

C419 2 Mn2O3 ←−→ O2 + 4 MnO 1759 1194 5375

C421 6 Mn2O3 ←−→ O2 + 4 Mn3O4 1273 214 963

C423 2 Mn3O4 ←−→ O2 + 6 MnO 1974 1015 4910

C424 4 MnO ·OH←−→ 3 O2 + 2 Mn(OH)2 1510 3298 -

C425 2 MnO ·TiO2 ←−→ O2 + 2 MnTiO2 307 -0 -0

C428 2 MnSeO3 ←−→ 3 O2 + 2 MnSe 1689 3381 -

C429 MnSeO4 ←−→ 2 O2 + MnSe 1210 3097 -

C433 MnTeO4 ←−→ 2 O2 + MnTe 1711 3452 -

C438 2 MoCl2O2 ←−→ O2 + 2 MoCl2O 1771 976 3229

C439 2 MoCl3O←−→ O2 + 2 MoCl3 1267 879 -

C440 2 MoCl4O←−→ O2 + 2 MoCl4 1529 702 -

C446 2 Mo4O11 ←−→ 3 O2 + 8 MoO2 1264 814 -

C449 Mo9O26 ←−→ 4 O2 + 9 MoO2 1209 969 -

C452 2 MoOBr3 ←−→ O2 + 2 MoBr3 1118 512 -

C453 MoO2Br2 ←−→ O2 + MoBr2 1536 1505 -

C454 2 MoOF4 ←−→ O2 + 2 MoF4 1102 1165 -

C457 NH4HSO4 ←−→ 2 O2 + NH4HS 1587 7515 13376

C458 NH4IO4 ←−→ 2 O2 + NH4I 429 655 2001

C466 Na2C2O4 ←−→ 2 O2 + Na2C2 1952 9963 23314

C468 2 NaClO3 ←−→ O2 + 2 NaClO2 426 505 1258

C470 NaClO4 ←−→ O2 + NaClO2 382 643 1596

C473 2 Na2Cr2O7 ←−→ 3 O2 + 2 Na2Cr2O4 1068 1304 -

C474 2 NaHCO3 ←−→ O2 + 2 NaCHO2 1211 3384 7307

C475 2 NaIO3 ←−→ 3 O2 + 2 NaI 703 971 4156

C476 NaIO4 ←−→ 2 O2 + NaI 399 653 2521

C480 4 NaO2 ←−→ 3 O2 + 2 Na2O 756 966 2125

C484 2 Na2O2 ←−→ O2 + 2 Na2O 1433 1258 3529

C489 2 Na2S2O3 ←−→ 3 O2 + 2 Na2S2 1806 4591 7654

C490 2 Na2S2O3 ←−→ 3 O2 + 4 NaS 1950 4557 7597

C491 Na2S2O7 ←−→ 2 O2 + Na2S2O3 1254 3612 -

C492 2 Na2S2O7 ←−→ 7 O2 + 2 Na2S2 1890 6880 -

C493 2 Na2S2O7 ←−→ 7 O2 + 4 NaS 1977 6856 -

C494 2 Na2SO4 · 7 H2O←−→ O2 + 2 Na2SO3 · 7 H2O 650 1134 -
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Table 6.5: Reactions with O2 as reactive gas – continued

Tequ storage capacity storage density

ID reaction system ◦C kJ/kg MJ/m3

C496 2 Na2SeO3 ←−→ 3 O2 + 2 Na2Se 1541 3569 -

C497 Na2SeO4 ←−→ 2 O2 + Na2Se 1421 3897 12471

C498 2 Na2SeO4 ←−→ O2 + 2 Na2SeO3 564 631 2019

C499 2 Na2TeO3 ←−→ 3 O2 + 2 Na2Te 1921 3110 -

C500 Na2TeO4 ←−→ 2 O2 + Na2Te 1846 4028 -

C501 2 Na2TeO4 ←−→ O2 + 2 Na2TeO3 915 1127 -

C502 2 Na2U2O7 ←−→ O2 + 4 NaUO3 1171 338 -

C503 2 Na2V2O7 ←−→ O2 + 2 Na2V2O6 1669 2061 -

C511 2 NbOCl2 ←−→ O2 + 2 NbCl2 1744 2043 -

C512 2 NbOCl3 ←−→ O2 + 2 NbCl3 1368 1384 5148

C513 2 Nd(IO3)3 ←−→ 9 O2 + 2 NdI3 810 1173 -

C516 Ni(IO3)2 ←−→ 3 O2 + NiI2 734 1039 5269

C517 2 NiO←−→ O2 + 2 NiH0 · 5 1436 3183 21393

C518 4 NiO ·OH←−→ 3 O2 + 2 Ni(OH)2 908 1365 -

C519 6 NiO ·OH←−→ 5 O2 + 2 Ni(OH)3 893 1787 -

C522 2 NiSeO3 ←−→ 3 O2 + 2 NiSe 1558 2617 -

C529 4 NpO3 ·H2O←−→ 7 O2 + 2 NpO2(OH)2 1446 2317 -

C531 OsO2 ←−→ O2 + Os 1687 1328 15095

C533 2 OsO3 ←−→ 3 O2 + 2 Os 807 799 -

C536 2 OsO4 ←−→ O2 + 2 OsO3 1106 801 4087

C537 PO2 ←−→ O2 + P 1772 4322 -

C538 2 P2O5 ←−→ O2 + P4O8 1180 2203 5067

C542 P4O10 ←−→ O2 + P4O8 1179 2203 5265

C550 PbO2 ←−→ O2 + Pb 1480 1182 11397

C551 2 PbO2 ←−→ O2 + 2 PbO 676 271 2609

C552 3 PbO2 ←−→ O2 + Pb3O4 670 181 1743

C553 4 PbO2 ←−→ O2 + 2 Pb2O3 691 154 1489

C554 2 Pb2O3 ←−→ O2 + 4 PbO 653 120 1208

C555 2 Pb2O3 ←−→ 3 O2 + 4 Pb 1913 1063 10687

C556 6 Pb2O3 ←−→ O2 + 4 Pb3O4 547 27 273

C557 Pb3O4 ←−→ 2 O2 + 3 Pb 1943 1048 9350

C558 2 Pb3O4 ←−→ O2 + 6 PbO 689 94 839

C559 2 Pb12O17 ←−→ O2 + 8 Pb3O4 570 57 -

C560 2 Pb12O17 ←−→ 5 O2 + 24 PbO 611 151 -

C561 2 Pb12O17 ←−→ 17 O2 + 24 Pb 1357 1099 -

C562 Pb12O19 ←−→ O2 + Pb12O17 337 28 -

C563 2 Pb12O19 ←−→ O2 + 12 Pb2O3 568 58 -

C564 2 Pb12O19 ←−→ 3 O2 + 8 Pb3O4 564 85 -

C565 2 Pb12O19 ←−→ 7 O2 + 24 PbO 602 177 -
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Table 6.5: Reactions with O2 as reactive gas – continued

Tequ storage capacity storage density

ID reaction system ◦C kJ/kg MJ/m3

C566 2 Pb12O19 ←−→ 19 O2 + 24 Pb 1309 1115 -

C568 2 PbSeO3 ←−→ 3 O2 + 2 PbSe 1491 1311 9176

C569 PbSeO4 ←−→ 2 O2 + PbSe 1459 1455 9271

C570 2 PbSeO4 ←−→ O2 + 2 PbSeO3 938 204 1303

C572 2 PdO←−→ O2 + 2 Pd 1089 932 7737

C574 PoO2 ←−→ O2 + Po 1342 1042 9271

C576 2 Pr(IO3)3 ←−→ 9 O2 + 2 PrI3 800 1172 -

C580 Pr6O11 ←−→ O2 + 3 Pr2O3 1005 205 -

C586 2 Pr2(SO3)3 ←−→ 9 O2 + 2 Pr2S3 1737 3808 -

C587 2 Pr2(TeO3)3 ←−→ 9 O2 + 2 Pr2Te3 1906 2546 -

C588 2 PtO←−→ O2 + 2 Pt 839 337 4751

C589 PtO2 ←−→ O2 + Pt 771 590 6957

C590 2 PtO2 ←−→ O2 + 2 PtO 695 276 3261

C591 3 PtO2 ←−→ O2 + Pt3O4 799 350 4131

C592 Pt3O4 ←−→ 2 O2 + 3 Pt 445 251 -

C596 2 PuO2 ←−→ O2 + 2 PuO1 · 5 1339 825 9459

C607 Ra(IO3)2 ←−→ 3 O2 + RaI2 603 672 -

C610 2 RaO2 ←−→ O2 + 2 RaO 442 291 -

C612 2 RaSO3 ←−→ 3 O2 + 2 RaS 1638 2398 -

C613 RaSO4 ←−→ 2 O2 + RaS 1795 3182 -

C614 2 RaSO4 ←−→ O2 + 2 RaSO3 1167 903 -

C615 2 RaSeO3 ←−→ 3 O2 + 2 RaSe 1538 1907 -

C616 RaSeO4 ←−→ 2 O2 + RaSe 1489 2209 -

C617 2 RaSeO4 ←−→ O2 + 2 RaSeO3 698 385 -

C623 2 RbClO4 ←−→ O2 + 2 RbClO3 416 228 638

C625 2 RbNO3 ←−→ O2 + 2 RbNO2 1320 866 2693

C628 4 RbO2 ←−→ O2 + 2 Rb2O3 1327 298 1131

C629 4 RbO2 ←−→ 3 O2 + 2 Rb2O 1719 937 3562

C631 2 RbO3 ←−→ 2 O2 + Rb2O2 358 439 -

C632 2 RbO3 ←−→ 3 O2 + 2 Rb 988 1975 -

C634 4 RbO3 ←−→ 5 O2 + 2 Rb2O 480 709 -

C637 2 Rb2O2 ←−→ O2 + 2 Rb2O 1078 355 1348

C638 Rb2O3 ←−→ O2 + Rb2O 665 687 2423

C639 2 Rb2O3 ←−→ O2 + 2 Rb2O2 494 358 1262

C640 2 Rb2O3 ←−→ 3 O2 + 4 Rb 1437 2230 7873

C643 2 Rb2SeO3 ←−→ 3 O2 + 2 Rb2Se 1273 1864 -

C644 Rb2SeO4 ←−→ 2 O2 + Rb2Se 1276 2230 -

C645 2 Rb2SeO4 ←−→ O2 + 2 Rb2SeO3 676 461 -

C647 4 ReO2 ←−→ O2 + 2 Re2O3 1668 874 9963
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Table 6.5: Reactions with O2 as reactive gas – continued

Tequ storage capacity storage density

ID reaction system ◦C kJ/kg MJ/m3

C648 2 ReO3 ←−→ O2 + 2 ReO2 1967 634 4372

C650 4 ReO3 ←−→ 3 O2 + 2 Re2O3 1510 1448 9991

C653 2 ReO4 ←−→ O2 + 2 ReO3 1096 224 -

C654 4 ReO4 ←−→ O2 + 2 Re2O7 703 54 -

C655 4 ReO4 ←−→ 5 O2 + 2 Re2O3 1260 1579 -

C656 2 Re2O3 ←−→ 3 O2 + 4 Re 1502 1189 -

C657 Re2O7 ←−→ 2 O2 + Re2O3 1403 1575 9615

C658 2 Re2O7 ←−→ O2 + 4 ReO3 1200 175 1070

C661 2 RhO←−→ O2 + 2 Rh 1235 764 -

C662 4 RhO←−→ O2 + 2 Rh2O 820 364 -

C664 Rh2O3 ←−→ O2 + Rh2O 1108 1027 8421

C665 2 Rh2O3 ←−→ O2 + 4 RhO 1247 686 5623

C666 2 Rh2O3 ←−→ 3 O2 + 4 Rh 1413 1401 11490

C667 RuO2 ←−→ O2 + Ru 1951 2292 16160

C669 RuO4 ←−→ 2 O2 + Ru 1022 1384 4552

C671 4 SbO2 ←−→ O2 + Sb4O6 972 670 -

C672 4 SbO2 ←−→ O2 + 2 Sb2O3 1445 647 -

C675 2 Sb2O4 ←−→ O2 + Sb4O6 972 670 4447

C676 2 Sb2O4 ←−→ O2 + 2 Sb2O3 1409 647 4296

C677 Sb2O5 ←−→ O2 + Sb2O3 1184 881 3332

C678 2 Sb2O5 ←−→ O2 + 2 Sb2O4 793 266 1007

C679 2 Sb2O5 ←−→ O2 + 4 SbO2 790 266 1007

C680 2 Sb2O5 ←−→ 2 O2 + Sb4O6 916 903 3413

C681 2 Sb2O5 ←−→ 5 O2 + 4 Sb 1929 3072 11611

C682 Sb4O6 ←−→ 3 O2 + 4 Sb 1837 2407 -

C683 Sb2(SO4)3 ←−→ 6 O2 + Sb2S3 1613 4133 14983

C685 SeO2 ←−→ O2 + Se 1138 2032 8028

C687 2 SeO3 ←−→ 3 O2 + 2 Se 708 1341 4614

C690 2 Se2O5 ←−→ 5 O2 + 4 Se 929 1737 -

C692 2 Sm(IO3)3 ←−→ 9 O2 + 2 SmI3 724 1176 -

C701 Sn(SO4)2 ←−→ 4 O2 + SnS2 1668 4848 -

C704 Sr6Bi2O11 ←−→ O2 + Sr6Bi2O9 517 164 -

C705 2 Sr6Bi2O11 ←−→ 5 O2 + 2 Sr6Bi2O6 1827 1740 -

C709 2 SrCrO4 ←−→ O2 + 2 SrCrO3 1799 670 -

C711 Sr(IO3)2 ←−→ 3 O2 + SrI2 876 1046 5279

C715 2 SrO2 ←−→ O2 + 2 SrO 661 347 1657

C718 SrSeO4 ←−→ 2 O2 + SrSe 1486 3341 14200

C719 2 SrTeO3 ←−→ 3 O2 + 2 SrTe 1827 2864 -

C723 2 Tb(IO3)3 ←−→ 9 O2 + 2 TbI3 845 1181 -
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Table 6.5: Reactions with O2 as reactive gas – continued

Tequ storage capacity storage density

ID reaction system ◦C kJ/kg MJ/m3

C725 4 TbO2 ←−→ O2 + 2 Tb2O3 797 204 -

C727 Tb6O11 ←−→ O2 + 3 Tb2O3 600 109 -

C730 4 Tb7O12 ←−→ 3 O2 + 14 Tb2O3 1500 164 -

C732 4 Tb11O20 ←−→ 7 O2 + 22 Tb2O3 995 173 -

C734 2 TcO3 ←−→ O2 + 2 TcO2 1310 561 -

C736 2 Tc2O7 ←−→ O2 + 4 TcO3 462 153 -

C737 2 Tc2O7 ←−→ 3 O2 + 4 TcO2 1349 685 -

C739 2 TeO←−→ O2 + 2 Te 1923 1632 9271

C740 TeO2 ←−→ O2 + Te 1712 2011 11867

C741 2 TeO2 ←−→ O2 + 2 TeO 1045 543 3205

C749 6 TiO←−→ O2 + 2 Ti3O2 1772 2830 14010

C784 6 Ti7O13 ←−→ 25 O2 + 14 Ti3O2 857 1625 -

C789 6 Ti8O15 ←−→ O2 + 8 Ti6O11 639 194 -

C796 4 Ti9O17 ←−→ O2 + 6 Ti6O11 678 258 -

C798 5 Ti9O17 ←−→ 2 O2 + 9 Ti5O9 765 415 -

C800 2 Ti10O19 ←−→ O2 + 4 Ti5O9 791 465 -

C803 3 Ti10O19 ←−→ O2 + 5 Ti6O11 708 309 -

C808 2 Ti20O39 ←−→ O2 + 4 Ti10O19 660 228 -

C809 2 Ti20O39 ←−→ 3 O2 + 8 Ti5O9 894 689 -

C813 4 Ti20O39 ←−→ 3 O2 + 10 Ti8O15 726 343 -

C814 6 Ti20O39 ←−→ 7 O2 + 20 Ti6O11 824 534 -

C818 2 TlIO3 ←−→ 3 O2 + 2 TlI 526 377 -

C819 2 TlNO3 ←−→ O2 + 2 TlNO2 588 382 2121

C821 Tl2O3 ←−→ O2 + Tl2O 1048 477 4868

C822 2 Tl2O3 ←−→ 3 O2 + 4 Tl 1511 847 8643

C823 Tl2SO4 ←−→ 2 O2 + Tl2S 1831 1658 11223

C824 Tl2SeO4 ←−→ 2 O2 + Tl2Se 1060 988 6796

C825 2 Tm(IO3)3 ←−→ 9 O2 + 2 TmI3 746 1150 -

C827 2 UAsO5 ←−→ 5 O2 + 2 UAs 1969 3676 -

C834 3 UO3 ←−→ O2 + U3O7 694 285 2075

C835 6 UO3 ←−→ O2 + 2 U3O8 944 113 821

C841 2 U3O8 ←−→ O2 + 2 U3O7 648 175 1470

C846 UO2(AsO3)2 ←−→ 4 O2 + UAs2 1832 3692 -

C847 2 (UO2)2As2O7 ←−→ O2 + 4 UAsO5 819 86 -

C848 2 (UO2)2As2O7 ←−→ 11 O2 + 4 UAs 1886 3688 -

C849 2 UOBr3 ←−→ O2 + 2 UBr3 1918 517 -

C850 2 UO2Br2 ←−→ O2 + 2 UOBr2 1167 381 -

C853 2 UO2Cl←−→ O2 + 2 UOCl 1636 1104 -

C854 2 UO2Cl2 ←−→ O2 + 2 UOCl2 1066 511 -
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Table 6.5: Reactions with O2 as reactive gas – continued

Tequ storage capacity storage density

ID reaction system ◦C kJ/kg MJ/m3

C857 2 UO2F2 ←−→ O2 + 2 UOF2 1182 484 -

C858 2 U2O3F6 ←−→ 3 O2 + 4 UF3 1377 903 -

C859 4 UO3 ·H2O←−→ 7 O2 + 2 UO2(OH)2 1533 2535 17871

C860 UO2(NO3)2 ←−→ 4 O2 + UN2 1009 2335 -

C862 2 (UO2)2P2O7 ←−→ O2 + 4 UPO5 794 146 -

C864 (UO2)2(PO4)2 ←−→ O2 + 2 UPO5 1120 615 -

C866 2 (UO2)2(PO4)2 ←−→ O2 + 2 (UO2)2P2O7 1137 472 -

C868 UO2SO3 ←−→ 2 O2 + UOS 1519 2281 -

C869 2 UO2SO3 ←−→ 5 O2 + 2 US1 · 5 1992 3490 -

C871 2 UO2SO4 ←−→ O2 + 2 UO2SO3 867 503 -

C872 2 UO2SO4 ←−→ 5 O2 + 2 UOS 1529 2685 -

C875 U(SO3)2 ←−→ 3 O2 + US2 1845 3422 -

C876 U(SO4)2 ←−→ O2 + U(SO3)2 1248 992 -

C890 4 V2O4 ←−→ O2 + 2 V4O7 1212 646 2804

C891 5 V2O4 ←−→ O2 + 2 V5O9 731 458 1986

C892 6 V2O4 ←−→ O2 + 2 V6O11 655 377 1635

C894 2 V2O5 ←−→ O2 + 2 V2O4 1831 681 2285

C895 2 V2O5 ←−→ O2 + 4 VO2 1827 681 2286

C898 3 V2O5 ←−→ O2 + V6O13 577 361 1212

C899 3 V2O5 ←−→ 2 O2 + V6O11 891 1024 3439

C900 4 V2O5 ←−→ 3 O2 + 2 V4O7 1223 1270 4264

C901 6 V2O5 ←−→ 5 O2 + 4 V3O5 1887 1442 4842

C908 6 V4O7 ←−→ O2 + 8 V3O5 1084 198 -

C909 V5O9 ←−→ 2 O2 + 5 VO 1808 3058 -

C911 3 V5O9 ←−→ O2 + 5 V3O5 777 393 -

C912 4 V5O9 ←−→ 3 O2 + 10 V2O3 1049 831 -

C913 V6O11 ←−→ O2 + 3 V2O3 1092 909 -

C914 2 V6O11 ←−→ O2 + 4 V3O5 836 473 -

C915 2 V6O11 ←−→ 5 O2 + 12 VO 1824 3121 -

C917 4 V6O11 ←−→ O2 + 6 V4O7 760 278 -

C918 V6O13 ←−→ O2 + V6O11 857 705 -

C919 V6O13 ←−→ 2 O2 + 3 V2O3 1230 1557 -

C920 2 V6O13 ←−→ O2 + 6 V2O4 718 340 -

C921 2 V6O13 ←−→ O2 + 12 VO2 718 340 -

C922 2 V6O13 ←−→ 3 O2 + 4 V3O5 1058 1149 -

C923 2 V6O13 ←−→ 7 O2 + 12 VO 1793 3631 -

C925 4 V6O13 ←−→ 5 O2 + 6 V4O7 1037 966 -

C926 V7O13 ←−→ 3 O2 + 7 VO 1791 3163 -

C928 3 V7O13 ←−→ 2 O2 + 7 V3O5 831 528 -

Continued on next page
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A3 Reaction systems found by the algorithm

Table 6.5: Reactions with O2 as reactive gas – continued

Tequ storage capacity storage density

ID reaction system ◦C kJ/kg MJ/m3

C929 4 V7O13 ←−→ 5 O2 + 14 V2O3 1074 961 -

C930 5 V7O13 ←−→ O2 + 7 V5O9 457 140 -

C931 2 V8O15 ←−→ O2 + 4 V4O7 784 374 -

C932 2 V8O15 ←−→ 3 O2 + 8 V2O3 1085 1000 -

C933 2 V8O15 ←−→ 7 O2 + 16 VO 1789 3194 -

C935 6 V8O15 ←−→ O2 + 8 V6O11 397 98 -

C936 6 V8O15 ←−→ 5 O2 + 16 V3O5 849 568 -

C937 VOCO3 ←−→ 2 O2 + VC 1740 8264 -

C939 2 VOCl3 ←−→ O2 + 2 VCl3 1453 889 1626

C940 2 VO2Cl←−→ O2 + 2 VOCl 1400 1436 -

C941 2 VOSO4 ←−→ 5 O2 + 2 VS 1797 6851 -

C949 2 W3O←−→ O2 + 6 W 1601 557 -

C950 2 WOBr2 ←−→ O2 + 2 WBr2 1969 1328 -

C951 2 WOBr4 ←−→ O2 + 2 WBr4 1344 552 3033

C952 WO2Br2 ←−→ O2 + WBr2 1799 1694 -

C953 2 WO2Br2 ←−→ O2 + 2 WOBr2 795 422 -

C955 2 WOCl3 ←−→ O2 + 2 WCl3 1774 1271 -

C959 2 WOF4 ←−→ O2 + 2 WF4 1155 616 3123

C960 2 Y2Cu2O5 ←−→ O2 + 4 YCuO2 786 546 -

C961 2 Y(IO3)3 ←−→ 9 O2 + 2 YI3 844 1332 -

C969 2 ZnSeO3 ←−→ 3 O2 + 2 ZnSe 1853 2506 -

C970 ZnSeO4 ←−→ 2 O2 + ZnSe 1105 2476 -

C971 2 ZnSeO4 ←−→ O2 + 2 ZnSeO3 300 163 -

C985 2 KO3 ←−→ 3 O2 + 2 K 1125 2978 -

C987 K2O4 ←−→ 2 O2 + 2 K 1070 3945 -

C990 2 NaO3 ←−→ 3 O2 + 2 Na 721 2720 -
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