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Abstract

Tool-making is one of the defining traits of human civilization. This process involves transforming

raw materials into new objects through the physical modification of the shape and properties of

the underlying material. Human arts, through the industrial revolution, have been quite adept at

physical modification of materials at all manner of dimensional scales. The micro-scale (further

difficult the nanoscale) has been, and continues to be a challenging arena since the beginning of

the 20th century. The computer revolution has been driven by the ability and the desire to make use

of micro- and smaller devices to enable previously impossible frontiers of human endeavor. Of the

known methods of physical modification at the micro-scale, most —such a photolithography— are

quite restrictive in the manner in which they may be used; however, some methods such as milling by

Focused Ion Beams (FIB) offer degrees of expressional freedom similar to those seen at the macro-

scale. FIB milling by sputtering is a technique that allows for the direct modification of topography on

a near nanoscale through the targeted removal of material via energy imparted by a finely focused

beam of energetic ionized atoms. In order to better understand and exercise control over the FIB

milling process, simulation is used to convert physical theories into testable outcomes.

In this dissertation a computationally efficient method for the simulation of the phenomena in-

volved in FIB milling by sputtering, including sputtering by the beam, redeposition of sputtered parti-

cles, sputtering by backscattered beam ions, and redeposition of atoms sputtered by backscattered

beam ions is presented making use of a continuum model employing statistical sputtering properties

gleaned from Monte-Carlo simulation. An inverse modeling algorithm utilizing a unique cage-function

restriction on dose profiles to improve efficiency is also demonstrated; where the inverse modeler

employs the demonstrated sputtering model in order to generate a dose profile that will result in a

user-defined final topography.

Special care is also taken to optimize the statistical parameters used as input for the model. This

optimization occurs through the comparison of parameters obtained by Monte-Carlo atomistic simu-

lation of ion impacts (making use of the binary collisions approximation) to experimental data. This

optimization indicated that surface roughness is essential for the precise reproduction of the exper-
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imental data. Numerous models for simulating surface roughness were considered and a novel 1D

model of surface roughness was implemented using a gradient in the density between the simulated

target and the vacuum over the length of a small surface layer. It was determined that a surface

layer 8.27 Å thick is needed to replicate the experimental data; however, an alternative 2D model of

surface roughness predicts a smaller thickness indicating that these roughness models, while useful

in the presented modeling context, may not serve to extract the true roughness values.

The effects of the energy spectrum of sputtered particles were studied in a second continuum

model. This energy-resolved model indicates that for higher aspect ratio features (> 3 : 1) sputtering

due to energetically sputtered atoms re-impinging the target (reflexive sputtering), may result in a

28% increase in the final simulated milling depth —in the studied system of 30 keV gallium impinging

on silicon. These results advance the state of the art with respect to simulation of FIB milling and

offer the opportunity for further improvements in mankind’s ability to control the shape of materials

on the micro- and nanoscale.



Kurzfassung

Die Herstellung von Werkzeugen ist eines der wichtigsten Merkmale der menschlichen Zivilisa-

tion. Dabei handelt es sich um einen Prozess, bei dem Werkstoffe durch physikalische Verän-

derungen ihrer Form und der Eigenschaften ihres Materials in neue Objekte umgewandelt werden.

Mit der industriellen Revolution entwickelte sich eine große Kunstfertigkeit und Erfahrung im Bere-

ich der physikalischen Modifizierung von Werkstoffen in sämtlichen Dimensionen. Der Mikrobere-

ich (und noch schwieriger, der Nanobereich) bietet seit dem Beginn des 20. Jahrhunderts eine

besondere Herausforderung. Die Nutzung von Mikro- und noch kleineren Geräten stellte eine der

treibenden Kräfte der Computerrevolution dar und ermöglichte das Überschreiten völlig neuer Gren-

zen menschlichen Strebens. Die meisten bekannten Methoden für physikalische Modifizierung im

Mikrobereich, wie beispielsweise die Fotolithographie, sind in ihren Anwendungsmöglichkeiten relativ

eingeschränkt; einige Methoden jedoch, wie die Oberflächenmodifizierung mit Hilfe von fokussierten

Ionenstrahlen (Focused Ion Beams FIB), bieten ein Maß an Gestaltungsfreiheit wie bislang meist

nur aus dem Makrobereich bekannt. Beim Sputtern mit fokussierten Ionenstrahlen handelt es sich

um eine Technik, welche eine direkte topographische Modifizierung annähernd im Nanobereich er-

möglicht, indem gezielt Material durch einen energetischen feinfokussierten Strahl ionisierter Atome

abgetragen wird. Zum besseren Verständnis sowie zur systematischeren Kontrolle dieses „Ätzprozesses“

durch FIB kommt die Simulation, bei der physikalische Theorien in überprüfbare Resultate umgewan-

delt werden können, zum Einsatz.

In der vorliegenden Dissertation wird eine rechnerisch effiziente Methode zur Simulation jener

Phänomene präsentiert, welche mit dem Sputtern mit fokussierten Ionenstrahlen in Zusammenhang

stehen - darunter Materialabtragung durch den Strahl, Redeposition von gesputterten Teilchen, Sput-

tern durch rückgestreute Ionen, sowie Redeposition von Atomen, welche von diesen rückgestreuten

Ionen gesputtert werden. Hierfür kommt ein Kontinuumsmodell zum Einsatz, das statistische Daten

über das Sputter-Verhalten nutzt, die durch Monte-Carlo-Simulation gesammelt wurden. Ebenso

wird ein Algorithmus zur inversen Modellierung präsentiert, welcher eine speziell entwickelte Kä-

figfunktion und ihre Beschränkung auf Dosisprofile zur Verbesserung der Effizienz nutzt; für eine
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inverse Modellierung kann das gezeigte Sputter-Modell angewendet werden, um ein Dosisprofil zu

erzeugen, das zu einer durch den Benutzer kontrollierten, endgültigen Topographie führt.

Ein besonderer Fokus dieser Arbeit liegt außerdem auf der Optimierung der statistischen Pa-

rameter, welche als Input für das Modell verwendet wurden. Diese Optimierung erfolgt durch den

Vergleich der Resultate atomistischer Monte-Carlo-Simulationen des Ionenbeschusses mit experi-

mentellen Daten (hierfür kommt die Binary Collision Approximation BCA zur Anwendung). Durch

diese Optimierung zeigte sich, dass Oberflächenrauigkeit für die präzise Reproduktion der experi-

mentellen Daten unerlässlich ist. Mit dem Hinzuziehen zahlreicher Modelle für die Simulation von

Oberflächenrauigkeit konnte ein neues 1D-Modell mit einem Dichtegradienten vom Vakuum in Rich-

tung Target entwickelt und angewendet werden. Es konnte gezeigt werden, dass eine Oberflächen-

schicht von 8,27 Å für die Replikation der experimentellen Daten erforderlich ist. Ein alternatives 2D-

Modell für Oberflächenrauigkeit berechnet jedoch eine geringere Dicke, was darauf hinweist, dass mit

Rauigkeitsmodellen, so nützlich sie im vorliegenden Modellierungskontext auch sein mögen, keine

tatsächlichen Rauigkeitswerte gewonnen werden können.

Die Auswirkungen des Energiespektrums der gesputterten Teilchen wurde anschließend anhand

eines zweiten Kontinuummodells untersucht. Dieses nach konkreten Energiewerten aufgeschlüs-

selte Modell zeigt, dass Sputtern bei höheren Aspektverhältnissen (> 3 : 1) aufgrund der energiere-

icheren gesputterten Atome, welche wieder auf das Target auftreffen (reflexives Sputtern), zu einer

28% höheren simulierten Abtragungstiefe führen könnte —was bei dem untersuchten System der

Fall ist, bei welchem 30 keV Gallium auf Silizium auftreffen. Diese Untersuchungsergebnisse erweit-

ern den Stand der Technik im Bereich der Simulation der Oberflächenmodifikation mit fokussierten

Ionenstrahlen. Sie bieten die Möglichkeit, die menschlichen Fähigkeiten bei der Strukturierung von

Werkstoffen im Mikro- und Nanobereich weiter auszubauen.
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Chapter 1

Introduction

1.1 Introduction to FIB

Focused Ion Beam (FIB) technologies are a fantastically flexible technique for materials modification

on the micro- and nanoscale. FIB presents the rather unique ability to be used for precision dop-

ing as well as for topographical modification, both as a subtractive as well as an additive process.

Furthermore, FIB can generally be used across a wide variety of materials, including heterogeneous

materials, and it is this flexibility that has made FIB a standard processing technique in the field of

transmission electron microscopy (TEM) sample preparation.

Focused Ion Beams are, as the name suggests, charged matter beams that are focused through

vacuum to a target substrate by means of electrostatic lenses. The engineering problem of designing

a FIB is largely unimportant in this work, but there have been commercial FIB systems for nearly

thirty years [1]. What differentiates FIB techniques is the wide variety of possible applications and

methods in which they can be used to modify materials.

There are four widely acknowledged methods of direct materials modification possible using a

FIB: precision doping, sputtering, gas assisted deposition, and gas assisted etching. In the case

of doping, small doses of impurities are implanted into the target under the surfaces exposed to

focused irradiation. Sputtering refers to the process by which target atoms or molecules receive

sufficient energy from the matter beam that they are ejected from the target substrate. Sputtering is

the primary focus of the research presented in this dissertation. The other two methods are both gas

assisted methods by which a semi-stable chemical precursor gas is activated by the matter beam

leading to either deposition of a payload atom (W, Si, Al) or the localized activation of an etchant.

The exact mechanism for this activation is still under debate and seems to vary with the choice

of precursor. The notable factor of all four of these methods is the strong locality enabled by the

1
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focused and steered matter beam. This locality and relative material insensitivity is what makes

FIB an interesting technique; there are other methods for topographical modification, but they either

lack strong locality (as in the case of microtome and dimpling), or they are more difficult to apply

to heterogeneous materials (as is the case with electron beam assisted etching), or they require

extensive post processing (as in the case of traditional photo-lithography).

1.1.1 Properties of modern FIB apparatuses

A Focused Ion Beam system consists of an ion source, objective lenses, and a sample holder system

all located within a supporting vacuum system. Since the introduction of high brightness liquid metal

sources in the late 1970s [2] FIBs employing gallium ions have emerged as the predominant choice

for analytical and micro-machining purposes. Gallium possesses certain features that make it attrac-

tive as an ion source including ease of manufacturing for the physical source, longevity of the source,

high attainable beam currents, high brightness, and sufficient mass to be useful for micro-milling

through sputtering [3].

1.1.1.1 Gallium Ion Sources for FIB

Gallium ion sources of the liquid metal ion source (LMIS) type are used most in FIBs where a special

ion species is not required. LMIS have the advantage over gas plasma sources in that they are

simple to manufacture and maintain [3], though recent work on gas field ionization sources (GFIS)

promises a higher resolving future alternative for imaging applications [4]. However, this dissertation

focuses on gallium as the ion species as it is the current state of the art and will continue to be a

useful tool for micro/nano-milling.

LMIS are characterized by having a fine needle that is whetted by a liquid metal or alloy held at a

high voltage, with respect to an extraction electrode [5], leading to field evaporation (FEV) at the end

of the needle. The FEV is driven by the high electric fields present at the needle apex. These electric

fields are generally in the range of 10V/nm and act to electrostatically pull the liquid metal to an even

finer tip where thermodynamically excited ionization occurs [3]. These factors lead to a point-like ion

emission site with an apparent optical size of about 50nm, though the liquid metal tip size is on the

order of 5nm. LMIS therefore act as near optimal sources around which to build an instrument.

A reservoir of the liquid metal is used to continuously feed metal to the emitter tip. In the historical

development of the LMIS, capillary tubes were used, but a whetted needle has replaced this method

in current sources. The liquid metal is transferred across the surface of the needle from the reservoir

to the emitter tip by capillary forces along the surface of the needle. Modern needles are optimized
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with grooves to reduce the drag and optimize flow in the operating beam current range. The metal

is brought to its melting point through resistive heating using either the reservoir itself or an external

heater coil [3].

Gallium specifically has a number of features which make it particularly attractive for use in

a LMIS. The low melting temperature of approximately 30°C simplifies the heating requirements

needed in order to force gallium into a liquid state. Furthermore, the low vapor pressure of gallium

simplifies the requirement that a FIB and its source operate under high vacuum conditions. Gallium

also does not strongly react with tungsten which is the material of choice for needle manufacture [5].

Gallium also has the strong advantage of being predominately singly ionized to Ga+ [3], further sim-

plifying instrument design by removing the requirement of an ion filter. The other commonly used

LMIS is an alloy containing Au-Si-Be [6] which allows for the selection of multiple ion species through

the use of an ion filter. Though these sources exist and present unique opportunities for localized

doping and ion mixing [7], they do not currently compete with gallium sources outside of highly spe-

cialized applications.

1.1.1.2 Gas Field Ionization Sources

A fairly recent advancement in the focused ion beam field has been the development of GFIS. Gas

field ionization sources are a spiritual development of the field ion microscope (FIM) which was first

mentioned in publications in 1951 [8] and provided atomic resolution by 1956 [9]. In a FIM a large

electric field is generated between a sharpened metal tip (usually tungsten) acting as an emitter and

a collector under ultra high vacuum conditions while small quantities of noble gas (usually helium)

are added. At the sharpened tip a small number of atoms each act as individual ion emitters taking

neutral noble gas atoms and ionizing them, whereafter the ionized atoms are accelerated by the

electric field along narrowly defined paths. These ions can be later detected using a phosphorescent

plate and due to the extremely point-like emission characteristics that occur at surface atom locations,

atomic resolution can be achieved. Practical GFIS make use of this point-like emission; however, they

seek to use the ions escaping from a single atomic location, usually through the construction of a

atomic trimer [4] (a point formed by three atoms) coupled with an aperture used to select a single

atom from the trimer as the active emitter. There has also been recent success in creating single

atom terminated (SAT) tungsten tips using (111) oriented tungsten and field etching. These tips have

been demonstrated to be reproducible and robust allowing for multiple reshapings [10]; additionally,

SAT appear to be more tolerant to the use of neon as the ionized gas [11]. However, as of the time

of writing there remains only a single commercial producer of helium ion microscopy (HIM) systems,

and indications are that a trimer tip geometry is used in these systems, even when neon experiments



4 CHAPTER 1. INTRODUCTION

are done.

The choice of ion species used with GFIS is limited to gases with ionization energies higher than

that of the of typical UHV gas contaminates, the highest of which is N2 with an ionization energy of

15.6 eV [11, 12]. This limitation is due to the fragile atomic geometry required at the tip, where a

single foreign adatom would disrupt the precarious surface geometry destroying the single or triple

emission condition. Practically, this limitation means that helium and neon are the only viable noble

gases with argon sitting on the edge of viability at 15.8 eV. Helium and neon have different ion-

surface interactions due to both differences in size and differences in mass. As compared to gallium,

both noble gases present the advantage of being chemically inert once implanted. However, neon in

particular has been linked to bubble formation in certain substrates [12] such as silicon, but neon has

a much more useful sputter rate when compared to helium. In both gases, the interaction volume is

significantly larger than the focused spot size, as indicated by larger features than those irradiated

by the beam [12,13] implying that application of the extremely high resolution available from GFIS to

substrate modification will not be as easy as the resolution suggests.

1.1.1.3 Optics System for FIB

Directly following the ion source in a FIB column, one finds the FIB optics which work to direct the

accelerated ions to the specimen. The lenses in a FIB column are all electrostatic lenses as the

small charge/mass ratio of ions would necessitate prohibitively large electromagnetic lenses [5]. The

simplest arrangement of FIB optics is a single lens system with an aperture, a beam blanker and

Faraday cup, and an octapol for beam deflection and beam scanning. However, two and three lens

systems are also widely available with the extra lenses used for aberration correction. Due to space

charge effects, whereby ions repel each other in flight as a result of coulomb repulsion, crossover

points are generally minimized in FIB optical design [3].

There are three major sources of resolution limiting aberrations in a FIB; spherical aberrations,

chromatic aberrations, and beam spread due to space charge crowding. The standard spherical

aberrations and chromatic aberrations lead to the center of a beam having a Gaussian distribution

with a well defined full width at half maximum (FWHM) near the center of the beam. However, due to

space charge effects, there is additional broadening of the beam that follows a Holtsmark distribution

leading to extremely broad beam tails that increase with increasing current density [14–16]. Practical

FIB apparatuses are therefore always constrained by trade-offs between the different aberrations and

must operate in intermediate current and acceleration zones where performance is acceptable.
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1.1.1.4 Specimen Stage for FIB

FIB systems generally have a 5-axis-stage; x,y,z plus rotation and tilt around an eucentric point [5].

The eucentric point allows the stage to be tilted with the specimen in place, without changing the

focal distance or displacing the field of view from the area of interest. In FIB systems equipped with

an electron gun (so called twin-beam systems) the eucentric point is located where the two beams

cross in space; in systems with only an ion beam the eucentric point is located along the optical

axis at the optimal working distance. The stage also provides grounding for the sample to minimize

charging and also to facilitate specimen current measurement in FIB imaging.

Another notable feature of most commercial FIB systems is that the specimen sample holder ac-

cepts large samples, normally with volumes of many cubic centimeters. For example, the Phillips de-

vice quotes a maximum sample size of 4cm x 4cm x 2cm [17] allowing a large fraction of macroscopic

specimens to be used without any special preparation to identify and extract an area of interest be-

fore experiments can be conducted [18]. Sample size flexibility compared to even optical microscopy

acts as a major strength of the FIB technique for destructive analysis; it must be mentioned, however,

that scanning electron microscopes (SEM) have similarly relaxed specimen size restrictions.

1.1.1.5 Vacuum System for FIB

The entire system requires at least high vacuum; this is because the mean free path of the ions is

proportional to the inverse cube of the pressure inside the instrument. While low vacuum imaging

is available with SEM in order to image insulating specimens, FIB requires high vacuum [19], with

high vacuum in the case referring to pressures <1E-3 Torr [20]. Furthermore, residual gas can lead

to unintended gas deposition on the specimen [21]. The vacuum system is therefore essential to the

proper operation of a FIB apparatus.

1.1.1.6 Detectors for FIB

A major strength of FIB apparatuses is the ability to visualize, analyze, and modify a specimen using

the same system. FIB systems can therefore be equipped with a number of detectors to aid in the

analysis of specimens. The simplest detector is the sample stage, which is equipped to measure the

specimen current as a function of time. The specimen current reflects the current needed to equalize

the charge of the specimen in response to the process of charge equalization due to implanted

positive ions, ejected secondary specimen ions, and ejected secondary electrons.

The ejected species may also be analyzed individually through the use of secondary ion or sec-

ondary electron detectors. When the mass of the secondary ions is determined, the process is known
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as secondary ion mass spectroscopy (SIMS) and elemental composition can be studied with high lat-

eral and extremely high depth resolution [22]. Collecting the secondary electrons at the surface with

a secondary electron detector allows for greater lateral resolution as the signal is limited to electrons

released from a smaller interaction volume [23].

Additionally photo-emissions in the visible to X-ray regime can be collected and analyzed with

dedicated detectors. An advantage of Energy-Dispersive X-ray Spectroscopy (EDX) is that it can be

excited with an electron beam and thus allows for composition analysis to be made from a FIB-milled

surface in a non-destructive manner. Other such detectors such as electron backscatter diffraction

spectrometry (EBSD) allow for phase and compositional analysis to be made non-destructively [24].

In general most SEM detectors can be used for analysis with FIB apparatuses.

1.1.1.7 Optional Features: Electron Gun

A drawback to FIB imaging is that by imaging the specimen, one is also removing material from

the specimen and changing what is being imaged due to sputtering and redeposition. Therefore

many modern FIBs also have an electron gun that is focused to the same spot as the ion beam,

thus allowing for less destructive imaging before the ion beam is used. Furthermore, as the electron

beam has the opposite charge of the ion beam, it can be used for charge neutralization [25]. There

also exist FIB systems with a charge-compensating flood electron gun used for the sole purpose of

charge neutralization with specimens that are insulators [3].

1.1.1.8 Optional Features: Gas Injection System

For gas assisted etching and gas assisted deposition it is necessary to introduce gases into the vac-

uum chamber where they can be adsorbed onto the surface of the specimen. Gases are introduced

into the system through capillary needles that are mechanically placed very near to the sample [26].

For reasons of practicality the gas injection system is usually attached to the column near the end of

the ion gun, thus avoiding plumbing complications with the movable specimen stage. A control sys-

tem is usually in place to allow for the preheating of vapors and the selection of multiple gases [27].

1.1.2 FIB Applications

Focused Ion Beam systems have many practical applications used in research and industry. This

section will provide a brief overview of a few of the FIB applications found in literature. These FIB

applications include scanning ion microscopy (SIM) and SIMS for specimen analysis, TEM sam-

ple preparation, VLSI circuit analysis and debugging, lithography mask editing, micro and nano-
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patterning for use as novel manufacturing methods and in the production of microelectromechanical

systems (MEMS), and as a method to perform precision implantation.

1.1.2.1 FIB Microanalysis

The use of FIB for micro analysis is one of the most mature fields of FIB application. There are

two major techniques in which FIBs are used strictly as analysis tools: SIM and SIMS. These two

techniques make use of different ion-beam induced effects to perform analysis that is difficult or

impossible to reproduce with other techniques.

The scanning ion microscopy technique is used to directly image specimens. Specimens can be

prepared ahead of time by mechanical preparation techniques, by FIB milling or by a combination of

both. The area of interest is rasterized by the scanning ion beam and the electron response is corre-

lated to this scanning allowing for the production of an image. As was mentioned in section 1.1.1.6

on page 5, there are a variety of ways of detecting an electron response. In general a number of

secondary electron detectors will be used to track the emergence of secondary electrons from the

specimen. These secondary electrons are excited by a number of nuclear and electronic scattering

mechanisms, but the ones that escape into vacuum and reach the detectors come mostly from a

region near the specimen surface [3]. In general the secondary electron yield is dependent upon a

number of factors including beam incidence angle, electron collection angle, chemical composition,

crystal orientation, and local electric fields due to charging or other phenomena [28,29].

In crystalline materials ion channeling can occur; during ion channeling, ions can travel down low

density paths in the crystal lattice. When an ion encounters a channel it can travel much deeper

into the crystal without being scattered. As previously mentioned, the excitation of secondary elec-

trons is driven by scattering and the detection is dependent upon these secondary electrons reaching

vacuum; therefore, the secondary electron yield can be strongly correlated to the amount of ion chan-

neling, which in turn is strongly correlated to crystal orientation. SIM imaging therefore has a strong

channeling contrast mechanism which is commonly used when analyzing polycrystalline materials to

image individual grains [30]. Channeling contrast is highly material dependent and requires that the

specimen have a higher amorphization threshold than the ion dose required to produce an image.

Once the specimen becomes amorphous the channels are destroyed and the contrast mechanism

is attenuated. Many metallic samples have a sufficiently high amorphization threshold to make this

technique highly useful as an analytic tool in the field of materials science [31,32].

SIMS is another mature technique for specimen analysis using both focused and unfocused ion

beams. In SIMS the secondary ions emerging from the specimen due to sputtering are collected

and detected according to the mass of the ejected ion. This mass specificity is a powerful prop-
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erty because it not only allows for the identification of individual chemical species of ejected ions,

but additionally for the detection of individual isotopes. Experiments may be conducted with non-

interacting tracer isotopes of the same species of the host matrix, thereby greatly simplifying certain

experiments [33–35].

The other notable advantage of SIMS is its high depth selectivity with a depth resolution in the

nanometer range. Additionally, as the secondary ions are produced through sputtering, it is possible

to resolve depth profiles using SIMS. As each surface volume is sputtered away and the constituent

chemical species are analyzed according to mass, a new surface volume is presented for analy-

sis [36]. This depth selectivity allows for the analysis of things such as doping profiles over large

depth ranges from tens of nanometers [37] to microns [38]. SIMS is thus heavily used in the mi-

croelectronics industry as it affords the possibility to investigate the doping profiles on manufactured

devices.

1.1.2.2 TEM Sample Preparation

FIB milling used in the preparation of TEM samples has become a mature application of FIB technol-

ogy. The technique is well suited to the goal of producing high quality TEM samples as the FIB allows

for both location of an area of interest and preparation of the lamella in the same instrument. TEMs

operate in the transmission mode, measuring the deflection or attenuation of high energy electrons

after they pass through a specimen. It is therefore necessary that specimens used for TEM analysis

be sufficiently thin as to become at least partially transparent to the probing electron beam; generally

the required thickness for analysis is <100 nm [18]. There exist mechanical methods for thinning and

production of a TEM lamella such as microtome [39] and mechanical polishing and grinding followed

by broad beam ion milling [40, 41]; however, these mechanical techniques generally have low site

specificity.

The lift-out technique has become a mainstay among users of FIB techniques for the production of

TEM samples. There are variations of the lift-out technique for both cross-section and plan-view [42]

sample preparation; however, only the cross-section technique will be described here [18]. In the lift-

out technique the area of interest is first protected and mechanically stiffened through the application

of a protective metal film, usually applied through gas assisted deposition, two V-shaped trenches

are then milled on either side of the area of interest, leaving a thin lamella. This lamella will usually

undergo additional ion milling-polishing from the FIB at decreasing beam energy in order to remove

the FIB induced damage zone [43]. The sample is then removed from the substrate by cutting

away the edges of the lamella, in the in-situ [44] lift-out technique the prepared lamella is welded

to a needle manipulator also through gas deposition. In the ex-situ technique the lamella is fished
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out of the trench after the sample has been removed from the FIB through the use of a charged

fine glass rod. The prepared lamella may then be attached to a TEM grid and analyzed. Use of

the FIB for TEM sample preparation has a high yield and great flexibility, especially for use in the

microelectronics industry where the described cross-sectional lift-out technique is a good match for

the thin, flat structures produced by photo-lithography.

1.1.2.3 VLSI Circuit Analysis and Editing

Very large scale integration (VLSI) refers to integrated circuitry containing greater than 10,000 gates

(as compared to LSI, MSI, and SSI for large[≤10,000], medium[≤1,000], and small[≤10] scale inte-

gration) [45] and as a result of the computer revolution, has become a very lucrative business with

global semiconductor industry revenues reaching $260B in 2008 [46]. The feature density of these

devices has increased with time in the pursuit of performance and profit, with modern SRAM bit-cells

occupying between 0.10 to 0.15 µm2 [47], it becomes easy to understand the difficulty presented

in applying failure analysis to such devices. The microelectronics industry has therefore welcomed

and actively developed the unique capabilities of FIB technology in order to suit their needs. In this

section a number of FIB applications used in the microelectronics industry on these VLSI devices will

be highlighted.

There are primarily three ways that FIB is used in the microelectronics industry with regards to

completed devices: as an analytical tool in its own right, as a modification tool that enables further

electrical analysis and testing, and finally as a tool capable of performing direct modifications that

change the performance of a manufactured VLSI device.

One of the earliest FIB applications described in VLSI literature was the use of a FIB to modify

existing structures in order to electrically debug the integrated circuit [48]. Electrically conducting

contacts, usually of FIB deposited tungsten, are used to manufacture precision wires and contact

points that can be probed externally, using a traditional needle probe. This procedure for producing

post-hoc debug structures is especially well suited to FIB capabilities, as it requires the milling away

of passivation, and the subsequent deposition of the metal contacts; both of which can easily be done

with the FIB. However, it was not long until the feature density became high enough that locating the

area of interest presented its own challenge. The microelectronics industry therefore developed com-

puter aided design (CAD) systems that would couple the stage and beam locations with the design

schematics for the device in question [49,50], thus limiting unnecessary FIB exposure to the sample.

As the number of metalization layers increased with increased transistor density, reaching test sites

became difficult with simple ion milling, due to the limited hole aspect ratio available using FIB sputter-

ing, gas assisted etching was therefore adopted to enable deeper holes. Gas assisted etching allows
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for steep sidewalls (~84°) with window openings as small as 1µm2 [51] and aspect ratios >100x in

some materials [52]. Furthermore, in VLSI devices which are layered structures, gas assisted etch-

ing provides materials specificity [53]. This materials specificity and the increased precision offered

by FIB assisted gas etching makes the technique preferable in many applications to other material

removal techniques such as laser ablation, even though laser ablation has a faster removal rate [54].

Preparation of these external contacts retains its value as device geometries continue to shrink and

external probing continues to lend insight into the failure modes of devices even when high resolution

SEM and TEM are unable to detect the cause of failure. Electrical characterization of individual tran-

sistors as afforded by FIB processing is an integral step to diagnosing and correcting even invisible

circuit defects [55].

FIB technology, as demonstrated above, allows for both the removal and addition of conducting

and insulating material on completed VLSI devices, which naturally can be used to correct defects

in manufactured devices. Using both frontside [55] or backside [56] techniques it is possible to

correct defective metalization either through the removal of conductors or the rewiring of conductors.

Furthermore, if care is taken to minimize FIB-induced damage, gross defects such as the unintended

integration of foreign debris [57] can be removed from manufactured devices, thereby restoring them

to the functional specification. Providing functional edits is difficult and requires excellent knowledge

of the underlying circuitry as well as the ability to precisely control the depth of the etched access

windows. The process of controlling the etching depth is known as endpointing and it utilizes the

effect of sputter redeposition to detect when a metal line has been milled into, even for very high

aspect ratio holes [58]. FIB modification of an existing component is expensive compared to the

incremental production cost; however, compared to the cost of new masks (2009 costs in the low

millions of dollars per complete mask set [59]) the cost of repairing a VLSI device by FIB makes

sense in the development phase and for certain low volume custom applications. Recent advances

even allow for the FIB deposition of conductors with variable resistance [60], thus enabling a greater

range of repairs to be made.

On the analytical side, FIB is used for the same analytical techniques mentioned in 1.1.2.1 on

page 7 and 1.1.2.2 on page 8, where the imaging and milling properties are used for analytical imag-

ing and preparation for imaging by other techniques such as SEM or TEM. As the metalization lines

used in VLSI techniques are predominantly polycrystalline and grain structure has a strong influence

on the susceptibility of these lines to electro-migration [61], the channeling contrast afforded by SIM

has high utility when inspecting VLSI structures [62]. In addition to the standard FIB analytical tech-

niques, FIB (and SEM) presents another avenue for failure analysis along the metalization of VLSI

devices, as short circuits and open metal lines can be identified due to charging contrast, making cer-
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tain manufacturing defects extremely visible under FIB/SEM analysis [55]. Due to the dependence

upon precision doping in VLSI devices the SIMS method (as enabled by FIB) is invaluable for its abil-

ity to probe dopant concentrations in manufactured devices [49, 62,63]. The final application for FIB

analysis in VLSI technique is FIB tomography; in this process a dual beam (FIB and SEM) apparatus

is used to remove slices and image a specimen after each slice, allowing for subsequent reconstruc-

tion of the topography of the materials domains [64]. FIB tomography has strong applications when

there is uncertainty as to what structures are being produced, as might be found in the development

of a new manufacturing node.

1.1.2.4 Lithography Mask Editing and Correction

Historically, another major use of FIB technology in the VLSI industry came in its use as a tool for

lithographic mask repair. As was mentioned earlier, the cost of mask sets has always been high

and has continued to increase as feature sizes decrease [59]. This economic pressure provided the

impetus for the development of FIB as a device repair technology for completed devices; once these

devices are debugged it is sometimes possible to use the FIB to repair the masks and thus avoid

having to produce a complete mask set from scratch. Mask repair is enabled by multiple factors

including imaging and the ability to both remove and deposit material. Numerous defects can be

repaired in lithographic masks and it is even possible to deposit SiO2 using the FIB [65].

Mask repair is challenging even with the use of FIB, as the Ga+ beams often used will implant

gallium into the SiO2 mask substrate. This implanted gallium leads to a reduction in transparency

known as staining. There are numerous post-processing steps that can be taken to reduce this sub-

sequent mask staining [66], additionally sub-resolution biasing can be used to compensate for the

staining effect [67]. However, as mask feature sizes have continued to decrease and the industry

has been forced to adopt an ever increasing array of resolution increasing tricks (optical proximity

correction, and phase shifting), the resolution of the LMIS FIB has struggled to keep up and was fur-

ther hindered by the unwanted byproduct of gallium staining, leading to the development of electron

beam techniques for lithographic mask repair [68] for use on bleeding edge technology nodes. These

current limitations of FIB mask repair are highly implementation specific, and future FIB technologies

using a different ion species may once again find a way back into favor in this specific application

space.
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1.1.2.5 Micro and Nano-patterning

The previous sections addressed the highly mature and standardized applications of FIB technology.

In this section and the following section, newer FIB applications will be discussed —applications

that are in many cases an exploration of the possible uses of FIB technology. Micro and nano

patterning using FIBs is a simple enough concept, and actually the enabling feature for many of the

mature applications mentioned in the earlier sections. This section will focus on the use of FIB as

a patterning technique for novel applications where the desired patterning is more complex than the

fixing of a metal line or the removal of a thin layer of material for imaging. The following paragraphs

address topographical patterning implemented by three processes; direct topographical modification

(by means of sputtering, deposition, or etching), physical templating, and chemical or developed

patterning.

Direct topographical modification refers to the use of a focused ion beam to either remove or

deposit material in a site specific manner. In addition to the milling involved with TEM sample prepa-

ration, the milling and deposition used in circuit edits, and the milling and deposition done in mask

repair, there are other smaller applications for the FIB’s unique abilities. Some applications include

the modification of MEMs based micro-grippers, where FIB milling is used to produce sharpened

SiO2 grip extensions that are fine enough to pick and place 100nm spheres [69], and the milling of

apertures in AFM tips to enable the creation of new tools for either nanodispensers [70], or to possibly

enable quantum computing through precise single ion doping [71] . Another use is the direct fabrica-

tion of nanowires through gas assisted deposition; these deposited tungsten and platinum wires can

either facilitate other research, such as the use of platinum wires to conduct electrical measurements

of other nanostructures [72], or be interesting research on their own, as in the case of the supercon-

ducting transition measured in FIB deposited tungsten nanowires [73]. Gas assisted deposition is

not strictly limited to FIB applications and can also be incited by an electron beam [74–76]; although,

when an electron beam is used resolution is lost due to the great degree of scattering experienced

by the relatively light electron in the target. Electron beams are still quite desirable due to their lack of

target doping, with the recent development of stable GFIS, however, it is now possible to bridge the

gap between electron incited and ion incited gas assisted deposition through the use of light noble

gases such as Helium and Neon [13, 77, 78], now an active field of research in contemporary times.

As stated before, FIB milling is relatively materials insensitive which allows it to be used as a proto-

typing tool for layered devices to develop thermally activated bimorph microactuators [79] and even

spintronic devices [80]. FIB need not even be the primary method of fabricating structures, as exem-

plified by research demonstrating large structures formed by photo-lithography but completed by FIB
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milling, structures such as accelerometers [81] and miniaturized nanoSQUIDS [82,83]. Flexibility for

prototyping makes FIB a valuable tool for research that requires fine 3D manipulation; especially in

areas where there is question as to whether devices can even be built.

A major drawback to the direct modification of topography approach is that FIB modification is

in general a serial process and is quite slow compared to un-scanned processes. Therefore there

exists another interesting application whereby FIB is used to do difficult work once, in order to pro-

duce a template that can be reused at a production scale. An example application where templates

are required is in the research area of nanoimprint lithography (NIL). NIL is a high fidelity litho-

graphic technique that works by physically embossing a polymer resist to produce a 3D structure

with nanoscale or larger features. NIL can use a variety of methods to pattern the resist to the tem-

plate, from simple pressure leading to plastic deformation, to hot embossing using heat, to UV curing

resists that harden when light is projected through a transparent template, to cast-in-place resists

that are transferred from the template to the substrate [84]. While these methods offer huge amounts

of flexibility and relatively low infrastructure costs, NIL is still plagued by the limitation that in order to

create a duplicate of a template one must first have a template; FIB is one possible solution to this

template problem. The typical research systems used for FIB generated templates with NIL have

been templates for optical microlenses. Subtractive [85] and additive [86] methods have both been

used to produce demonstration negative templates for polymer microlenses. Microlenses are a nice

model system because they require truly three dimensional features, a requirement not easily met

by traditional micro/nanofabrication techniques like photo-lithography. The difficulty, however, is that

instead of the relatively simple task of generating a line or a cut, arbitrary 3D structures must be pro-

duced; this requires either modeling or tedious amounts of trial and error. Production of nanoimprint

templates using FIB therefore continues to be an active field of research.

A third class of patterning technique, those techniques which make use of latent FIB effects to

form topography, as opposed to direct deposition or milling, can be referred to as developed pat-

terning. In the simple case, a resist such as Poly(Methyl MethAcrylate) (PMMA) or a Spin On Glass

(SOG) developed for electron beam lithography can be exposed by FIB, yielding a pattern after re-

sist development. A drawback to direct resist exposure is that the low projected range of the ions in

amorphous polymers limits the maximum exposure depth to approximately 30nm [87]. As an upside,

FIB sources are normally significantly brighter than electron beam sources, making for a pronounced

increase in efficiency; ions also present the opportunity for higher edge acuity as lateral straggling

is reduced with ions, particularly in comparison to electrons. Certain resists transform into a hard

mask under large Ga+ doses, which leads to complementary techniques, where even the shallow

interaction volume is useful when combined with highly anisotropic etching [88]. In silicon, Ga+ acts
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as an etch stop with a reported etch selectivity of ≥1000:1 between doped and undoped substrate.

This etch stop behavior, when coupled with anisotropic etching such as Deep Reactive Ion Etching

(DRIE) [89], or tetramethylammonium hydroxide (TMAH) wet etching [90], opens possibilities for in-

teresting hybrid techniques. Specifically interesting is that Ga+ appears to reduce the reactivity of

silicon and appears to be rather ambivalent to the etchant used, as exemplified by its effectiveness

with even a strictly chemical wet etchant such as TMAH. A limitation of this etch stop effect in sili-

con is a lack of linearity which limits applications to pseudo 2D structures; however, these limitations

might be addressed by future modeling and simulations. It is also possible to do chemistry using

the implanted ion species as demonstrated by experiments forming nanowires through implantation,

solid-state crystallization, and subsequent revelation through etching [91]. A final development tech-

nique is to use deposited material such as platinum as a selectively positioned catalyst for chemical

vapor deposition (CVD) nanowire growth. This catalystic nanowire growth technique can also be per-

formed with Ga+ in silicon if the implanted gallium is first driven to the surface through an annealing

step [92]. Targeted growth of nanowires continues to be a stumbling block in the functionalization of

nanowires for electronic devices. These targeted catalyst approaches offer the promise of harnessing

nanowires in the future through nano-patterning.

1.1.2.6 Precision Implantation for Prototyping and Exotic Devices

When an ion hits a target a number of phenomena happen; the ion is deflected into the target and

rearranges atoms creating damage in the form of vacancies and interstitials, rearranged atoms with

sufficient energy and optimal position may leave the target in sputtering, the target is locally ionized as

target atom bonds are broken and reformed, leading to the release of secondary electrons, and finally

the energetic ion might come to rest in the target and act as a local impurity. The final application of

focused ion beam technology is precision doping, whereby these impurities are purposely implanted.

In the simplest application a mass filtered LMIS is used to FIB implant typical silicon dopants of

arsenic and boron for the production of prototype transistor structures. These implantation FIBs are

different from standard analytical FIBs in that they are optimized to enable a wide variability to the

beam energies, thus allowing for the tuning of the implantation depth. Furthermore, these doping

techniques can be combined with gas assisted deposition to enable exotic transistor geometries, as

nearly the complete fabrication can be done on a single tool [93].

Another field where FIB is finding use is when combined with Molecular Beam Epitaxy (MBE) to

produce 2D electron (or hole) gas devices. MBE gives the high precision control of the deposition

in the depth axis, while FIB acts as a complementary tool for lateral doping. In some cases the

two techniques are even combined into the same vacuum chamber [94], though in most cases the
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FIB doping takes place after construction of the superlattice [95, 96]. Still other 2DEG studies es-

chew MBE and use scanning tunneling microscopy (STM) techniques to move donors around using

standard gallium ion FIB to define the acceptor wires. Once again the advantage here, with FIB, is

the direct controllable implantation of species with high lateral resolution and without the need for

lithographic masks.

1.2 Simulation

The topic of this dissertation is topography simulation of FIB milling through the process of sputtering.

As was mentioned in the applications section, there are many commercial and research applications

that make use of simple LMIS ion beam sputtering. The related processes of deposition and gas

assisted etching are not directly addressed in this work, though there have been related discourses

published on these gas assisted techniques. In the following sections arguments will be made justi-

fying simulation as a practice, followed by a focused justification of the study of sputtering simulation;

finally an overview will be presented of the applicable techniques for sputtering simulations.

1.2.1 What is Sputtering?

Sputtering refers to the ejection of matter from a substrate due to the impact of an energetic particle.

Specifically in this work, the energetic particle is an ion of a certain species that has been emitted with

a known energy E0 from the ion source (in this work it is assumed that the ion is Ga+ emerging from a

LMIS) and interacting with a target material. In this work the target material is taken to be amorphous

silicon, though other solids and even liquids have also been studied. When the ion intersects with the

target, energy from the ion is transfered to the constituent atoms of the target leading to some fraction

of the target atoms to take on sufficient energy to leave the target. The transferal of energy to target

atoms alone is not sufficient to lead to sputtering, as the direction of the movement of these excited

particles must also be such that they can leave the target. The process leading up to successful

ejections from the target is known as sputtering, and those atoms (or molecules in certain cases)

that are successfully ejected from the target are said to have been sputtered.

The topic of the theory of sputtering is well covered in the literature [97,98]; however, it is useful to

present a broad framework herein of the theoretical concepts that govern sputtering. Sputtering the-

ory had converged as early as the late 1960s [97] to the point where sputtering was taken as distinct

from evaporation and chiefly driven by the transfer of kinetic energy through nuclear collisions. It was

accepted that the mechanism of energy transfer took place through a collision cascade, whereby the
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energetic ion would scatter off a target atom∗ and transfer some energy in the process; this scattered

target atom would scatter more target atoms while the ion would also continue to scatter and continue

to transfer kinetic energy. Through this collision cascade the point-like energy of the ion would be

spread over an interaction volume†, and additionally the multiple collisions would allow for a possible

reversal of velocity vector, thus enabling backwards sputtering. Only the energetic collisions that

reach the surface with a direction pointing away from the surface and sufficient energy to overcome

the binding energy of the surface will result in sputtering.

1.2.2 Why Do We Simulate?

Simulation serves two purposes; the first purpose is to drastically reduce the cost of conducting

science by reducing the number of physical world experiments that need to be completed; the other

purpose is to better understand the limitations of theories and models for the refinement of scientific

understanding. These two processes naturally feed into each other. Knowledge of the limitations

feeds the design of experiments and the optimization of experimental conditions can lead to insight

into the shortcoming of models. Efficiency is always a major concern with simulations, having a

super precise model that is impossible to evaluate leads to no reduction in the number of experiments

required. Thus as a general rule, simplicity is king.

It can scarcely be denied that the supreme goal of all theory is to make the irreducible

basic elements as simple and as few as possible without having to surrender the adequate

representation of a single datum of experience.

ALBERT EINSTEIN, Herbert Spencer lecture delivered at Oxford, Jun. 10, 1933

The manner by which one evaluates a given theory is through experimentation and simulation. The

goal of experimental design is to choose parameters for the experiment that allow a single element of

the theory to be tested; however, in many cases the uncertainties of the experiment make it difficult

to decouple a single element of the theory to be tested. In these cases, modeling and simulation

can be used to create a predictive model from theory, the predictive results can then be compared

to experimental situations, which mirror the simulation. Simulation thus acts to simplify the testing

of complex or subtle theories in addition to replacing and simplifying certain classes of repetitive

experiments.

∗These scattering events are characterized by the scattering cross-section of an atom at rest for an (energetic) other atom
at a given energy, which is zeroth-order dependent upon the masses of the atomic pair and the velocity of the energetic
particle.
†The interaction volume is governed by the distance that projectiles may travel before losing all their energy through either

electronic stopping or nuclear stopping, where nuclear stopping is strongly influenced by the target density at moderate
energies.
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1.2.3 Why Simulate Sputtering?

In the previous section on applications the primary capabilities of FIB were presented; these capabil-

ities were imaging, implanting, gas assisted deposition and etching, and milling by sputtering. When

only the capabilities unique to FIB are considered, one is left with just implanting and sputtering,

though as was discussed in the application section, implantation represents only a small portion of

active FIB research and application, leaving sputtering as the most valuable unique FIB topic.

From the application side, FIB-induced sputtering is quite a valuable phenomenon, it is the en-

abling phenomenon for SIMS and for the highly lucrative application of TEM sample preparation.

FIB-induced sputtering inherently possesses greater flexibility for arbitrary milling due to the possibil-

ity to mill almost any solid material; gas assisted etching, while faster and geometrically more flexible,

requires that the etchant match the target material. Sputtering rates do vary from material to material

posing an interesting problem to be solved by simulation; yes, nearly any material can be sputtered,

but can the milling rate be understood and controlled? Furthermore, the sputtering rate for a given

ion-target pairing is highly incidence-angle dependent [99], meaning that the response of topography

to FIB irradiation is not intuitively obvious, coupled with effects such as redeposition and reflection;

simulation quickly appears to be the only method available to study the complex interplay presented

as an irradiated surface evolves away from a conceptually simple flat surface.

Through the simulation of sputtering it is possible to refine the understanding of the subtle sym-

phony of momentum and mass transfer present during ion milling. This understanding would allow

for the optimization of milling strategies and even the prediction of milling rates in both FIB process-

ing and SIMS. Additionally, it provides opportunity for the constant refinement, through simulation,

analysis, and comparison to experiment, of the theories and models that apply to radiation-induced

mass transfer.

1.2.4 Methods Used to Simulate Sputtering

Sputtering can be modeled in two ways: either as a continuum with analytical properties of sputtering,

or as a discrete model based on atomic collisions. The atomic collisions model is more physical and

less dependent upon the results of experimental data. As an ion enters a target, it transfers energy in

a path-dependent manner in two forms: as electronic and as nuclear scattering. Though it is possible

to directly study the electronic stopping [100], it is entirely impractical to simulate sputtering through

ab-initio techniques; as a result the electronic and nuclear scattering are separated in practice. Fur-

thermore it has been shown that sputtering is dominated by nuclear interactions [97]. The electronic

scattering is considered only as a path dependent energy loss term approximated through the use
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of any number of dielectric approximations. Nuclear scattering is handled separately through either

molecular dynamics (MD) or the use of the binary collisions approximation (BCA). MD can be much

more precise and offers a greater degree of sophistication, while BCA is fast enough to be practical

for the extraction of statistical properties. The following sections will describe and briefly highlight

the capabilities and drawbacks of these three approaches to the simulation of sputtering as well as

notable occurrences in the literature.

1.2.4.1 Molecular Dynamics

Molecular dynamics tracks the evolution of the configuration and the potential and kinetic energy of

a system with respect to time through the evaluation of atomic motion in response to inter-atomic

potentials. As such, in pure MD the only changeable parameters for the simulation are the inter-

atomic potentials [101]. The other major factors that affect the accuracy of MD simulations are

system size, boundary conditions, initial conditions, time-step, and any range truncation used in the

force evaluations. System size is important, as MD is used to evaluate many-body problems, and

the movements of atoms in a nanoparticle are often different than in a bulk material; it is therefore

important that enough atoms be considered to be meaningful. Optimally the simulation system should

completely contain the linear recoil cascade, particularly when dealing with sputtering. This places

limitations on the energies that can be simulated as increasing energy can increase the volume of

the resultant cascade.

Numerous studies have been completed that use MD to explore the phenomenon of sputter-

ing, and increasing computational power keeps pushing the boundaries for precision and number of

atoms used in simulations ever higher [102], however BCA will continue to be the simpler and faster

solution where many-bodied effects are not of great concern. Inter-atomic potentials continue to be

a potential stumbling block where the choices between semi-empiric and ab-initio derived potentials

have measurable effects on the simulated sputtering yields, even for such well studied systems as

silicon [103]. On the other hand, MD seems to offer the only method for simulating thermal spike

situations where localized electronic heating occurs such as in water ices or polymers [104]. In these

simulations a parameterized spatial distribution of the electronic energy is converted to heat by ran-

dom kicks in proportion to that spatial distribution [105, 106]. Thermal spikes need not be caused

strictly through electronic heating and thermal spikes due to nuclear stopping occur in various ma-

terials, which can lead to localized melting and viscous flow [107, 108] or even localized evapora-

tion [109], thereby requiring the use of MD or intermediate models. These thermal spike models are

of interest to SIMS applications and as basic science.

Another application of MD to simulate sputtering is in the simulation of cluster bombardment for
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SIMS. At times in SIMS a cluster of numerous atoms forming super molecules such as C60 are

used instead of single ions in order to increase sputter yield and decrease substrate damage [110].

These many-bodied clusters represent a clear field for MD with a good industrial applications back-

ground. Furthermore, when sputtering polymer targets, it is possible that the ejecta are not simply

the constituent atoms but actually organic molecules [111] whose complex structure requires careful

many-body simulation due to the wide variety of excitation modes present in large organic molecules.

Finally the strength and weakness of MD is that it has explicit atomic positions and thus an explicit

set of initial conditions which may or may not be physical. A physical ensemble of the initial positions

can be produced through the use of simulated annealing, whereby a physically reasonable amount

of entropy is added to the system through thermal vibrations. In recent times it has been possible to

simulate the evolution of the free sputtered surface, whereby surface topography can be realistically

created from a virgin surface due to simulated ion bombardment [112]. This simulated surface topog-

raphy is of course computationally expensive and care must be taken to determine how sensitive a

given simulated property is to the simulation initial conditions.

1.2.4.2 Binary Collisions

There are a number of BCA software packages that are available and used in the community. The

most well known are MARLOWE [113] and TRIM.SP [114], though this work uses the less well

known but mature package of IMSIL [115]. All of these packages function as Monte Carlo (MC) sim-

ulators whereby a large number of deterministic calculations with one or more random components

are performed in order to study the statistical behavior of systems. In these simulations a simulated

ion trajectory meets the simulated surface which can be crystalline or amorphous; in the simplest

case of a monocrystalline target at zero temperature the simulation can be deterministic after the

first random selection of the impact parameter; however, finite temperatures and amorphous targets

act to decrease the determinism. The collision cascade is simulated in a sequential binary manner,

whereby only a single collision between a single pair of atoms is simulated at any given time. Subse-

quent collisions are simulated in an arbitrary sequential order as defined by the simulation package,

e.g. MARLOWE always evaluates the highest energy projectiles first.

Contrary to the case of MD, BCA simulations are inherently time-independent. Collisions are

assumed to occur in zero time and no effort is made to track the dynamics of the projectiles be-

tween collisions. Each collision results in a new direction and energy for the two collision partners.

This information and the position is the only information needed to continue generating collisions in

a crystalline or amorphous material. As the projectiles are assumed to travel on their asymptotic

trajectories, the simulated paths of the atoms involved in a collision cascade (between intermediate
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collisions) are straight lines. This asymptotic approximation is known to be less accurate at lower en-

ergies (single eV) due to both computational precision and an increased effect of multi-body effects

at lower energies [98,116]. Surprisingly however, BCA simulations still show very good agreement to

experiment with better statistics than MD can usually provide due to being 4-5 orders of magnitude

faster.

Historically, most of these simulation packages were developed in order to simulate the range of

ions in matter as applied to damage∗ and doping. In order to use the BCA to simulate sputtering, one

must carefully track the energy and direction of projectiles as they near the surface. The detection of a

sputtering event is usually used with a planar surface binding energy potential, whereby a projectile is

sputtered if its perpendicular energy component exceeds a predefined or calculated surface binding

energy. Work has been done showing the limitations of the planar surface potential in certain systems

[117]; however, as mentioned, BCA has been shown to be reliable as compared to experiment, even

in the case of sputtering.

A recent development in the class of BCA simulations are simulations attempting to couple sec-

ondary electron emission with traditional BCA simulation, which determines the distribution of ion

energy into the target. These simulations considering secondary electrons, of which a notable ex-

ample of the type is the code IONiSE [118], are valuable because they approximate the emission of

secondary electrons, which enables in-depth analysis of SIM effects and additional simulations of the

mechanisms governing gas assisted deposition where secondary electrons are known to play a role

in precursor decomposition†. IONiSE makes use of a pseudo-empirical law to relate the statistics of

secondary electron emission with energy deposited in the target by the ion, both due to nuclear and

electronic stopping [118]. These simulations are especially useful for simulating gas assisted deposi-

tion by light noble atoms such as helium [119] and neon [120], which represent a recently developed

technique enabled by the development of bright and stable GFIS.

A final interesting class of BCA simulation are those so-called dynamic simulations, an egregious

misnomer because of the assumed time independence of the BCA; in these simulations the simulated

material is allowed to generate a history and change between impacts. There are dynamic simulation

packages based on all of the aforementioned BCA codes (including MARLOWE [121] and IMSIL [122,

123]) though Tridyn [124] based on TRIM seems to be the best known. These dynamic simulation

codes can allow the direct simulation of the surface evolution as well as effects of radiation-induced

∗Damage here is referring to the disruption of the crystalline lattice through the introduction of sufficiently many defects (in
the form of vacancies or interstitials or clusters thereof) so as to permanently change the lattice and thereby the physical or
electrical properties of the crystal.
†The importance of secondary electrons for gas assisted deposition very much depends on the exciting particle; for instance

electrons and light ions, due to their greater degree of surface interaction, produce many energetic secondary ions that can
lead to precursor decomposition. With heavier ions it is possible that secondary electrons are produced deeper in the target
and may not reach the surface whereby the location of the ion impact should dominate the growth rate.
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mixing. The dynamic simulations function by subdividing the simulation volume into regions (cells)

and tracking the concentration and species of implanted or displaced atoms and vacancies. After a

predetermined number of simulated ions these cells undergo a relaxation step to allow for volume

changes. Physical properties of any intermixed cells, e.g. the surface binding energy of a silicon cell

with a high gallium concentration, are handled through interpolation. A drawback of the cellular Monte

Carlo method is that sufficient particles must be modeled for each affected cell, thereby leading to

a trade-off between computational speed and simulation noise or resolution. Furthermore, the only

mechanism of atomic displacement is the collision cascade leading to the loss of bulk properties such

as relaxation due to stress or strain; although recent work has been done to couple bulk properties

to dynamic BCA simulations in the simulator IMSIL [125].

1.2.4.3 Continuum models

Sigmund’s work made use of transport theory to derive a set of analytical equations that describe

sputtering in a continuous amorphous or polycrystalline medium which show good agreement with

experimental data in the medium energy range ~1 keV to 1MeV [97]. Later work was done to develop

a semi-empirical model to predict the sputtering yield with respect to the ion energy [126–128], exper-

imental data in this work was supplemented with BCA simulations. Additionally these semi-empirical

models address the failure of the Sigmund model to correctly address the decline in sputtering yield

at glancing incidence angles; without the changes introduced the calculated sputter yield does not

return to zero for extreme glancing angles [129]. These semi-empirical models were later extended

and revised to better handle low energy angular distributions of sputtered ions [130]. These ana-

lytical and semi-empiric models offer the advantage of being directly calculable, which makes them

enticing as an input for topographical simulations, however even in the mature models shown in the

later works [130] there still exist deviations from the experimental and simulated data.

While surface topography can be simulated atomistically, as in the case of the large scale MD

simulations [112], the memory requirements of keeping track of individual atoms quickly becomes a

limiting factor; therefore, it is necessary to use continuum approximations when large topographies

are to be simulated. There exist a number of approaches that have been used to map the evolution of

topographies to a continuous medium, however all of them make use of spacial discretation . There

are three commonly used methods for tracking the evolution of the target topography in these spacial

discretations, namely three-dimensional cells, level-set, and strings.

A cell-based approach is often used in dynamic-BCA simulations as it enables the tracking of ma-

terials changes inside of the target; additionally, BCA simulations explicitly consider the bulk nature of

the target. In this method a grid of rectangular or rectangularly prismatic cells is used to represent the
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simulation volume [123,131]. As the simulation progresses, atoms and ions are sputtered, implanted,

and redistributed among the cells. A relaxation step is taken at intervals to adjust the volume of each

cell to match the mass of atoms attached to the cell, in this method empty cells can be reduced

to zero volume thereby creating topography. A drawback to this method comes from the prismatic

cells which introduce corners and therefore noise at the interface; however, if the grid is chosen to

be small enough the discretation errors can be safely ignored. As with the case of the atomistic

MD simulations, the memory requirements for a large grid are non-negligible, though this method,

when coupled with BCA simulations, implicitly handles higher order effects such as redeposition and

reflection of ions.

The level set approach represents an alternative method to string methods (see the following

paragraph) for tracking the evolving topography in continuum simulations. The level set method

implicitly handles difficulties such as cusps and merging topographies and has been demonstrated for

focused ion beam simulation [132]. The technique is highly used in the field of semiconductor process

modeling and offers many opportunities to simplify the simulation of 3D topographies. Specifically,

level set methods enable the direct simulation of intersecting cuts in a self consistent manner, without

resorting to the use of heuristics to determine the correct reconstruction method for overlapping string

domains. The simulation of cuts is expected to be useful in simulating FIB processes such as lift-

out TEM sample preparation (section 1.1.2.2) and cutting post processing as associated with MEMS

construction (section 1.1.2.5).

String methods represent the other extreme of simple methods used for tracking the evolution of

FIB surfaces; these methods explicitly track the interface between the substrate and the vacuum as

represented by a set of nodes connected by line segments of some dimensionality. In many cases

the nodes are connected by linear line segments; however, there are also examples with higher

order approximations [133]. This method is extensible to both 2D and 3D simulations, though the 3D

examples require careful handling of the triangularization [134] in order to stay memory efficient. The

alternative to triangularization is to do a naive implementation using a grid of 2D strings which scales

as the product of the number of horizontal and lateral nodes composing a string. As described in

section 2.2.4 it is generally desirable to maintain a fixed surface spacing between grid points, which

with a naive 3D implementation leads to the addition of M nodes for every additional node added to a

string ofN nodes on aN×M surface grid. In string methods the surface is advanced either by moving

the nodes [115,129,135,136], usually along an angle bisector, or by moving the segments [135]. The

velocity of the nodes or segments is calculated over a discrete time step by associating a volume

with each node and adjusting that volume by the mass transfer due to sputtering or redeposition.

The string approach is compatible with shadowing and higher order effects such as redeposition,
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and reflection [137] though they must each be explicitly handled in the mass transfer equations.

The string approach is used in the majority of FIB simulations that do not explicitly conduct BCA

simulations between time steps and even in certain cases where BCA simulations are conducted

between time steps [134].

1.2.5 What is this Work?

The work presented herein describes a continuum topography simulator (referred to in this text as

TopSim) whereby a string method is used to track surface advancement in two dimensions; the

model presented takes into account sputtering due to primary FIB ions, redeposition of target atoms

along the trench, secondary sputtering due to both reflected ions and energetically sputtered target

atoms, and redeposition due to both sputtered atoms and reflected ions. Sputtering yields are pre-

calculated from statistical significant simulations conducted with the BCA simulator IMSIL [115] and

special care is taken to ensure that the simulated ion behavior is physically relevant at normal and

glancing angles. This relevancy is obtained through careful comparison with experimental sputtering

yield data. Additionally, a method of inverse modeling to determine ion beam dose profiles required

to produce user defined topographies is presented.

There exists previous work in the field of FIB topography simulation, notably the work presented

in the references of the previous section with respect to continuum models. This work is an exam-

ple of a subclass of hybrid simulations where physical sputtering properties are derived from BCA

simulation instead of analytical, empirical, or semi-empirical inputs. The hybrid approach offers the

significant advantage of being tunable to different ions, targets, and energies, simply by changing the

parameters of the BCA simulation; additionally BCA simulations provide significantly more data with

respect to the population distributions of sputtered and backscattered species than can practically

be obtained with experimental techniques. Of this class of hybrid FIB topographical simulation there

exist further examples of 2D and 3D simulators with both offline [132,138–143] and online [134,144]

BCA simulation, with the distinction arising from whether sputtering properties are pre-simulated for

a representative target element or whether BCA simulations are conducted for sub-domains interme-

diately inside of the topography simulation. This presented work is a 2D offline simulation, though a

subset of features are also available for use in 3D topography simulations.

1.2.5.1 The Hybrid Approach

Details of the hybrid simulation model will be communicated in the following chapters, with chapter 2

beginning with a description of the general process for modeling the mass transfer and topography
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simulation using a simplified model that does not attempt to resolve the effect of sputtering due to

sputtered particles. This simple model is presented first, as it lays much of the groundwork for the

self-sputtering model and presents interesting physical effects, while having the advantage to be

clearly and concisely described. The physical inputs for the model will be discussed in passing in this

chapter but will be examined in greater detail in a later chapter (chapter 4).

In the last presentational chapter, chapter 5, the extension to the model required to simulate the

sputtering due to sputtered atoms will be explained. The addition of a second sputtering species

and the consideration of the angular energy distributions of sputtered atoms and backscattered ions

necessitate several additional levels of complexity as compared to the simpler model presented in

chapter 2. The nomenclature of the mass transfer equations is therefore changed between chapter 2

and chapter 5, where, in addition to the formulation of the model, simulations based on this enhanced

model will be demonstrated. It will be shown in chapter 5 that there exists evidence suggesting that

self-sputtering does occur in certain geometries, namely that the commonly accepted high order

sputtering terms of redeposition and sputtering by backscattered ions are insufficient to explain the

types of micro-trenching seen in certain experiments.

1.2.5.2 Inverse Modeling

An inverse modeling technique making use of the topography simulator is demonstrated in chapter 3

by means of which dose profiles may be optimized for user-defined geometries. This example pro-

vides a valuable tool that could have the future power to enable the direct engineering of structures

formed by FIB. In this research it is also important because it highlights a shortcoming of the simpler

model that neglects self sputtering. Through the use of the inverse modeler it is possible to derive

dose profiles that result in the milling of shapes with very straight and well-defined sidewalls while

directly compensating for the earlier, well characterized effects of redeposition and sputtering by

backscattered ions. Existence of the inverse modeler provided the catalyst that lead to the collection

of experimental evidence indicating that additional unaccounted for sputtering might be occurring.

These experiments, which did not exhibit the modeled response, prompted the development of the

self sputtering model presented in chapter 5.



Chapter 2

Forward Modeling

This chapter presents the general model used for topography simulation of focused ion beams in 2D.

Specifically, a monoenergetic model is presented here that does not discriminate over the energy of

either backscattered ions or sputtered atoms; this model is sufficient for most topography simulations.

An energy-resolved model is presented in chapter 5 wherein special attention is paid to the energy

of sputtered and backscattered particles, thus enabling the simulation of sputter events caused by

sputtered target atoms. This energy-resolved model is the logical extension of the monoenergetic

model and the comparative simplicity of the monoenergetic model is superior for the purpose of

explaining the underlying concepts of the simulation; additionally, most of the work presented in this

dissertation was completed using a variant of the monoenergetic model.

The models presented in this work are part of the software package TopSim, which is implemented

as computer code in the interpreted language Python [145] (version 2.7). TopSim refers to a software

package comprised of both the forward modeler (presented in this chapter) and the inverse modeler

(presented in chapter 3). Python is chosen as the language for implementation as Python represents

a nice balance between readability, maintainability, clarity, and numeric performance [146]. Python

allows for high-level abstraction of concepts and data-structures while also providing the capability for

performance optimized numerical routines through packages such as NumPy [147] and SciPy [148].

As this work is performed in an educational setting at a university, the clarity and extensibility of the

underlying language is particularly valuable, as multiple generations of students could conceivably

contribute to a single code-base. Python in particular is strong for readability as it enforces strict rules

for white-space, which guarantee a level (albeit sometimes low) of code formatting and unified style.

This project is the extension of a pre-existing Python reimplementation of the IonShaper [115] code,

which contained a functional model for beam-sputtering with simple cosine redeposition which has

since been extended as described in this chapter, coupled with inverse modeling (chapter 3), and

25
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Figure 2.0.1 – A schematic sketch of the 2D string model used to simulate topographies in TopSim. The
string is made of up nodes (light blue circles) which contain geometric and materials information used along
with the equations of motion to calculate the displacement of nodes during a given time-step.

further extended to model energy-resolved reflexive-sputtering (chapter 5).

Topographical simulations in this work were carried out using a string model made up of attribute

containing nodes connected by simple line segment representing the time advancing surface (see:

figure 2.0.1). A discrete ion dose is applied to these nodes by mapping a hypothetical spacial dose

distribution simulated by a number of Gaussian beams representing pixels specified to a FIB. The

spacial dose distribution may be time-dependent but is often assumed to be time-invariant in order

to use the approximation of an overlapped beam profile which is valid for fast FIB scan rates. Use of

the overlapped beam profile allows for the decoupling of the beam advancement from the simulation

of the surface advancement which enables the use of more aggressive time-steps in the simulation

of the topography evolution. The model is therefore a doubly discrete simulation in time and space;

in each time-step a spacial dose is applied proportional to the product of the simulated beam current

and the time-step, this dose results in mass redistribution (governed by the equations of motion:

section §2.1) and loss by sputtering which is spatially sampled at each node, resulting in velocity

driven by the change in volume at the node. Nodes move a distance along their normals determined

by the velocity and the time-step. In this manner the evolution of the topography is simulated over

time.
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The chapter is presented in five parts. Initially the equations of motion are given and described

highlighting the phenomena of direct sputtering, sputtering by backscattered ions, and the redeposi-

tion of target atoms sputtered by both phenomena. The second part focuses on the properties of the

spatial discretization or gridding, the third section presents representative examples of the statistical

functions used in the equations of motion for the system of 30 keV gallium ions impinging on a silicon

target. In the fourth section representative simulation results will be shown. Finally the strict angu-

lar dependence of the model will be used to show that a scaling relation exists for results, allowing

simulation results to be scaled across time and space.

2.1 Equations of Motion

The topographical simulation of focused ion beams makes use of physical equations of motion that

track the transference of matter from one sampling point to another sampling point across the simu-

lated topography. Of note is the fact that no attempt is made to spread received or emitted flux across

multiple nodes; each node in this simulation is a point-like sink or source, making this specific form

of simulation strictly local. A non-local simulation [115] would account for the lateral displacement of

ejection sites resulting from the finite volume of the recoil cascade.∗ However, as the projected range

of gallium in silicon is ≈30nm, there remain a number of applications where non-local effects can be

neglected. One notable exception is the simulation of gas-assisted deposition or etching, where it

has been shown that the non-local effects can be significant. For systems with features larger than

tens of nanometers the local model is sufficient.

∗The volumetric energy distribution, as defined by the recoil cascade for a specific energy-species pairing, has a character-
istic shape and if that volume were to be truncated due to surface curvature (or conversely if the path length to the surface were
to increase), the BCA derived sputtering yield would no longer be precise. Coarse and large scale simulations, as presented
herein, should be unaffected; however, the Ebm paper [115] was concerned with the simulation of gas assisted processes
where a strictly local model is not appropriate.
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2.1.1 Beam Sputtering Flux

Figure 2.1.1 – A sketch showing the procedure for calculating the sputtering due to beam ions. The
overlapped dose profile for the timestep is discretized over the nodes of the string providing a dose per
node. The incidence angle θ is used with equation (2.1.1) to calculate the number of target atoms sputtered
at a given simulation node.

The flux of sputtered atoms due strictly to direct sputtering by the ion beam in the simulation is

governed by equation (2.1.1) which describes the flux of sputtered atoms Fsput produced by the beam

flux Fion impinging a surface element of the target with an incidence angle of θ (figure 2.1.1) [where

the incidence angle θ is defined as the deviance from perpendicular, wherein an ion beam impinging

the target perpendicularly would have an incidence angle of 0°]. Beam sputtering is dependent on

the geometric projection of the beam exposure area on the surface as indicated by the cosine term.

Fsput1(S1) = Fion · Ysput(θ) · cos(θ) (2.1.1)

Beam sputtering, also referred to as first-order sputtering by ions (first-order sputtering), is mod-

eled as depending solely on the topography, the dose profile, and the sputtering yield Ysput(θ) . The

sputtering yield is unique for a given ion-target pairing and is derived from BCA simulations using IM-

SIL, though the sputtering yield can also be measured experimentally with high precision. Example

sputtering yield data will be shown in section 2.3.1.1 on page 39.
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Figure 2.1.2 – A sketch showing the procedure for calculating the portion of redeposition flux arriving at the
destination node D1 due to sputtering that occurs at the source node S1. Note that the total redeposition
flux arriving at D1is the summation over all source nodes. The angular distribution for the redeposition flux
is indicated as a blue polar plot at S1, note that for this incidence angle there exists a degree of asymmetry
and additionally a visible peak near the expected angle of a specular reflection. This peak is caused by
target atoms sputtered due to early collisions with the ion. These so called first-knock-on occurrences have
a distinct energy signature and will be further discussed in a later chapter (appendix A).

2.1.2 Redeposition Flux

As atoms are sputtered from the target, they escape to vacuum with a given angular distribution

fsput(γ, θ); if these atoms encounter no other surfaces (as in the case of initial sputtering from a

virgin surface) then all of the matter comprising the beam sputtering flux Fsput is removed; however,

if there exist surfaces in these paths, these surfaces will receive matter in the form of atoms sticking

to the visible surfaces. The redeposition flux Fredep (shown in blue in figure 2.1.2) is therefore strongly

dependent on the simulated topography. A commonly used function for approximating the sputtering

angular distribution fsput(γ, θ) assumes a cosine relationship of the form c1 · cosn(γ) which presents

the advantage of being independent of the incidence angle θ; however, it will be shown in 2.3.2.1

on page 42 that this approximation is only remotely valid near normal incidence and preserving the

θ dependence is valuable when feasible. The redeposition flux is characterized by equation (2.1.2).

Where l(S1)represents the length (area in 2D) of the node S1and d(S1, D1) represents the distance

between nodes S1 and D1.

Fredep1(D1) =
∑

visible S1

Fsput1(S1) · fsput1(γ, θ) · cos δ · l(S1)

d(S1, D1)
(2.1.2)

It should be noted that the sputtered atoms comprising the sputtering angular distribution fsput(γ, θ)
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Figure 2.1.3 – This sketch shows the calculation for sputtering by backscattered or reflected ions (flux
indicated by a red arrow) at a destination point D1, as in the case of the redeposition flux; the total sputtering
at the node D1 is the sum across all source nodes. Note that the backscatter angular distribution (red polar
plot) is significantly less symmetrical as compared to the sputter angular distribution (blue polar plot); it
should also be noted that both distributions are normalized and the absolute magnitudes are incomparable.

are not mono-energetic as was the case with the ions that make up the primary beam sputtering flux.

These sputtered atoms not only vary in the direction with which they leave the target, but also in the

energy that they carry in the form of velocity as they are ejected into vacuum. The implicit assump-

tion used in this formulation of the redeposition flux is that all ejecta leave with low energy and upon

any further interactions with the target topography result only in redeposition, sticking to the target

producing a positive matter gain at the node. For many cases this assumption is reasonable as more

than half of the sputtered atoms retain energies of less than 20 eV (figure 5.1.2), however as will be

shown in chapter 5, there are situations when this assumption breaks down.

2.1.3 Sputtering by Backscattered Ion Flux

Incident ions are not implanted with one hundred percent efficiency; especially at the low energies

simulated in this work, a certain fraction of ions will experience collisions that lead to a reversal of

their initial velocity vector and through subsequent collisions reach the surface with sufficient energy

to escape the surface binding energy. These so-called backscattered ions, because they are scat-

tered back into the direction from which they came, often (quantified in chapter 5) have sufficient

energy to stimulate further sputtering. In the monoenergetic model presented in this chapter it is

assumed that ions lose negligible energy when they are backscattered, though an energy-dependent

model is presented in chapter 5; the flux of target atoms removed by these backscattered ions is

modeled with equation (2.1.3) and equation (2.1.4). Where the flux of backscattered ions (equa-



2.1. EQUATIONS OF MOTION 31

tion (2.1.3)) is calculated analogously to the flux of atoms sputtered by the beam (equation (2.1.1))

with the substitution of the ion backscatter yield Yback(θ) for the sputter yield Ysput(θ). The sputtering

caused by these backscattered ions is calculated by equation (2.1.4), which is itself analogous to the

redeposition flux (equation (2.1.2)) with the notable substitution of the backscatter angular distribution

fback(α, θ) for the sputter angular distribution and the addition of a sputtering yield at the destination

Ysput(β), which is necessary as the backscattered ions are not simply redeposited but also cause

additional sputtering at the destination (figure 2.1.3).

Fback(S1) = Fion · Yback(θ) · cos(θ) (2.1.3)

Fsput2(D1) =
∑

visible S1

Fback(S1) · fback(α, θ) · cosβ · l(S1)

d(S1, D1)
· Ysput(β) (2.1.4)

Both the backscatter yield Yback(θ) and the backscatter angular distribution fback(α, θ) have char-

acteristic shapes that are different from those of their sputtering counterparts, and the features of

these functions will be discussed in greater detail in 2.3.1.2 on page 39 and 2.3.2.2 on page 44

respectively.

2.1.4 Redeposition of Atoms Sputtered by Backscattered Ions

As the backscatter sputter flux causes an additional mechanism for the removal of mass, there must

also be opportunity for these atoms to be redeposited in order to maintain the conservation of mass in

the simulation. This final redeposition step uses the cosine approximation for the angular distribution

of sputtered ions as the full calculation of the redistribution flux is computationally expensive and this

is taken as a valid approximation in the final low magnitude term of the model (see the cyan angular

distribution shown in figure 2.1.4). The equation (2.1.5) shows the formula for the flux of redeposited

atoms sputtered by backscattered ions Fredep2 , which is directly analogous to equation (2.1.2), with

the sole differences being the coordinates and angles and the substitution of c1 · cosn(ε) (where n is

the power of the cosine used and c1 is a scaling prefactor , which for 2D simulations is n = 1, c1 = 1
2 )

for the sputtering angular distribution fsput(γ, θ).

Fredep2(D2) =
∑

visible S2

Fsput2(S2) · c1 · cosn(ε) · cosϕ · l(S2)

d(S2,D2)
(2.1.5)
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Figure 2.1.4 – A sketch showing the geometric arrangement and angular distributions used with the equa-
tions of motion presented in this chapter. Note the addition of the term for redeposition due to sputtering by
backscattered ions; also note the three angular distributions shown: sputter blue, backscatter red, and the
cosine cyan approximation.

2.1.5 Fluxes to Motion

In the preceding paragraphs a system of matter fluxes was presented that can be used to model

the manner in which matter is instantaneously displaced across a given topography; however, the

evolution of the topography has not yet been thoroughly described. The fluxes hitherto described

(the primary beam sputtering flux: Fsput1(Si) , the first order redeposition flux: Fredep1(Di) , the

second order sputtering flux by backscattered ions Fsput2(Di) , and the second order redeposition

flux due to sputtering by backscattered ions Fredep2(Di)) possess the units of number of target atoms

per square nanometer per second ( N
nm2·s ). After the fluxes have been calculated across all nodes

for a given spatial configuration of nodes it becomes possible to convert this collection of fluxes into

a node velocity as shown in equation (2.1.6)∗ by making use of the inverse of the atomic density

of the target υtarget as defined in cubic nanometers per atom (nm
3

N ), thereby yielding a velocity with

units nm
s . This velocity can then be multiplied times the current time-step to yield the distance a node

moved along its surface normal (see section 2.2.1) over a given time-step.

V (Si) = υtarget · [−Fsput1(Si) + Fredep1(Si)− Fsput2(Si) + Fredep2(Si)] (2.1.6)

As a convention, sputtering fluxes are taken to produce a negative velocity (corresponding to

material loss at the node). However, due to the choice of coordinate systems used within TopSim, it

∗The nomenclature changed in this equation and no differentiation is made between source nodes and destination nodes.
This is due to the fact that every node has the opportunity, except when constrained by visibility, to be both a source and a
destination.
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is necessary to negate the displacement internally in order to produce the expected behavior whereby

trenches trend toward greater negatives heights as their maximum depth is approached.

2.2 Gridding

Once the beam effects have been considered it is necessary to have a well-behaved scheme for track-

ing the topography evolution of the simulated surface. The grid which defines the simulated surface

exists as its own conceptual and computational object. This grid must serve two purposes; it must

enable the simulation of the physics described in the preceding section, and it must evolve through

time in a numerically stable manner. Gridding refers to the conceptual and algorithmic process of

defining and evolving the collection of interconnected nodes through the course of a simulation. The

gridding strategy used here is a string based model with linear line segments connecting points. As

the geometry only changes after the successful completion of a time-step, node properties derived

from the geometric state are stored for each node on the string. This decoupled calculation of the grid

properties is computationally more efficient due to the avoidance or recalculation of static parameters

and performance increases due to the use of vectorizable† forms.

2.2.1 Definition of the Surface Normal at the Node

It is advantageous to pre-calculate the surface normal at each node as this vector is used both for

the advancement of the surface (which moves along the surface normal in proportion to the volume

gain or loss) and in calculating the incidence angle between the beam components (see figure 2.1.4)

and the surface. The strictest geometrical definition of an equivalent normal vector at the node would

be the angle bisector. Note that mathematically the first derivative is discontinuous at the nodes of a

piecewise linear function like the one used in this string model. There has been work done to develop

a surface model that does not exhibit these discontinuities [133]; however, this higher order surface

model is not yet available in TopSim. In this work the angle bisector is further approximated through

the use of a normalized 90° rotation of the vector connecting a node’s left and right nearest neighbors.

This approximation approach, demonstrated in figure 2.2.1, is both computationally more efficient

and numerically stable as it avoids an additional vector normalization step. As compared to the angle

bisector approach, which was also implemented for testing, there is no apparent functional difference

between the two calculation methods under normal simulation circumstances. This rotated-vector

†Vector here refers to the computational concept whereby a single operation is carried out in parallel across multiple data
entries using a single instruction as a SIMD instruction.
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Figure 2.2.1 – A sketch showing how the surface normals are calculated at the node (in gray). Note that
this is not a strict angle bisector calculation. Also shown (in blue) is the calculation for the associated length
for a node.

approach is robustly defined for every node point except the end-points of a given string. Edge cases

presented by the two endpoints are handled by mirroring the existing neighboring segment.

2.2.2 Length-Segment Calculations

As this text focuses on the 2D model, each node contains an effective length for the segment, as was

shown in equation (2.1.2), equation (2.1.4), and equation (2.1.5), this is a length in the 2D simulation

because a virtual depth into the simulation plane is used. In 3D this length-segment quantity would

be contained in the equations as an actual area. The length associated with each node is defined as

the arithmetic mean between the length of the segment to the left and the segment to the right of the

node in 2D (shown schematically in figure 2.2.1). Practically, scan profiles used in 2D simulations to

be compared to experiment often assume a large number of pixels projecting into the simulated plane

as simulated structures are usually trenches or troughs. In 3D there exist length segments in both

directions, the resulting area of the quadrilateral defined by these two orthogonal length segments is

trivial to compute.

2.2.3 Loop Avoidance

A drawback of string methods is their susceptibility to loops (see figure 2.2.2); loops are avoided in

this simulation by ensuring that the X-axis coordinates remain sorted and interpolating the location on
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the Z-axis∗ of nodes back to a predefined grid on the X-axis. If a cross-over is detected, the time-step

is halved and restarted from a point before the crossing occurred. A drawback to this requirement of

non-overlapping X coordinates is that it excludes the possibility of simulating overhanging structures.

However, for typical simulation structures of trenches, this limitation is acceptable. Due to the modular

nature of the simulation code, it would be possible to implement a different form of loop detection and

allow the existence of overhanging structures.

Figure 2.2.2 – An idealized sketch showing the evolution of a surface loop over a small number of time-
steps (indicated with red arrows). Loops are avoided in TopSim through the requirement that the horizontal
components of the surface nodes must always be increasing. If this condition is not met, the time-step is
reduced and the calculation repeated for the offending time segment.

2.2.4 Adaptive Gridding

Node density presents an outstanding problem for string models and most other finite sampling ap-

proaches. As the simulation of higher order effects such as redeposition and milling due to backscat-

tered ions requires the calculation of sum of the fluxes emerging from each node, additional nodes

represent a clear cost in computational efficiency. However, sufficient nodes must be used to ad-

equately represent the features of scientific interest; quite often the features of a simulated trench

wall are of scientific importance. In the simplest approach to grid specification, nodes are defined

upon initialization with a fixed linear spacing in the horizontal axis. This presents problems at trench

sidewalls as the euclidean distance between grid points increases with increasing depth for a fixed

grid. Node-crowding, defined as the uneven or suboptimal distribution of nodes along the bottom of

a simulated trench with respect to the density along the sidewalls (shown in figure 2.2.3) results in a

conflict between resolution and computational efficiency. To address this problem, an adaptive grid

is defined along domains that attempts to maintain a fixed two-space (three-space in 3D simulations)

distance between nodes as defined by the segment length. This distance is maintained through

the addition and deletion of intermediate nodes. Furthermore, adaptive grid regions can be spec-

∗This is the first place that named coordinates are used (see 2.2.1), the assumed axis used for these simulations is a
rightward positive X axis and a virtual Y axis going into the simulation plane, the Z axis follows the right-hand rule, and 2D
simulations are carried out on the X-Z plane.
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Figure 2.2.3 – Simulation results from two nearly identical TopSim simulations: The left blue curve is
conducted with a fine fixed grid (lateral spacing: 2 nm), the right red curve is conducted with an adaptive
grid (target distance between nodes: 2 nm). Note that the nodes shown as crosses are equally distributed
along the sidewall in the adaptive simulation. The fixed grid simulation shows strong node-crowding.

ified piecemeal across the simulated dimensions with different target densities in different regions.

Through use of the adaptive grid, sufficient node density can be guaranteed in the area of interest

without needlessly inflating the total number of simulated nodes.

2.2.4.1 3D Gridding

The adaptive gridding algorithm presented also functions in 3D, but with greatly reduced efficiency

due to the fact that each additional horizontal or lateral node generates a complete string of nodes

that often extend out of the spacial volume needing refinement.
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Figure 2.2.4 – A 3D simulation including simple cosine redeposition and an adaptive grid run to saturation.
A 5nm beam is simulated scanning a 12x12 pixel region with a 1.25x1.25nm pixel spacing a target maxi-
mum segment length of 5nm is specified for the adaptive grid. Note how the adaptive grid is denser along
the corners of the box-mill; these additional grid lines are required to provide additional resolution along the
long sidewalls of the milled hole.

This limitation of the simple 3D-adaptive grid is demonstrated in figure 2.2.4. When this simple

adaptive grid is used in 3D, additional lines of nodes must be inserted at the edge of deep features.

A Quadtree [149] or triangulation approach, as used in other sputter simulators [134], would greatly

increase the efficiency of the 3D simulations conducted in TopSim. Due to the modular nature of

TopSim it is conceivable that an extension utilizing one of these methods could be implemented;

however, the emphasis of this work is on 2D simulations. In simple 2D simulations the 2D adaptive

grid is sufficiently efficient.

2.2.5 Materials Properties

When simulating heterogeneous targets, the materials properties of sub-volumes are described us-

ing spatially pre-defined materials volumes that have different properties. The materials properties

of a node; the density and physical sputtering properties including the sputtering yield, change as

the node moves through each material volume. Functionally, this is accomplished by updating the

material properties of each node after each completed time-step. Sub-volumes are described in a
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configuration file by defining rounded rectangular prisms that can be combined through binary arith-

metic. This approach works for the simulation of non-interacting inclusions; however, it neglects any

effects of ion-induced mixing, viscous flow, or ion-induced porosity and densification.

2.2.6 Visibility and Shadowing

All of the higher order fluxes (redeposition, backscattering, and redeposition from backscattering)

contain a term summing over the visible source nodes. Visibility is handled in two ways in the simula-

tion; one way is referred to as simple visibility, and the other uses rigorous shadowing. The shadowing

algorithm and the visibility algorithm are both described in appendix B, where the effects of each upon

simulated features are described. For symmetrical structures such as the trenches commonly used

as test cases in this work the error from using simple visibility over shadowing is minor. Furthermore,

the simple linear string algorithm used to track the surface evolution is known to occasionally be

unstable when the shadowing algorithm is used; especially in cases where an overlapped beam is

used. Therefore, in this work simple visibility is used for all presented simulations unless otherwise

noted; this choice has little effect on the simulation results as is shown in appendix B.

2.3 Typical Physical Inputs

The equations of motion make use of the sputtering yield Ysput(θ), the ion backscattering yield

Yback(θ), and the angular distributions of both sputtered ions fsput(γ, θ) and backscattered ions

fback(α, θ). These are implemented as spline fits in 1D or 2D of histograms obtained from the BCA

simulator IMSIL. The IMSIL data shown in this chapter represents a best current practices simulation

utilizing optimized simulation parameters including the simulation of surface roughness effects simu-

lated through the use of a density gradient model for surface roughness with a low density interface

layer that is 8.27 Å thick (section 4.4.2.1).

2.3.1 1D Spline Fits

The sputtering yield and backscatter yield can be adequately fit with a single spline apiece. A smooth-

ing criterion is chosen based on the statistical uncertainty of each simulated yield as a function of

incidence angle. Specifically the SciPy library function splrep [150], which itself is an implementa-

tion of smooth spline fitting routines for experimental data devised by Dierckx [151–154], is used to

generate a noise tolerant smooth spline fit of the BCA sputtering data taken from IMSIL. The fitting

algorithm makes use of a weighting variable uniquely describing each observation (here each sim-
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ulated sputtering yield for a given incidence angle) which in this case is taken to be the reciprocal

of the standard deviation of the simulated sputtering yield. This weighting function determines how

precisely the spline interpolation will seek to match a given point in the dataset. The advantage of

the resulting smoothing is that the primary drawback to spline interpolations, namely oscillations be-

tween observations, is avoided. A secondary visual check of the results of the spline interpolation

is also performed, which can indicate that a greater degree of sampling with respect to incidence

angle is required. A secondary advantage to using a smoothed spline representation is that the to-

tal number of spline nodes needed to represent a given quantity is minimized, thereby reducing the

computational overhead of the interpolation function.

2.3.1.1 Sputtering Yield vs Incidence Angle

The sputtering yield curve as a function of incidence angle Ysput(θ) is shown in figure 2.3.1. Raw

data as well as the error bars for a typical simulation and additionally the fitted spline are plotted in

figure 2.3.1. Error bars are exaggerated in figure 2.3.1 to be 100 times greater than the calculated

uncertainty in order to be visible. The error bars scale roughly with the sputter yield as these simula-

tions were optimized to produce a constant number of sputter events thus unifying later data analysis

of trajectory files. The vertical axis indicates the number of sputtered target atoms per ion arriving at

the proscribed incidence angle for the simulated target (silicon under 30 keV gallium bombardment

shown here).

In silicon under 30 keV gallium bombardment, the sputtering yield curve is characterized by a slow

increase in sputtering as the incidence angle increases away from perpendicular bombardment. As

the beam angle becomes more glancing, the interaction volume of the recoil cascade penetrates less

deeply into the target leading to a greater proportion of energy deposition near the surface, which

in turn leads to increased sputtering. The sputtering yield reaches a maximum as the fraction of

backscattered ions increases and energetic beam ions leave the target before exciting target atoms

over the sputtering threshold. As the incidence angle increases approaching parallel, the sputtering

yield trends towards zero as the incident ions are reflected from the target. As will be shown in

chapter 4, this simulated yield curve (shown for simulations utilizing a density gradient model of

surface roughness) compares favorably to experimental data.

2.3.1.2 Backscattered Ion Yield vs Incident Angle

The backscattering yield curve Yback(θ) shown in figure 2.3.2 indicates the fraction of ions that leave

the target after hitting the target. These simulations neglect the yield of previously implanted ions
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Figure 2.3.1 – A typical sputtering yield curve for 30 keV Ga on a Si target as generated by the BC Monte
Carlo simulator IMSIL. Surface roughness is simulated with a linearly decreasing atomic density over a
region 8.275Å thick. Error bars are shown magnified 100x.

and it will be demonstrated in chapter 4 that it is reasonable to neglect the intermixed ions.

The backscatter yield of 30 keV gallium on silicon is characterized by an initially small or zero

yield that increases with increasing incidence angle. The small or nearly zero backscattering yield

at perpendicular incidence angle is due to the high implantation fraction, which is in turn dictated

by the target-to-ion-mass-ratio and the bombardment energy. As the incidence angle increases and

becomes more glancing, more ions have the opportunity to leave the target as backscatter events.

The backscatter yield approaches unity as the incidence angle approaches 90°, the simulated surface

roughness used in this dataset retards the total reflection state indicated by a backscatter yield of

unity. In chapter 4 it will be demonstrated that a degree of simulated surface roughness is helpful in

reproducing experimental yields at extreme glancing angles.

2.3.2 2D Spline Fits

The angular distributions are normalized so that for a given incidence angle, the total probability

for sputtering across all exit angles is unity. This normalization agrees with equation (2.1.2) as the

sputter yield Ysput(θ) shown in equation (2.1.1) is explicitly decoupled from the sputtering angular

distribution fsput(γ, θ) , or analogously the backscattering yield Yback(θ) and the backscatter angular
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Figure 2.3.2 – A typical backscattering yield curve for 30 keV Ga on a Si target as generated by the BC
Monte Carlo simulator IMSIL. Surface roughness is simulated with a linearly decreasing atomic density
over a region 8.275Å thick. Error bars are shown magnified 100x.

distribution fback(α, θ). These 2D functions are dependent both on the incidence angle θ and the exit

angle α and therefore require interpolability on both variables necessitating the use of a 2D function.

2D splines or slightly modified splines are used in this work to meet these requirements; however,

full 3D simulations might require a more nuanced method.

As the characteristic shapes between the two demonstrated types of 2D distributions are very

different, a different fitting procedure is used for each distribution type with one procedure being

used for the angular distribution of sputtered target atoms and a slightly different procedure being

employed for the angular distribution of the backscattered ions. Furthermore, the precise standard

deviations for the bins of the simulated angular distributions for both sputtered and backscattered

atoms are not automatically obtained by the BCA simulator IMSIL; therefore, the weighting factor for

the smooth splines used in the fits must be estimated.

Efficient fitting of the angular distribution of the sputtered target atoms presents a challenge due

to the characteristic shape of the angular distribution. The first knock on peak (described in the next

section) presents itself as a sharp ridge along a smoothly curved hull that generally resembles a

cosine distribution. However, this ridge itself is extremely linear with respect to the incidence angle,

therefore allowing the approach used to fit the data, which is to extract the linear portion through
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detection of the peak, followed by fitting the peak and ridge separately and recombining them upon

evaluation. The remaining smoothly curved portion is fitted using the 2D version of splrep known

as SmoothBivariateSpline [155], both functions are part of the numerical python package SciPy. As

with the 1D spline fit described in section 2.3.1, smoothing is used to improve noise resistance with

sample weighting being determined using an estimate of the standard deviation∗. However, as there

are a greater number of partitions per simulated ion (as compared with the 1D case), the results are

often still noisy; therefore an enhancement factor† is often used in addition to the estimated standard

deviation where fit quality is confirmed by visual inspection of the plotted data.

Angular distribution data of backscattered ions presents a slightly different fitting challenge be-

cause of both the high dynamic range of the angular distributions on the α (ejection angle) axis as

well as noise due to the relatively low yield when compared to the angular distribution of sputter

atoms. The high dynamic range is addressed by fitting the natural log of the normalized distri-

butions, thereby smoothing the distribution to be fit. Upon evaluation, the interpolated values are

re-exponentiated in order to obtain unscaled results. Noise issues are dealt with through the use

of a decreased weighting factor (which leads to smoother fits) arising from an alternate estimate of

the standard deviation for the data‡ coupled with semi-automatic grid refinement. The increased

smoothing factor leads to a looser spline fit which is then procedurally refined through that addition

of spline knots in the regions of greatest error until the fit is judged to be sufficient by the operator

performing the fit. This semi-automatic fit is sub-optimal as it relies on operator judgment; however,

when good statistics are obtained through the simulation of millions of impacts, the initial fits can be

used without additional refinement. In order to enable the low level refinement of the 2D spline nodes,

the low level SciPy command bisplrep [156] is used instead of SmoothBivariateSpline when fitting

the backscatter angular distribution. Functionally, the algorithms employed in both library functions

are the same, SmoothBivariateSpline is simply a convenience wrapper for bisplrep.

2.3.2.1 Probability of a Sputtered Atom Emerging with an Exit Angle Due to Excitation by an

Ion with an Incidence Angle.

The normalized exit angle probability distributions fsput(γ, θ) are shown for a small number of inci-

dence angles as a polar plot in figure 2.3.3. A strict cosine distribution is plotted for comparison;

∗The standard deviation for the angular distribution of sputtered atoms is estimated to be
√
k

nions·binwidth
where k =

nions · binwidth · binheight, where each set of simulated ions and bins is defined per simulated incidence angle.
†The enhancement factor is used as a multiplier to the standard deviation, by increasing the apparent standard deviations

of the bins a greater smoothing factor is applied, thereby resulting in less apparent noise in the 2D spline fit.
‡The standard deviation used to fit backscatter angular distributions is approximated by 1√

k
, where k = nions · binwidth ·

binheight.
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Figure 2.3.3 – Normalized angular sputter distributions both as the fitted spline (solid lines) and raw data
in a polar plot. A cosine distribution is shown with a dashed line as comparison to the simulated sputtering
angular distributions, even perpendicular bombardment does not result in a perfect cosine distribution. It is
assumed that the beam enters the target from the left to the point located at the bottom center of the figure.
The ridge visible in many of the distributions (attributed to low order knock-on sputter events) necessitates
use of a modified spline.

notably the cosine distribution is an imperfect fit, even for theta equal to 0° with the cosine distribution

overestimating the angular distribution at glancing or near glancing exit angles. Also notable is the

systematic rightward shift as the incidence angle increases (corresponding to a counter clockwise

rotation to the left from perpendicular), this shift is due to the increased lateral energy transference

as the beam leaves perpendicular. At higher incidence angles (>50° in figure 2.3.3) an additional

peak is apparent in the angular distribution. This peak is widely attributed [157] to low order knock-

on events and the work presented in chapter 5 supports this hypothesis. This peak occurs around

the region perpendicular to the incident beam direction and increases in relative magnitude as the

incidence angle increases, continuing to increase even after the sputter yield peak. A special linear

region is added to the 2D spline used to fit this data to better represent this peak.

The entire interpolated sputtering angular distribution is shown in figure 2.3.4 where both the shift

to higher positive ejection angles with increasing incidence angle and the low order knock-on ridge

are plainly visible.
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Figure 2.3.4 – A contour plot of the modified 2D spline interpolation of the sputtering angular distribution
for 30 keV gallium on silicon is shown.

2.3.2.2 Backscatter angular distribution

This distribution is pointier and less diffused; there are very few counts for near normal incidence

angles due to the extremely small backscatter sputter yield at low incidence angles. It is therefore

necessary to fit a spline to the log(fback(θ, α)); some noise in the fit still remains at low incidence

angles; however, the probability distribution is later multiplied by the backscattering yield Yback(θ)

which is zero for these low values.

A polar plot of the exit angular distribution for a number of exit angles is shown in figure 2.3.5.

Notice that significant noise still exists in the lower incidence angles of 30° and 40°. This noise is

due to the high statistical unlikelihood of backscattering a 30 keV gallium ion from a silicon target

at that angle, the accompanying backscatter yield (figure 2.3.2) is still nearly zero for these angles.

The extremely sharp and pronounced rightward shift in the angular distribution indicates that events

where the ion is reflected along its incoming path are extremely rare even at less extreme incidence

angles. The entire interpolated backscatter angular distribution is shown in figure 2.3.6; note that the

sharply peaked distribution necessitates the use of a logarithmic color scale in the contour plot. This

sharp peak corresponds to the region of the backscatter yield at or near unity.

2.4 Typical Simulation Results

Simulations showing a reference trench with and without backscattering/second-order redeposition

and redeposition models are shown in figure 2.4.1. The results shown in figure 2.4.1 demonstrate
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Figure 2.3.5 – A polar plot of backscattered angular distributions for a number of incidence angles. The
cosine distribution is shown as a blue dashed line, the raw data is shown as points and the spline fit is
shown as solid black lines. Note how the rightward shift is highly pronounced in the backscatter angular
distribution.

Figure 2.3.6 – A contour plot of the 2D spline interpolation of the backscatter angular distribution for 30
keV gallium on silicon is shown; note the color scale is logarithmic. The distribution comes to a sharp peak
near an incidence angle and ejection angle of 90° as expected in the case of reflection or near reflection.
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the time evolution of a simulated trench milled with a current density of 5 mA · cm−2 across a scan

area of 2µm with a 15nm beam. For simulation efficiency the beam profile is simulated using an error

function beam that emulates the scanning of a 15nm beam across the 2µm scan area if the scan

were to be completed in an infinite number of passes. This approximation is known as an overlapped

beam where it is assumed that the spatial dose profile is independent of time and remains constant.

Further discussion of the validity of this approximation is discussed in section §3.4, on page 66.

The left side of figure 2.4.1 shows the evolution of the trench under continued exposure, the effect

of redeposition can be seen in the tapering of the trench that occurs with increasing dose. Target

atoms are redistributed according to their sputtering angular distributions (section 2.3.2.1) and those

that encounter trench sidewalls stick counteracting the milling from the beam. As the aspect ratio

of the trench increases the fraction of sputtered atoms that fail to escape into vacuum and thus are

redeposited increases; eventually the aspect ratio becomes significantly high that the fraction of un-

redeposited atoms becomes negligible and the trench ceases to increase in depth. This condition,

where milling ceases to continue, is known as saturation. The saturation point is not shown for these

simulations, although the continued narrowing of the trench walls in the later time slices previews the

arrival of saturation. However, as these simulations neglect the volume of implanted ions, it is thereby

impossible to simulate the steady-state condition where no further sputtering occurs in these simu-

lations; although, a similar reduction in milling efficiency occurs even in these presented simulations.

The second notable feature on the left side of figure 2.4.1 is the visible microtrenches exemplified by

the 12 second time slice; these microtrenches are caused by sputtering from backscattered primary

ions. Due to the highly directed shape of the backscatter angular distributions (section 2.3.2.2) the

additional sputtering caused by these backscattered ions is mostly focused on the trench corners.

Broad angle backscatter emission is found at less glancing incidence angles; however, this effect

is countered by the accompaniment decrease in the backscatter yield found near normal incidence

(figure 2.3.2). Therefore, the notable effect of including sputtering due to backscattered ions is the for-

mation of microtrenches caused by the pseudo reflection of primary ions off the sidewalls exhibiting

a glancing incidence-angle with respect to the ion beam.

The right side of figure 2.4.1 demonstrates the full sputtering model as compared to simplified

models considering only primary sputtering (dash-dotted lines) and only primary sputtering combined

with redeposition of sputtered atoms (dashed lines). When completely neglecting higher order effects

and considering only primary sputtering, an increase in relative sputtering efficiency is observed,

this increased efficiency continues to grow with increasing aspect ratio as redeposition plays an

increasing role when the aspect ratio increases. The relative milling efficiency between the model

including backscattering/second-order redeposition effects (solid line) and a model considering only
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Figure 2.4.1 – Typical results for a simulated 2 µm wide trench milled by a 15 nm beam with a current den-
sity of 5 mA ·cm−2 using gallium ions on a silicon substrate. The left figure shows an abbreviated time evo-
lution of a simulation model including primary sputtering, redeposition, backscattering, and second-order
redeposition. Notice that in the complete model microtrenches form, but as milling continues the trench
trends towards saturation. The right figure shows the differences between different model sophistications,
the complete model is shown as solid lines, a model considering only redeposition is shown with a dashed
line, and a simulation modeling only primary sputtering is shown as a dot-dashed line. These simulation
models are shown across three time intervals. Length and height scales are expressed in nanometers.

redeposition is demonstrably small neglecting the microtrenches discussed previously. However, the

addition of second-order redeposition (redeposition resulting from sputtering incited by backscattered

ions) leads to a visible narrowing of the trench width near the bottom of the simulated structure, as

is visible in the 12 second time slice. All of the fluxes considered in the model presented in this

chapter therefore show the expected effects with regards to topography simulation. However, as

more complex structures are simulated, the effects of the various model components become more

difficult to explain and predict, thus demonstrating the value of a functional simulation model.

2.5 Scaling Results

All four flux equations (equation (2.1.1), equation (2.1.2), equation (2.1.4), equation (2.1.5)) are in-

dependent with respect to length scaling, the fraction l(S1)
d(S1,D1)

(as seen in the projection term of all

the higher order fluxes) pertains only to the discretization of the grid; in fact the only places where

lengths enter the simulation are in the beam diameter (FWHM ) and the scan length (in 2D) ∆W §. It

is therefore possible to characterize simulation results for a simple trench by expressing them in terms

§These simulations maintain a constant beam fluence; therefore, the current is scaled with ∆W .
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Figure 2.5.1 – A demonstration of the geometric scalability of trench simulations using this local model.
The left side shows four simulations with a scan width to FWHM ratio (∆W/FWHM ) of 0.8 (∆W =25, 50,
100, and 200 nm; FWHM =20, 40, 80, 160 nm), while the right side shows simulations with a scan width
to FWHM ratio of 0.2 (∆W =100 and 200 nm; FWHM =20 and 40 nm). All simulations are carried out
on a fixed grid spacing and deviations are the result of discretization errors.

of ∆W/FWHM when that trench is assumed to be in the overlapped beam regime. This implies that

the movement of the beam is not so slow as to exhibit the snow-plow effect¶, and specifically that

it approaches the limit of removing infinitesimal portions of the target with each pass. This scaling

property of simulation results is demonstrated in figure 2.5.1, where good agreement is shown be-

tween simulations. The deviations between simulation results are caused by discretation errors that

result from the use of a fixed grid in all six of the presented simulations. These discretation errors

arise from the segment length that is used in the flux equations; however, the good agreement over

four orders of magnitude indicates that the grid is sufficiently fine.

This scalability of the model allowed for the study and characterization of the conditions required to

form microtrenches as shown in figure 2.5.2, where it is demonstrated that for certain scan beam ra-

tios and scaled total doses, microtrenches can be formed [136]. The formed microtrenches continue

to grow with increasing dose until the two wave-fronts meet and the microtrenches are saturated;

further dose reduces the height of the microtrenches until finally the typical V-shape of a saturated

trench emerges. This kind of analysis can be performed due to the geometric and strictly local nature

of the presented model; furthermore, for beam FWHMs greatly in excess to the ion range in the

target, this model should hold up experimentally as well.

¶When a slow moving beam is scanned across a target, the trench wall nearest to the direction of travel can develop a sharp
edge while the surrounding target material is softened by the effects of redeposition. This resembles the effect of pushing a
plow through snow where the snow directly in front of the plow is tightly controlled but excess snow is spread around, behind,
and to the sides of the plow. In FIB milling this effect leads to pattern asymmetry at lower scan speeds, even if the spatial dose
is kept constant.
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Figure 2.5.2 – A map of the scan width ∆W and beam width (FWHM ) ratios as compared to scaled
doses that lead to the formation of microtrenches. Three specific microtrench formations are expressed;
simple microtrenches, saturated microtrenches, and saturated trenches where microtrenches no longer
exist.
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Chapter 3

Inverse Modeling

Inverse modeling refers to the practice of finding a set of input parameters that yields a desired

solution in a complex system. In the case of FIB inverse modeling the input parameters are a set of

beam positions and dwell times that can be used to produce an arbitrary user-defined topography.

In this chapter an inverse modeling method utilizing the forward simulator TopSim will be described

and compared to experimental work showing the effectiveness of the method [158]. The chapter

will end with an experimental result that does not match the expected simulation; this anomalous

experimental result provides an impetus for the extended model presented in chapter 5. Inverse

modeling is therefore not only useful as a practical tool for developing arbitrary topographies in an

applications standpoint, but also as a mechanism to test the veracity of the forward simulation model

itself outside the bounds of simple test geometries.

3.1 Motivation

As was conveyed in chapter 1, FIB technology is interesting for a variety of reasons not the least

of which being its usefulness as a means to directly modify surface topographies through sputtering

or gas assisted techniques. However, this usefulness is limited by the fact that a large subset of

desirable topographies for applications are non-trivial to produce with a FIB due to complications

presented by a number of inseparable factors associated with FIB milling or deposition. As this text

focuses on sputtering, gas assisted techniques will be neglected; however, the factors that influence

and complicate sputtering include beam shape, dependence of sputtering yield on incidence angle,

effects from redeposition, and sputtering by reflected ions∗.

∗As will be shown in section §3.6, even higher order fluxes than those presented in chapter 2 may play a role in a certain
subclass of target topographies; chapter 5 is a preliminary exploration of a possible shortcoming of the model presented in
chapter 2.
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Specifically the beam shape, due to its non-uniform spatial distribution, acts to prevent perfectly

sharp interfaces between milled and un-milled areas. In the simplest approximation the beam shape

necessitates the modification of the spatial dose at the edges of milled areas. This modification is

usually accomplished through a scaling of the pixel dwell time. As the topography evolves from an

assumed flat 2D surface (though modification of nonplanar initial topographies is also possible) a

second complication of incidence-angle dependent sputter yield arises. In chapter 2, figure 2.3.1, it

was demonstrated that for 30 keV gallium on silicon the sputtering yield increases by nearly a factor

of 8x between normal incidence bombardment and the sputter yield maximum at an incidence angle

of approximately 80°; the spatial dose must therefore also compensate for the local incidence angle

as milling occurs. Finally, when fine beams are used with large scanning areas and high aspect ratios

(shown in figure 2.5.2), micro-trenching occurs, presenting a further complication that must also be

compensated for in the inverse modeling solution.

The factors make it clear that an effective inverse modeling approach depends on the sophisti-

cation and precision of the forward modeling simulation. The method by which inverse modeling is

accomplished depends strongly on the solutions required and the desired application space. Various

inverse modelers for FIB milling have been demonstrated with varied dose generation strategies and

various degrees of sophistication in the forward modeling portions. Good results in restricted solution

spaces have been demonstrated even with rather primitive models; however, increased sophistica-

tion on the part of the forward modeler should lead to an evermore general and universal inverse

modeling approach.

3.2 State of the Art

There have been numerous presented solutions to the inverse modeling problem for FIB milling

[159–163] and gas assisted etching [164], though the approaches can be clearly divided into quasi-

stationary and non-stationary approaches. As mentioned in 3.1, pixel dose is normally modified by

means of changing the pixel dwell time as modifying the beam current without readjusting the beam

column is impractical; therefore, all dose profiles have an implicit time dependence. The distinction

between quasi-stationary and non-stationary approaches arises in the manner in which they deal with

multiple passes, with quasi-stationary approaches being characterized by the explicit reapplication

of a singular spatial dose profile (normally defined as a set of pixels defining spatial positions with

unique dwell times) across multiple passes; an approach that changes the spatial dose profile over

subsequent passes is non-stationary. In the trivial case of milling completed in a single pass, the

solution is explicitly time-dependent and thus an example of a non-stationary approach.
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Single pass solutions are not usually preferred due to the snow-plow effect, whereby a moving

beam removing a large volume of target will redeposit the target atoms along the previously milled

path. Most inverse modeling approaches therefore attempt to limit the amount of material removed

per pass as the snow-plow effect severely limits the solution space of available topographies. In multi-

pass non-stationary inverse modelers, the basic approach is to create 3D topographies by dividing

the target erosion volume into a number of discrete stacked sub-volumes which are milled away

sequentially. The simplest non-stationary FIB inverse modelers simply defined a target layer thick-

ness to remove, and sequentially milled the target while neglecting the effects of beam spread and

the angular dependence of the sputtering yield [159,160]. Later inverse modelers incorporated beam

spread and simplified models for the angular dependency of the sputtering yield [161,162,164]. More

recently, even redeposition has been incorporated into a non-stationary inverse modeler described by

Kim [163], this advanced non-stationary inverse modeler targets intermediate dose profiles. A func-

tional forward modeler implementing redeposition is used to optimize intermediate solutions in order

to increase the stability and decrease the complexity of the inverse modeling procedure. Despite the

relative unsophistication of the forward modelers employed in these inverse modelers, the inverse

modeling solutions have been experimentally demonstrated to be effective in their distinct applica-

tion spaces. Non-stationary models seemingly do not require extremely complex simulations of the

topography evolution because they employ scanning strategies that keep the eroded sub-volumes in

or near the linear regime.

The other approach is a quasi-stationary approach which maintains a constant dose profile during

feature milling. This class of inverse modeler requires that the evolution of the surface be carefully

tracked in the non-linear regime, begging the question as to why a non-stationary solution is not

simply used. The non-stationary approach breaks down, or at minimum requires more stringent

forward modeling, when the aspect ratio of the feature becomes large enough that redeposition

begins to play a significant role. A quasi-stationary approach has been demonstrated with the goal of

producing solutions that can be used to manufacture imprint molds for microlenses [164]. The work

presented herein also takes the quasi-stationary approach to find static dose profiles that can be

used to produce user-defined topographies making use of the forward simulator TopSim. Contrary

to the quasi-stationary approach demonstrated in the literature [164], the present inverse modeler

is not limited to simple first-order sputtering but also includes the effects of redeposition, second-

order sputtering due to backscattered ions, and the second-order redeposition of those sputtered

ions using the forward model presented in chapter 2.



54 CHAPTER 3. INVERSE MODELING

3.3 Presented Algorithm

The basic approach to inverse modeling taken in this work is to generate a candidate dose profile by

some means and use this dose profile (described by pixel centers and dwell times) as an input for

a forward simulation. The result of the simulation is next evaluated with respect to the user defined

topography (a 2D depth profile), the deviation from the target profile is then used as an optimization

parameter which results in a perturbation of the candidate dose profile leading to another forward

simulation and error evaluation. This optimization loop is repeated until either a minimum error criteria

is reached or the perturbation algorithm detects a state of maximum convergence. Finally, simulation

parameters such as the grid spacing and thereby resolution can optionally automatically be refined

by starting another optimization loop after the convergence state.

In this work the convergence portion is handled by the Scipy [165] function “leastsq” (which is

itself a wrapper for the MINPACK [166, 167] Fortran function “lmdif” ) which implements a modified

Levenberg-Marquardt [168] algorithm to minimize the error between the simulated surface derived

from the forward modeling of the candidate dose profile and the target surface specified by the user.

The “leastsq” function optimizes an N dimensional input vector† with a corresponding function that

produces an M dimensional error vector where M ≥ N . In the case of the inverse modeler; the

corresponding function is a combination of a mapping function that maps the input vector to a dose

profile (two mapping functions are described in this text; however, the inverse modeling optimizer

does not discriminate between the two), a TopSim forward simulation using the derived dose profile,

and an error evaluation function comparing the simulated surface and the target surface.

Two mapping functions are presented in this work; the first directly maps each element of the

input vector to the dwell times of fixed pixels known as the direct pixel dwell time method, the other

mapping abstracts the dwell times by defining the input vector as the spatial vertices of a polygon

envelope for the dose profile; this second mapping has been named the cage function method. While

the direct pixel method is significantly more intuitive, it presents a serious disadvantage when a non-

trivial number of pixels are used to create the dose profile as the “lmdif” function must estimate the

Jacobian between convergence steps. This estimation of the Jacobian is accomplished through small

perturbations of the input vector, at minimum one perturbation per free parameter. Furthermore, the

Jacobian estimation occurs frequently because in practice it can take tens to hundreds of conver-

gence steps for the algorithm to completely converge. A performance comparison will be made in

section 3.3.2.3, demonstrating the advantage of the cage function approach.

†Vector here refers to the computational construct, whereby a vector describes an ordered set of computational objects.
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3.3.1 Mappings to Dose Profiles and Optimization of Parameters

In the following sections the details of the two methods by which input vectors are mapped to spatial

dose profiles will be explained in further detail. As the error evaluation portion of the algorithm is

the same for both methods, it will be explained for the direct pixel dwell time method, and referenced

in the later description of the piece-wise linear polynomial cage function method. Dose profiles are

defined as the 2D spatially resolved dose for a fixed current assuming Gaussian beam profiles with

a predetermined FWHM and pixel spacing. As the shape and the current of the pixels are not

optimized (which corresponds to real world milling practices) or varied over the course of a milling

simulation, the dose profile for the simulation is strictly characterized by dwell time for each pixel.

3.3.1.1 Direct Pixel Dwell Times

In the case of the direct fitting of the pixel dwell times a simple optimization loop shown in figure 3.3.1

is used. The input parameters optimized by “lmdif” are described as the parameters pj and the

function is optimized by minimizing the square of the sum of the errors ei (of length M ) defined as∑M
i=1 ei(p1, p2, . . . pN )2 where N ≤ M must be fulfilled. The free parameters to be optimized pj are

taken in the case of the direct pixel dwell time method to be the dwell times of a set of pixels with

a set spacing in simulation space. Therefore, the first step shown in figure 3.3.1 “Adjust Pixel Dwell

Times” refers to the generation of a pixel input file where each of the j pixels in the input file takes

on the pj th value from the input parameters that are optimized by “lmdif”. The user must of course

specify a reasonable starting guess for the input parameters pj ; however, it is usually sufficient to

supply a constant dwell time that will produce a trench with the approximate target depth. A TopSim

simulation is then completed using the generated pixel input file which results in a simulated surface

(in the 2D case a contour) that can then be evaluated in the evaluation of errors step shown as the

third step in figure 3.3.1 “Evaluate Errors”.

The user-defined target contour is sampled at n points with a fixed spacing in the X axis along

the entire defined range of the target contour. The target contour is sampled even if the target can be

sufficiently described by a lesser number of points, as the piecewise linear target contour often can,

the sampling acts to guarantee the restriction of “lmdif” that the number of evaluation point N must

always equal or exceed the number of free variables n. The error itself is calculated as the minimum

Euclidean distance between the sample point on the target contour and the simulated contour. As the

simulation contours are themselves piecewise linear, this Euclidean distance is practically defined as

the minimum perpendicular distance from a line segment of the simulated profile to the sample point

or the distance to one of the endpoints of the line segment if the point-to-point distance is smaller.
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Figure 3.3.1 – A flow chart showing the inverse modeling algorithm as applied when pixel dwell times are
directly optimized.

An example of the evaluated error for a simulated surface is shown in figure 3.3.2. Note how the

error lines are perpendicular to the surface except at the kinks; this behavior at kinks is due to the

secondary choice (minimum endpoint distance) for finding the nearest point.

Along the left side of the flowchart (figure 3.3.1) is the “lmdif” step where the evaluated error is uti-

lized and a new set of input parameters (which are directly mapped to dwell times in the “Adjust Pixel

Dwell Times”∗ step) are generated. As previously mentioned, the “lmdif” function seeks to minimize

the square of the calculated Euclidean error through the optimization of the input parameters. This

minimum is by no means guaranteed to be a global minimum and is dependent both upon the static

simulation parameters (unoptimized parameters such as grid spacing, time step, model complexity,

and quality of the initial guess for the optimization parameters), as well as convergence parameters

specified for the “lmdif” function. The primary tuning knob for “lmdif” is the step size for the finite

estimation of the Jacobian. As the simulation itself cannot be trivially expressed in a manner that

presents to Jacobian analytically, it is necessary to use an optimizer such as “lmdif” which can derive

its own finite estimate of the Jacobian in the search for minima.

“lmdif” allows the user to specify a step-size for the forward difference approximation of the Ja-

cobian for the entire minimization process. This step-size is specified in the SciPy wrapper leastsq

with the keyword epsfcn [169]. The selection of this step-size plays a major role in determining if the

“lmdif” function will successfully converge and must be specified as a value between two undesir-

able endpoints. Choice of an insufficiently large step-size will result in a total failure to converge due

to the step-size being less than the available precision of the simulation. In this pathological case

the optimization function attempts to estimate the Jacobian and fails due to noise introduced by the

∗“Adjust Pixel Dwell Times” refers to the portion of the algorithm responsible for mapping the input vector pj into a spatial
dose profile. In the direct pixel dwell times method this mapping is simply specifying the dwell times at fixed pixel centers for
Gaussian beams. In the cage function method an intermediate abstraction is used to define a target superposition of Gaussian
beams and the dwell times are solved to achieve this target.
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Figure 3.3.2 – An example of an error evaluation step is shown. The target contour is indicated with a long
green line and the simulated contour is indicated with a long blue line. The short lines connecting the two
lines are the sampled errors and show the distance between the simulated contour and sampling points on
the target contour.
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simulation. A second failure mode due to insufficient step-size results in the successful convergence

of the minimization function, however with insufficient entropy to escape the numerous local minima

in solution space. While the first underestimate failure is simple to detect (due to an error being

thrown by the algorithm) the second can thus far only be detected through visual inspection of the

simulation result by the user. Conversely too large a step length can generate sufficient entropy so

as to prevent convergence, while the intermediate (and still nonoptimally large) value can result in

successful convergences that approach useful minima while still lacking a small enough step-size to

produce solutions with satisfactory precision. Though a fair amount of work has been done regarding

self-tuning optimization algorithms [170, 171], these approaches are sufficiently challenging in their

own right to be outside the scope of this initial implementation. The stock generic “lmdif” leads to

satisfactory solutions if the step-size is properly defined; furthermore, the software implementation

of the inverse modeler offers an additional outer loop which can be used to specify the refinement of

the step-size (discussed in section 3.3.2.1) as well as the static simulation parameters. Optimization

of this outer refinement loop does require user experience; however, as the best input parameters

from previous optimization parameters are used as the initial guess, the later convergence requires

fewer optimization steps to converge.

Estimation of the Jacobian is the most time-consuming portion of the inverse modeling process;

and the estimation must be repeated between convergence steps; furthermore, the estimation step

requires the completion of at least as many simulations as there are free input variables N . Luckily

these simulations can be performed in parallel, as shown in section 3.3.2.2; however, this scaling

represents a clear limitation to the direct pixel fitting method (demonstrated in section 3.3.2.3). Pixel

dwell times as-fit normally only show strong variance at the edges when representative trench profiles

are used as target contours. Though as the beam FWHM compared to the scan area determines

the available sharpness of the trench sidewalls (shown in figure 2.5.1), it is impractical to simply limit

the number of pixels used in order to optimize a solution through inverse modeling. A method to

decouple the number of pixels and therefore also the number of free input variables is presented in

section 3.3.1.2 by means of an alternate mapping to pixel dwell times defined by a piecewise linear

polynomial function acting to define the desired dose profile.

3.3.1.2 Cage Function to Define Pixel Dwell Times

There exist a large number of interesting target profiles that fit the restriction of being relatively simple

(having a single global minimum) yet large with respect to the desired beam FWHM ; such profiles

include molds for optical micro-lenses and even simple shapes such as V-shaped trenches where

sharp features preclude the use of a broad beam. Analysis of solutions obtained from inverse mod-
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eling using a direct pixel fit demonstrate that there exist solutions for such simple yet large target

profiles where the spacial derivative of the optimized pixel dose is smoothly and continuously defined

outside of the inflection points represented by the center and edges of the pixel dose profile. This

smoothness suggests that a linear approximation of the desired pixel dwell times can be used to

significantly reduce the number of free variables n used to determine the inverse modeling solution.

A cage function has been implemented in order to decouple the optimization of the input parameters

from the pixel dwell times used as an input to the simulation.

Figure 3.3.3 – An example of a piecewise linear cage function (defined by the yellow dots) showing the pixel
dwell times (shown as red dots) and the resulting dose profile, modeled as a superposition of Gaussian
beams (the green filled area), for a simulated FWHM of 130nm.

The cage function mapping is defined as such that a piecewise linear cage function provides

a mapping wherein the superposition of all the pixel doses (corresponding to the simulation dose

profile) fits the value of the cage function at every pixel center xi, i = 1 · · ·n†. An example fitting

is shown in figure 3.3.3 where the pixel dwell times (shown as red dots) are fitted such that the

superposition of dose (shown as the filled green area) matches to the piecewise linear cage (shown

as a solid line connecting yellow dots). The yellow dots shown at either end represent lateral limits

chosen by the user, and all points except the inner points that demark the green region are free

variables in both the lateral (spatial) and vertical (dose) directions; the inner demarcation points are

fixed vertically but are free laterally. The number of free parametersN = 2k−2 where k is the number

of free nodes, in figure 3.3.3 the number of free variables N is 24 while the number of pixel values

is 60, representing in this case nearly a two-thirds reduction in the number of fitting parameters that

must be optimized by “lmdif”.

Practically, the solution to the pixel values that correspond to a given set of input parameters

defining the piecewise linear cage function are obtained through the solution of a system of linear

equations as shown in equation (3.3.1) and equation (3.3.2).

†Little n is the number of pixels used in the simulation and is equal to or smaller than the length of the input vector with
length N when using the cage function method. In the direct fit method n = N as each entry in the input vector specifies a
simulated Gaussian pixel.
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n∑
i=1

c(xi,xj) · tj = f(xi), i = 1 · · ·n (3.3.1)

where f(x) denotes the cage function and

c(xi, xj) = exp(
−1

2σ2
· (xi − xj)2);

σ =
FWHM√

8 ln(2)
(3.3.2)

These equations describe the dose contribution of a given pixel with a beam center located at xj

to another pixel with a beam center located at xi. The variable tj refers to the dwell time (scaled by a

simulated beam current) of the pixel at location xj and in the case of sputtering the condition tj ≥ 0,

as negative dwell times have no physical meaning. This nonnegative restriction on individual pixel

dwell times tj necessitates the use of a nonnegative solver (scipy.optimize.nnls [172, 173]) which,

as the name suggests, uses a constrained least squares algorithm to solve the system of equations

such that none of the tj are negative. Solution of this system of linear equations takes trivial time as

compared to the simulation of a single candidate profile.

The flowchart analogous to figure 3.3.1 for the algorithm used to conduct inverse modeling is

shown in figure 3.3.4. Notably the only difference between the cage fit algorithm and the direct

pixel dwell time algorithm is in the first step “Adjust Cage Parameters” where the perturbed input

parameters coming from “lmdif” are mapped to pixel dwell times by means of equation (3.3.1). The

pixel dwell times are then written to an input file and simulated with the error evaluation occurring

in the same manner as that used in the direct pixel dwell time fitting algorithm. It should be noted,

however, that in macro-structure‡ cases the number of free variables N , and therefore the number of

simulations required to estimate the Jacobian, is considerably reduced in the cage function algorithm.

3.3.2 Performance

Performance with respect to precision and execution time of the presented inverse modeling algo-

rithms is strongly dependent upon the number of free variables and the requested simulation preci-

sion as specified by the grid spacing. Typical simulations run to a grid spacing of half the expected ex-

‡Macro-structure referring to an inverse modeling target requiring the use of multiple pixels to produce a structure such as
a trench with given sidewall parameters and large features as compared to the beam FWHM . Certain pathological targets,
such as a non-interacting array of holes, are not a good fit for the cage function algorithm.
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Figure 3.3.4 – A flow chart showing the inverse modeling algorithm as applied when pixel dwell times are
optimized by means of a mapping to a piecewise linear cage function.

perimental FWHM can take from tens of hours to tens of days depending on the chosen algorithm,

the user selected refinement strategy, the chosen simulation models, and whether parallelization of

the Jacobian is used. In this section further details on the major performance considerations will be

expanded upon.

3.3.2.1 Refinement of Simulation Parameters

As foreshadowed at the end of section 3.3.1.1, simulation parameters are often refined in an external

loop to the optimization loops presented in figure 3.3.1 and figure 3.3.4. In the case of the direct

dwell time fitting method, two major features are usually refined in an outer loop: the step-size for

estimation of the Jacobian, and the grid spacing (which also usually necessitates a corresponding

reduction in the simulation time-step). By coupling the refinement of both of these parameters two

favorable outcomes are achieved, in the first case coarse simulations conducted on less fine grids

are completed significantly faster (especially when considering redeposition and higher order effects

which require a double loop over all simulation nodes leading to approximately quadratic scaling),

which allows the user to determine if either the initial input parameters or the Jacobian step-size

is poorly chosen. These coarse simulations can often be completed in a user-compatible amount

of time, allowing for user interaction at an early stage. The second favorable outcome is that work

completed from these coarse simulations acts to accelerate later simulations through the improve-

ment of the initial input conditions which are recycled and refined through each refinement step. The

choice of refinement steps is left to user judgment and no controlled studies have been made regard-

ing refinement protocols; however, a 20% reduction in both grid size and Jacobian step-size across

refinement steps has been shown as an effective, albeit conservative, protocol.
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When working with the piecewise linear cage function method, a further outer refinement is avail-

able in the form of the number of free nodes defining the piecewise linear cage function. A flowchart

showing the outer refinement loop including cage refinement is shown in figure 3.3.5. The primary

optimization step described earlier (section 3.3.1.1 and section 3.3.1.2) is shown at the top of the flow

chart; the optimized input parameters pj emerge at the end of the inner optimization loop coupled

with the evaluated error, this error is compared to the predefined stop conditions in the “Check Preci-

sion” step; if the error is sufficiently small and the target grid size has been obtained, the simulation

will stop and the inverse modeling procedure is complete. If the stop conditions are not met, further

refinement is required upon which condition the cage function polygon and/or the grid size and Ja-

cobian step size are refined. The grid and Jacobian step-size are refined as per the user-defined

refinement protocol while the cage function is refined through targeted subdivision.

Figure 3.3.5 – A flow chart showing the inverse modeling algorithm as applied when pixel dwell times are
optimized by means of a mapping to a piecewise linear cage function with the addition of an outer loop used
to refine both the number of nodes in the cage function as well as normally the grid spacing and step-size
used to estimate the Jacobian.

Cage refinement through targeted subdivision is demonstrated in figure 3.3.6, whereby it can be
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Figure 3.3.6 – A graphical demonstration of the cage refinement algorithm: top panel (a) shows a cage
function before refinement, the bottom panel (b) shows the cage function after refinement through the
addition of a single node at ~300nm. The magenta filled region in the background shows the spatial
representation of the evaluated error, while the green and red bars show the total sum error between nodes
of the cage function with the red bar drawing attention to the region of maximum error. Note that the green
bars are normalized with respect to the red bar between figures.

seen that the algorithm targets edges of the polygon with maximum error and inserts an additional

node at the midpoint of the line segment. The error criteria is defined as the sum of errors along a

particular line segment, the obvious alternative approach of normalizing the error across the length

of a segment is not used due to the peak artifacts visible in the spatial error plot (shown as a magenta

filled region) near the endpoints of the polygon. This error plot corresponds well to the error evaluation

shown in figure 3.3.2, whereby it can be shown that the target profile requests a sharper edge at the

corner of the trench than can physically be produced by the simulated beam FWHM . This ill-

specification of the target profile shows up in the spatial error evaluation shown in figure 3.3.6 as

sharp peaks located at the endpoints. The normalized error over the length would prefer to subdivide

in these regions and the “lmdif” algorithm would then be forced to move these points both laterally

and vertically in order to utilize the additional degrees of freedom. Using the total unnormalized error

avoids this problem and places new nodes in the regions with the largest error over the longest area.

Note that regions of good convergence (such as the region shown between -2000 and -1200nm) are

not subdivided even though they represent long regions in the error plot.

As with the grid and Jacobian step-size refinement, judgment as to the best level of refinement

aggressiveness is left to the user. The cage refinement algorithm, while shown for a single node
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refinement, may be repeated any number of times as long as the total number of free variables fits

the criterion N ≤ M where N is the number of free variables to optimize and M is the number of

sample points on which the error is evaluated. The refinement algorithm will continue to choose the

longest regions with the greatest error, allowing for very aggressive refinement protocols; however,

the strength of slow refinement is that the polygon is free to adapt to the requirements of the target

contour with very little user involvement. Assuming that the user has foreknowledge of the number of

required nodes in the cage polygon, as in the case of numerous optimizations over similarly shaped

target profiles, the convergences can be made very quick by forgoing any form of cage function

refinement.

3.3.2.2 Parallelization of Jacobian Estimation

The standard TopSim model presented in chapter 2 is a single threaded function as is the SciPy

wrapper of “lmdif” implemented as “leastsq” ; however, the majority of time spent in the inverse mod-

eling procedure is used to approximate the Jacobian through a large number of distinct independent

simulations. In order to increase the performance of the inverse modeling procedure and to make

use of the current multi-core trend in desktop computing, mild parallelization is used to accelerate the

estimation of the Jacobian. To accomplish this parallelization, dummy optimizations are conducted

using a buffered output. In the dummy simulations garbage error values are returned to the “leastsq”

function which proceeds to request the full set of input parameter perturbations necessary to com-

plete the estimation of the Jacobian. After the Jacobian values have been requested, the “leastsq”

function throws an error due to dummy data and a parallel process queue is started to process the re-

quested input parameters needed to estimate the Jacobian. When the “leastsq” function is restarted,

its Jacobian estimation requests are fulfilled from a pre-calculated cache on the disk. This approach

leads to a 7-8x speed up when used on an 8 core desktop machine, indicating that the performance

overhead due to the dummy requests and any CPU cache incoherency issues are relatively minor.

Preliminary work was done on extending this parallelization to network processing, however a lack of

infrastructure and suboptimal software architecture indicated that efforts to improve the refinement

strategy and initial guess conditions were better short term optimization paths.

3.3.2.3 Comparison of Scaling Between Pixel Dwell Time Mappings

In order to demonstrate the efficiency and relative performance of the cage function method as com-

pared to the direct pixel fitting method a direct computational comparison was conducted fitting vari-

ous numbers of pixels to the same target profile, using both pixel dwell time mappings. Inverse mod-
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Figure 3.3.7 – A comparison of the relative performance of inverse modeling approaches. The cage
function shown in green shows a nearly constant response while the direct dwell time approach shows
a noisy linear response with an increasing number of simulated pixels.

eling solutions were obtained for the target profile shown in figure 3.3.2 for various beam FWHMs,

the pixel spacing relative to the FWHM was kept constant for all of the executions of the inverse

modeler. Variation of the pixel FWHM changes the number of pixels to be fitted by either mapping,

thus enabling the comparison of the two mapping techniques. Both sets of simulations used a fixed

grid spacing of 140nm and a fixed step size factor of 0.001 for the estimate of the Jacobian. An

outer refinement loop was used for both sets of simulations with the best parameters being recycled

if needed in the case of the direct pixel dwell time approach and an aggressive doubling (from 8

initially to 16) of simulation nodes and recycling of best parameters, also only if needed, being used

in the cage function approach. The stop condition was set to be a mean error of 1% of the total target

depth, which, in this case, translates to a mean error of 50nm. The initial starting parameters were

set equally with a simple box mill that had a starting mean error of 600nm, and beam FWHMs of

140, 175, 210, 245, 280, 350, 420, 490, and 560nm were simulated.

As can be seen in section 3.3.2.3 the Cage fitting method is superior in all cases except where

the number of free variables n is nearly equal (shown for 16 pixels and 14 degrees of freedom for

the cage function). The scaling of the cage function is nearly constant with respect to the number

of pixels in the simulation showing and effective decoupling of the inverse modeling solution and

efficiency from the number of simulated pixels. Conversely the direct pixel dwell fitting method shows
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a noisy linear increase in the number of simulation calls required to reach the desired precision. It

must also be noted that figure 3.3.7 shows unique simulation calls and any backtracking done by

the “lmdif” algorithm does not count against the total as far as this performance metric shows. The

buffered execution used by the mild parallelization described in section 3.3.2.2 means that under

operating cases the metric of unique calls is most applicable as there is negligible penalty to the

minimization algorithm in the case of backtracking.

3.4 Comparison of Quasi-stationary and Stationary Solutions

The presented algorithm, regardless of the chosen mapping to pixel dwell times, is assumed to func-

tion in a quasi-stationary (first discussed in section §3.2) regime, where a spatially varying dose

profile can be defined without an explicit time dependence. In simulation space it is trivial, and even

convenient, to neglect the beam scanning time dependence and simulate using the spatial profile

constructed of Gaussian beams with beam centers at pixel locations but exhibiting doses that are

decoupled from the time required to actually move a beam. Furthermore, this construct assumes

the simultaneous exposure of all pixel locations. This simulation construct is known internally within

TopSim as an overlapped beam, and enables the use of more aggressive time-steps to simulate only

gross transformation of the topography. An overlapped beam simulation represents a fully stationary

solution; however, while a fully stationary solution can exists in simulation space, only varying de-

grees of quasi-stationary solutions can be physically implemented experimentally with a FIB. Simula-

tion of the pixel scan without the use of an overlapped beam requires that the time step be sufficiently

small to resolve each individual pixel dwell time. However, as previously mentioned in section §3.2, it

is advantageous to mill features using a number of scans or passes in order to minimize the effects

of redeposition as exemplified by the snow-plow effect. Pixel dwell times used for multiple scans can

therefore be quite short and detrimental to the efficiency of the forward simulation, however at times

it is necessary to account for these effects in the simulation in order to accurately match experimental

conditions.

Scanning speed, which can be directly mapped to the number of passes required to deposit a

dose profile, has been experimentally demonstrated to have a large effect on the measured effective

sputtering yield [174]. The quasi-stationary solution, upon which the presented algorithm is based,

maps to the use of an infinite number of infinitesimally short raster scans; however, this approach is

infeasible to implement using an actual FIB apparatus as there are finite limits to the beam deflection

speed. The number of experimentally achievable passes is further constrained by the real effects of

sample and current drift. Experimental verification of the inverse modeling method therefore emu-
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Figure 3.4.1 – Comparison of simulated dose profiles for an infinite number of passes (left: a) versus an
experimentally useful number of passes (right:b).

lated the temporally decoupled spatial solution through the use of hundreds of passes which provide

a rough approximation of the infinite number of passes upon which the algorithm was constructed.

The difference in simulated results between a stationary solution (“overlapped beam”) and a

quasi-stationary solution (250 identical passes emulating a stationary solution) are shown in fig-

ure 3.4.1. Both simulations assumed the use of a 130nm gallium ion beam bombarding a silicon tar-

get with a beam current of 2.0nA. A cylindrical micro-lens with an elliptical cross section was chosen

as the target profile with a width of 5µm and a maximum depth of 5µm. An inverse modeling solution

was solved using 60 pixels and the cage function mapping to pixel dwell times. Both the infinite pass

and 250 pass solutions show good convergence to the target profile; however, the 250 pass solution

exhibits a strong left right asymmetry. The asymmetry counteracts the preferential redeposition that

occurs to the left of the beam as it scans from left to right. These results and the experimental verifi-

cation shown in section §3.5 demonstrate that the presented inverse modeling algorithm, developed

for temporally independent stationary solutions, is functional even in the quasi-stationary regime.

3.5 Experimental Verification

The experiments presented in the following sections were performed by Dr. Simon Waid as part of

his dissertation work for the Vienna University of Technology. Dr. Waid acted as both a software

tester and developer, refactoring the prototype inverse modeling code as well as providing feedback

on usability, as well as doing the necessary FIB experimental work used to gain these results. This

collaborative work was invaluable to the development of the presented inverse modeling software.
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Figure 3.5.1 – A comparison of the target profile and simulated profile created by the pixel dwell times (blue
Xs) (shown on the left) and the experimentally milled structure (right). The target contour is overlayed on
the SEM micrograph.

The beam parameters and target geometry presented were chosen by Dr. Waid with knowledge of

repeatably obtainable experimental conditions and judgments of useful target geometries.

The presented inverse modeling approach was experimentally verified [175] through the FIB

milling of a hypothetical silicon imprint positive for a cylindrical micro-lens with an ellipsoidal cross-

section defined by a 5 µm width and a 5 µm height. The experiment was conducted using an Orsay

Physics Canion 31 ion gun with a measured beam current of 2.07nA at a beam energy of 30 keV

and a FWHM of 130nm ±10nm using gallium ions on a silicon wafer target. Milling was completed

in 250 passes implemented as line scans in the long direction (into the page in figure 3.5.1) with 90

specified pixel lines across the width of the trench; fast scanning was in the long axis.

The experimentally used input pixel dwell times are shown in the left of figure 3.5.1; note the

asymmetry in the inverse modeling solution required to compensate for redeposition related to the

scanning beam. An overlay of the target contour with respect to the milled surface (shown on the

right of figure 3.5.1) demonstrates a good fit between the desired target profile and the milled profile.

The error between simulation and experiment is ~10% at the maximum depth of the milled structure.

The error in the maximum depth is attributed to uncertainty in the experimental beam current, while

deviations from the simulated trench at the edges are conjectured to be due to non-Gaussian beam

tails not accounted for by the simulation. Simulation of experimental beam tails would require careful

experimental calibration and would be dependent upon a number of experimental factors includ-

ing beam current, selected aperture, and beam alignment. Considering both the experimental and

simulation uncertainties, these experimental results presented in figure 3.5.1 demonstrate the effec-
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tiveness of the presented inverse modeling algorithm implementing a piecewise linear cage function

to efficiently generate a quasi-stationary dose profile solution for the direct milling of user-specified

contours.

3.6 Experimental Anomaly

The presented algorithm was shown to be effective for initial test structures (section §3.5) prompting

further experiments making use of the completed inverse modeling approach. In order to study a

scientifically relevant application of inverse modeling, it was proposed to create a set of silicon bio-

scaffolds and study the effect of both preparation method and sidewall geometry on biological cells

grown in the milled trenches with an additional goal of comparing the bio-compatibility of trenches

produced via FIB and anisotropic methods such as Reactive Ion Etching (RIE ) [176]. In the course

of this experimental work, a limitation of the inverse modeling procedure was discovered: forward

solutions derived via inverse modeling for target profiles with steep sidewalls and flat bottoms exhib-

ited a characteristically different experimental profile from the simulated result. Notably, experimental

trenches exhibited both extremely pronounced micro-trenching occurring in the corners of the milled

trench and a notable left-right asymmetry in the size of the produced microtrenches. Considerable

work was completed to ensure that these effects were not simply due to experimental errors or device

uncertainties. Dr. Waid also followed up with an exhaustive perturbation analysis, using simulations

of the converged solution to explore the effects of uncertainties in the FWHM , pixel dose, scan

direction, grid size, choice of time-step, and even went so far as to artificially increase the simulated

effects of redeposition (equation (2.1.2)) and second-order sputtering (equation (2.1.4)) [177]. The

results of this perturbation analysis were inconclusive in all cases, the modified simulation contours

failed to reproduce either the pronounced micro-trenching or the left-right asymmetry; furthermore,

considerable divergences were exhibited in both sidewall angle and trench depth.

This experimental divergence from simulation is exhibited in figure 3.6.1 where it can be seen

that the inverse modeling procedure functioned satisfactorily and produced a simulated contour that

agrees with the target contour; however, it can also be seen that the experimental results do not

agree with simulation. While experimental uncertainty remains, there appears to be a systematic

divergence from simulation exhibited across a wide range of experiments over different geometries

all of which share the feature of steep sidewalls. This systematic error implies a shortcoming on the

part of the model used in the forward simulation. Furthermore, the systematic underestimation of

the experimental milling depth for these structures implies the need for a model that will enhance

the sputtering effect in the affected regions either through increased yield in gallium rich regions
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Figure 3.6.1 – An overlay showing the comparison of a representative experimental result for an inverse
simulation involving steep sidewalls. The simulated contour (red) shows reasonable convergence with the
target contour (blue) and the pixel doses (cyan) exhibit the ramped structure and asymmetry necessary
to counteract redeposition and higher order effects producing sharp sidewalls when using a dose profile
applied over 150 passes. A pixel FWHM of 140 nm was used for a beam current of 50 nA using a 30 keV
gallium FIB on silicon. Note the pronounced asymmetrical microtrenches that develop in the experimental
micrograph. These should not exist as the forward model should compensate for microtrenching. (linear
dimensions in nm)

or through the addition of unconsidered fluxes to the model. In chapter 5 the effects of the previ-

ously unconsidered secondary sputtering by energetically sputtered atoms will be considered, and it

will be shown that a forward simulation model including self-sputtering by target atoms leads to an

improvement in the fit of simulation to experiment.



Chapter 4

Physical Sputtering Properties

Hitherto this chapter, it has been expressed that the string based model described in chapter 2 utilizes

sputtering statistics derived from Monte Carlo simulations under the binary collisions approximation

(BCA), obtained from the simulation package IMSIL [122]. However, no detail has been provided

as to the specifics of these BCA simulations. In the course of this research a collaboration with FEI

Company presented the rare opportunity to obtain high precision experimental sputtering yield data

as a function of incidence angle; unique to this dataset was the focus on glancing incidence angles.

High quality experimental sputtering data for glancing incidence angles has historically been rare.

The gallium-silicon system especially, even though this pairing is commonly used in research and

industry, lacks experimental data due to both the difficulties in performing glancing angle experiments

coupled with the complexity of the system from a theoretical standpoint∗, making it a poor choice for

purely scientific sputtering studies. Basic sputtering research is usually performed on metallic or

insulating targets, with preference for noble metals. A large number of the sputtering experiments

performed on silicon involve the use of noble gas ions in order to eliminate chemical effects. Though

some high quality experimental sputtering data is available for the gallium-silicon system (e.g. [179]),

the available data focuses on the entire range of incidence angles and not glancing incidence angles.

In the simulation of steep sidewalls, as occur in both deep trenches and in TEM sample preparation,

intimate knowledge of the sputtering yield at glancing angle is invaluable.

In this chapter the experimental sputtering data for 30 keV (as well as 5 keV briefly†) gallium on

silicon will be presented and compared to earlier published sputtering data as well as to Monte Carlo

simulations. It will be shown that glancing-angle sputter yields require specific attention, and careful

∗Silicon’s semi-conducting nature, while not insurmountable, makes comparison of experimental data to basic theory more
difficult. Silicon studies therefore have a more applications focus than noble metal experiments [178].
†The collaboration focused mainly on 30 keV yield measurements, though there was also high quality 5 keV data obtained

by FEI that was not presented in earlier publications.
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work must be done to reproduce the experimental trends with BCA simulation. The primary tuning pa-

rameters of the BCA model will be demonstrated with regards to their effect on the angular-dependent

sputter yield, and it will be shown that BCA simulations require not only careful consideration of the

initial conditions but also that surface roughness plays an important role in accurate simulation of the

sputtering yield at glancing angles. A number of computational approximations for simulating surface

roughness using the binary collisions approximation will be presented and discussed and finally a

computationally elegant and efficient surrogate for surface roughness will be presented. The rest of

the chapter will focus on higher order effects of surface roughness on statistical sputtering properties

beyond the angularly dependent sputtering yield. The final section will present preliminary work look-

ing at the application of the surface roughness model to experimental sputtering yields conducted at

a different beam energy.

4.1 Motivation for Experimental Confirmation

As mentioned in section 1.2.4.2, modern binary collisions simulators make use of Monte Carlo meth-

ods to study the statistical properties of energy deposition and implantation in solids. In this case

energy deposition is used to statistically simulate the sputtering properties of ion-target pairings for

various energies of primary ion. While IMSIL [180] is capable of simulating crystalline structures, the

normal formulation and the approach used in this work is to assume that the target is amorphous. In

the amorphous formulation, once the energetic ion nears the target, simulation partners are chosen

according to the statistical probability of randomly encountering a target atom based on the density,

interaction volumes of each atom, and the potentials defined for the target. These collision partners

undergo simulated collisions utilizing a mathematical model for the scattering cross section, and a

portion of the ion’s energy is transferred to the collision partner. Both particles adopt new trajectories

based on the simulated collision. New collision partners are statistically chosen for each of the ener-

getic particles and the process is repeated until the energies drop below a predetermined threshold.

Energy loss due to transfer to the electronic structure of the target is also included in each simulated

collision. Once trajectories reach the surface of the target, they must surmount the surface binding

energy in order to be sputtered in the simulation; particles that fail to escape are deflected back into

the target.

The beauty of this method is that it is computationally elegant as particles do not exist in the

simulation unless they are energetic. BCA simulations are therefore quite memory-efficient and are

significantly faster than MD simulations that attempt to simulate the entire target at once. However,

both types of simulation are dependent upon the quality of their assumptions and input criteria as
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well as the validity of any approximations made in the model in the parameter space of interest.

Experimental verification is the only method‡ by which one can check the assumptions made in

the simulation, some explicit, some implicit; it must be borne in mind, however, that experiments

themselves contain their own sets of uncertainties and assumptions. Great care must therefore be

taken to conduct comparable simulations that carefully agree with experimental conditions. Often

experiments leave much to be desired as far as precision and testability and it becomes necessary to

compare a model or simulation to another model or simulation employing a different approach. In this

chapter four assumptions of the IMSIL simulations used to simulate sputtering yield will be compared

to experimental data. Three of these assumptions are explicit, namely the choice to neglect the effect

of implanted gallium on the simulated sputtering yields, the choice of the electronic stopping model

used, and finally the choice of the planar surface binding energy used in the simulation. A fourth

implicit assumption, that an amorphously flat surface is sufficient to accurately simulate sputtering, is

tested through the explicit specification of rough surface geometries.

Simulation of surface roughness through some means is essential to reproduce the angular de-

pendence seen in the experimental data indicating that the implicit assumption of the viability of a

flat surface is invalid at the experimentally tested incidence angles and energies. Experimental verifi-

cation therefore acted to improve the quality of the sputtering yield simulations used as inputs to the

string model demonstrated in chapter 2.

4.2 Experimental Results for 30 keV Ga on Si at Glancing Angles

Justification for experimental verification is clearly shown in figure 4.2.1, where four sets of angu-

larly dependent sputtering data are shown for 30 keV gallium on silicon. The two experimental

datasets, one from 2003 [179] by Frey et al. and the other from experiments done in 2012 by FEI

Company [181], both show similar trends; however, the magnitudes of the error bars in the later ex-

periments are significantly smaller. The simulation datasets, the default SRIM-2008 [182] simulation,

and the best-practice IMSIL [180] simulation undertaken before the experimental verification, both

show qualitative agreement with the experimental datasets; however, the SRIM simulations seem to

strongly over-estimate the sputtering yield at glancing angles. It is suspected that ions in the SRIM-

2008 simulations may have an insufficiently long free-flight-path before encountering the target, and

therefore start unrealistically close, thus depositing more energy into the target than seen in the ex-

perimental data. While the IMSIL data shows good agreement with the newest experimental dataset,

‡MD represents an alternative method for validation of the BCA simulation but MD would also be susceptible to simulation
size restrictions and would also require validation of the chosen inter-atomic potentials. Comparison to experiment represented
the best available method of confirmation with the available experiential infrastructure.
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there is a systematic divergence at highly glancing angles (see the right side of figure 4.2.1). In the

following sections the various simulation model assumptions will be individually tested and it will be

demonstrated in section §4.4 that this divergence is caused by insufficient surface roughness in the

BCA simulation.

Figure 4.2.1 – Experimental and Simulated sputtering yields for 30 keV gallium bombarding a silicon target.
Experimental data is shown with dotted lines while simulated data is shown with solid lines. Note that SRIM
over-estimates the sputtering yield with increasing incidence angle, while the IMSIL simulation (shown for
simulations not including surface roughness) under-estimates sputtering rates at extreme glancing angles.

4.3 Effects of Binary Collisions Model Parameters on Simulated

Sputter Yields

In the following subsections the effects of the primary tuning parameters for IMSIL simulations upon

sputtering yield are investigated. These parameters include the effect of implanted gallium in the

target, choice of electronic stopping model used, and the effect of changes to the surface binding

energy used in the simulation.

4.3.1 Influence of Ga Implantation

The 2003 Frey paper [179] demonstrated that the measured sputtering yield at normal incidence (an

incidence angle of 0°) varies with increasing ion dose. This variance is attributed to the implantation

of gallium in the target which in their experiments led first to swelling (negative apparent sputter
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yield) and then to a steady state positive sputtering yield as the gallium concentration at the bottom

of the milled region reached a steady state condition. As the forward topography simulation model

presented in chapter 2 does not explicitly account for the accumulated ion dose, it was assumed that

as long as doses were sufficiently high to be in the steady state regime, it was not necessary to use

dynamic simulations to generate the steady state statistical data for normal incidence. It remained to

be demonstrated though that the effect of gallium implantation was negligible at glancing incidence

angles as such were the region of interest for the experimental confirmation. As can be seen in

figure 4.3.1, implanted gallium plays a decreasing role in the simulated sputtering yield at increasingly

glancing incidence angles. This reduction is due to the reduction in the concentration of gallium at

the target surface for glancing angles, a reduction caused by the increase in the backscatter ion

yield at glancing angles, as was shown in figure 2.3.2. Simply put: at glancing angle, fewer ions are

implanted into the target, hence there is a reduced effect on the simulated sputtering yield. As there

is relatively little change in the highly glancing-angle sputtering yield, gallium implantation cannot be

used to explain the divergence between the experiment and simulation at angles greater than 85°.

Furthermore, the limited effect of gallium implantation at less glancing angles supports the choice to

forgo dynamic simulations when deriving the statistical inputs used in topography simulations.

Figure 4.3.1 – A comparison of the simulated effect of gallium implantation upon sputtering yields. Light
green data corresponds to the right axis indicating implanted gallium concentration at the simulated sur-
face. Increased gallium concentration leads to a small but perceptible decrease in the sputtering yield for
silicon target atoms. At more glancing angles the effect of implanted gallium is reduced as implanted gal-
lium concentrations approach zero. All simulations were conducted for an atomically smooth amorphous
surface.
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4.3.2 Influence of Electronic Stopping

Electronic stopping is used to describe the phenomenon whereby an ion moving through a material

loses energy to the material through inelastic collisions with bound or free electrons thus resulting

in the retardation of the ion’s velocity through the material. The total amount of energy lost by an

atom by electronic stopping is therefore dependent upon the length of the path the ion takes through

the material as well as the location of interacting fields in the simulation. Electronic stopping can

play a significant role in the ion range of implanted ions and BCA simulators such as IMSIL, which

were originally devised as dopant implantation simulators, have a wide variety of highly sophisticated

models to simulate electronic stopping.

The IMSIL-default electronic stopping model used for normal or near normal incidence implan-

tation and sputtering studies is a hybrid model that combines non-local electronic stopping using

the Lindhard model [183] with a local Oen-Robinson [184] electronic stopping model. This default

combined model functions well for perpendicular implantation; however, at glancing angles it be-

comes difficult to choose a physically robust interaction cutoff distance for the non-local model. The

sputtering-default model used in these studies is therefore a local model with a 10 eV cutoff en-

ergy applied [185]; furthermore, special care is taken to calculate the midpoint energy loss before

calculating the nuclear collision thus ensuring conservation of energy.

The effect of changing the utilized electronic stopping model is demonstrated in figure 4.3.2 where

a number of electronic stopping modes are compared to the experimental data. Shown first is the

dataset indicated by blue circles and the symbol eminse; this is the sputtering-default electronic stop-

ping mode explained in the previous paragraph, namely a local model with a 10 eV cutoff. The next

model nose indicated by green upward triangles is a simulation that completely neglects electronic

stopping; as expected the absence of the retarding force leads to an increase in the simulated sput-

tering yield. In light blue squares labeled loc_apsis a formulation of the Oen-Robinson local model

using the apsis of closest approach is used, which also yields an increased sputtering yield. A re-

duction in sputtering yield is shown when a purely non-local model is used as indicated by the yellow

circles and the label noinel_nl. Finally the magenta and black models (loc and noinel_loc) indicate

a purely local model with no cutoff energy and a purely local model without calculation of the mid-

point energy prior to the nuclear collisions [186] respectively; the sputtering yield increases slightly

as compared to the pure local model.

The notable effect of changing the electronic stopping model is to increase or decrease the sput-

tering yield for less glancing angles; however, the transition to reflection of the incident ions at more

glancing angles is generally unaffected by these models. This transition to reflection is not seen in the



4.3. EFFECTS OF BCA MODEL PARAMETERS 77

Figure 4.3.2 – A comparison of the influence of different available electronic stopping models (described in
section 4.3.2) upon simulated sputtering yields. Note that the choice of the electronic stopping model has
a minimal effect on the sputtering yield at extremely glancing angles.

sputtering yields presented earlier (figure 2.3.1), as later yield simulations incorporated an approxi-

mation to emulate surface roughness. While the choice of electronic stopping model can significantly

affect the accuracy of the yield simulation at the sputtering yield maximum and even at normal inci-

dence, the effect at extremely glancing angles is overshadowed by the non-consideration of surface

roughness. The choice to use the model labeled eminse is therefore validated, because in addition

to being conceptually the most physical model, the eminse model also fits the general trend of the

experimental data.

4.3.3 Influence of Surface Binding Energy

Surface binding energy is described in BCA sputtering simulations using a planar potential to rep-

resent the attractive energy that holds solids in a solid state. Conceptually it is the energy required

to remove a single atom from the surface of the target and it can be defined for both foreign atoms

such as the bombarding ion or for target atoms of a single or varying species as in the case of non

elemental targets. The concept of a binding energy defined for the surface that is largely independent

of position is found even in the early analytical models of sputtering [97]. It is therefore no surprise

that surface binding energy finds its way into BCA sputtering simulations. Surface binding energy is

conceptually and geometrically well defined, as shown in figure 4.3.3, where it is used to determine

both whether an energetic particle that has left the bulk of the target has sufficient energy to escape
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into vacuum, and the deflection angle as the particle is refracted by the planar potential either into

vacuum or back towards the target.

Figure 4.3.3 – A schematic diagram indicating the effect of the planar surface binding potential on a simu-
lated particle as it leaves the surface resulting in the further deflection of particles as they cross the planar
energy surface. Particles with insufficient energy to exceed the surface binding energy are deflected back
into the target [186].

Real atoms, however, undergo bonding that is not isotropic, with characteristic bond angles that

themselves define the crystal structures of solids. A given atom near the surface would therefore

likely encounter a different attractive force depending on the spatial configuration of multitude of

atoms located in the surface below it. Work has been done indicating the limitations of the planar

surface binding energy concept with respect to low energy sputtering events as compared to MD

[117]. However, the strength and weakness of BCA models is that they do not consider multi-body

interactions —only two body interactions. Until a better alternative to the planar surface binding

energy potential is found that can be applied to BCA sputtering simulations, it is likely that there will

always remain an amount of uncertainty for low energy sputtering events with BCA. This is not to

say that BCA is not extremely functional in the medium energy regime when using a planar surface

binding potential, simply that this effectiveness could conceivably be extended with an alternative

surface binding potential.

The heat of sublimation for a material is often taken as a nice estimate for the surface binding

energy of a given target. As the heat of sublimation is defined as the statistical average energy

required to drive an atom from the solid state to the gaseous state, the estimate has conceptual

merit. In IMSIL simulations of silicon sputtering, a surface binding energy of 4.7 eV between silicon

atoms and the silicon target is used, and this is also the heat of sublimation for silicon as described



4.3. EFFECTS OF BCA MODEL PARAMETERS 79

in the literature. However, in these presented simulations, the surface binding energy between the

gallium ion and the target is taken to be practically zero with a value of 0.001 eV. This surface binding

energy is reasoned through studying the binary phase diagram for gallium and silicon [187] where

a large miscibility gap is apparent, indicating little mixing and thereby negligible bonding between

gallium and silicon. The miscibility gap argument suggests a lower, but not effectively zero surface

binding energy for gallium with respect to silicon, the effectively zero number was chosen in response

to detailed trajectory studies that indicated an extremely non-local artifact arising from the use of

a planar surface binding potential in simulations without surface roughness and extreme glancing

incidence angles (> 89.9°). In these particular simulations the ions were noted to be trapped between

the repulsive and attractive potentials oscillating above the surface for tens of microns, as a physical

surface would likely have imperfections preventing this behavior and the use of a near zero gallium-

silicon surface binding energy cured the artifact, the near zero energy was adopted. The proper

response to this artifact is still and open question.

Figure 4.3.4 – A perturbation analysis of the effect of chosen surface binding energy on simulated sput-
tering yield. As expected, decreases in surface binding energy lead to increased sputtering due to the
lower sputtering threshold, however extremely glancing-angle sputtering still converges to zero earlier than
predicted by experimental data.

The effect of modifying the surface binding energy used in the simulation is demonstrated in

figure 4.3.4, where, as expected, a reduction in the energy needed for particles to be considered

sputtered leads to increased sputtering yields. An increase in the surface binding energy leads to

a decrease in sputtering yield for all incidence angles under which sputtering occurs. Changing the

simulated surface binding energy leads to a visibly nearly linear response as a function of surface
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binding energy. Similarly to the results shown with the other modified model parameters, drastic

changes in the simulated surface binding energy, while having a huge effect on less glancing angles,

do not resolve the experimental discrepancy at glancing angles greater than 89°.

4.4 Influence of Surface Roughness as a Model Parameter on

Simulated Sputter Yields

The final simulation parameter studied in the process of tuning the simulation parameters after exper-

imental verification was surface roughness, surface roughness in this case describing the angstrom

scale surface topography that may develop during the course of ion bombardment due to the local-

ized emission of sputtered particles resulting from singular impacts. In a hypothetical case, with a

bombardment target possessing infinite thermal conductivity and zero thermal energy, ion impacts

would cause the permanent relocation of target atoms, some of which would be sputtered away

leaving voids at the target-vacuum interface. If the sputtering yield were sufficiently high, craters

analogous to those seen on the surface of the earth’s moon might even develop leading to a clear

small scale surface topography that develops under bombardment. In reality, the development of sur-

face roughness during bombardment in real materials must also contend with effects such as target

relaxation, and mass transfer due to surface diffusion, both of which trend towards the reduction of

sharp surface topography at certain length scales. There is significant experimental work demon-

strating that surface topographies develop under even broad beam ion bombardment [188–191], in

fact an entire subfield is devoted to understanding this so-called spontaneous pattern, or ripple for-

mation. The problem is difficult however, due to the multiple length scales involved in going from

atomistic simulations to structures with nanometer scale spontaneously formed patterns, prompting

the use of novel simulation tools to design a theory [192, 193] that is consistent with experiment

across multiple target and ion species as well as bombardment energies and doses. There remains

considerable contention as to the relevant mechanisms leading to what is characterized in this text

as surface roughness. Without consistent models it is difficult to predict the character and scale of

surface roughness that might have developed over the course of the experimental yield measure-

ments, however this section will demonstrate that simulations including various plausible arbitrary

representations of surface roughness lead to an improvement in the agreement between measured

and simulated sputtering yield at glancing angles.

While it may be possible to use brute force techniques such as large scale MD to directly sim-

ulate the evolution of surface roughness, another approach is applied in this presented research:
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simulation of plausible yet arbitrary representations of surface roughness. These simulated surface

roughnesses are manifested by either simulating an actual 2D topographical profile with a geomet-

ric representation of the surface roughness or by exploiting a surface layer of decreasing density

to randomly emulate surface roughness. Simulations utilizing these surface roughnesses are then

compared to the experimental data leading to an improved simulation of the glancing-angle sputter-

ing yield. The surface roughness parameters that best duplicate the experimental data are then used

as simulation parameters for the forward simulation as described in chapter 2, including properties

such as the sputtering angular probability distribution (section 2.3.2.1) which is a property that while

experimentally measurable was not in the scope of the experimental work done by FEI. The effect of

simulated surface roughness upon the angular probability distribution will be demonstrated in further

detail in section §4.5.

This work is not the first work to study the effects of surface roughness on either yield [194] or

sputtering angular distribution [195]. Yamamura et al. published two papers in 1987 exploring the

effects of simulated surface roughness using the ACAT Monte Carlo code and simplified surface

roughness models. In this earlier work it was shown that surface roughness has a large role near the

sputter yield maximum; however, this work did not optimize roughness to fit experimental data, nor

did it study the glancing incidence angles presented in this present research. The surface roughness

models presented in this section are also more sophisticated than the earlier models from the Yama-

mura papers; furthermore, the energy and ion species presented in this chapter were not investigated

in the earlier work.

4.4.1 Geometric Approximation of Surface Roughness

Two geometric models for surface roughness were investigated [185]; one emulating surface rough-

ness as a 2D sinusoidal profile, and the other emulating surface roughness using a filtered random

profile (pink noise). These models were chosen after study of spontaneous ripple formations which

exhibit pseudo-periodicity and quantifiable amplitudes. It was therefore possible to study the effect

of wavelength and amplitude on simulated sputtering yields. In the case of the pink noise function,

wavelength was emulated by applying a low pass filter to a random height profile (generated by a

uniform pseudo random number generator) with a defined cutoff frequency resulting in a profile with

the suppression of wavelengths shorter than the inverse of the cutoff frequency. These filtered noise

signals were then scaled such that the RMS (Root-Mean-Square) height of signal was equal to the

investigated parameter, thus emulating the amplitude seen in the sinusoidal model.

Two-dimensional profiles were specified in IMSIL input files by means of a spatial coordinates
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denoting a polygon that described a long slab of silicon target. The thickness of the simulated slab

was set to 300 Å with a length of 10,500 Å, the long length was chosen through modeling of a flat

surface and determining the maximum interaction length for a 99th percentile collision; ensuring that

the simulated target was long enough to simulate 99% of all target-ion interactions. Due to internal

performance optimizations in IMSIL, the simulation volume (area for 2D) is constrained by the desired

spatial resolution of the sampled 2D profile, which was in these simulations 1Å in the lateral direction

which necessitated the optimization of the simulated slab dimensions. IMSIL reports sputtering yields

for transmission and backscattered sputter events separately, so even though 300 Å is slightly less

than the projected range for normal incidence 30 keV gallium ions (~330 Å) simulated sputtering (and

backscattering) yields are unaffected (other than by cascade truncation effects which were examined

and found to be negligible) by the optimized slab thickness.

In order to avoid starting point biases, a line implantation was simulated for bombardment whereby

simulated ions start their path with equal probability on a line that is located 2.567 Å above the sim-

ulated surface. The height of the starting points, known as an implantation window, ensures that

simulated particles are instantiated sufficiently far from the surface to be considered non-interacting

and experiencing free-flight at the beginning of the trajectory simulation. The length of the line im-

plantation was chosen to be one wavelength in the case of the sinusoidal model and a fixed length of

500 Å in the case of the pink noise model. Line implants had a starting position that was 500 Å from

the left edge of the specified profile in order to ensure that ions that reversed their trajectory would

not encounter a false cutoff in the leftward direction. A schematic sketch of the simulation layout for

the geometric surface roughness simulations is shown in figure 4.4.1. All geometric simulations were

simulated for at least 25,000 ions per investigated surface profile in order to obtain good statistical

estimates of the sputtering yield.

Figure 4.4.1 – A schematic representation of the simulation area used in geometric roughness simulations.
The red region represents the sinusoidal or pink noise signal while the blue represents the long thin slab
defining the boundary conditions. The length of the implant window Limplant is set to the wavelength of
sinusoidal profiles and is fixed at 500 Å for pink noise simulations. The height of the implantation window
is carefully chosen to ensure a sufficiently long free flight path and to guarantee that ions have a chance to
be deflected without sputtering if need be.



4.4. INFLUENCE OF SURFACE ROUGHNESS ON SPUTTER YIELD 83

4.4.1.1 Sinusoidal Model

The sinusoidal profile was chosen due to its simplicity and obviousness as a starting point in an

investigation of the effects of surface roughness upon sputtering yield. The experimental sputtering

yield as shown in figure 4.2.1 at 88.5° demonstrates a nearly 650% higher yield than predicted by

simulation for a flat surface and is therefore a good example data-point on which to demonstrate the

effect of sinusoidal surface roughness on simulated sputtering yield. In order to explore the effect of

both wavelength and amplitude on the simulated sputtering yield, a number of sputtering simulations

were conducted at 88.5° for various sinusoidal roughness parameter pairs; the distillation of these

simulations is plotted in figure 4.4.2. The color scale of the parameter plot expresses simulated

sputtering yield with a white band indicating the region that agrees with the experimentally determined

sputtering yield. As can be seen there is only a weak dependence on wavelength and a stronger

amplitude dependence. Another feature shown in figure 4.4.2 is a white line demarking where the

height to width of a single half-wavelength would be equal to one; it is presumed that sharp, tall

profiles as would be located below the line are unlikely in real materials due to surface transport that

would trend to minimize curvature. Also of note in the figure is the red circle which indicates the

approximate position of the best fit solution to the entire experimental dataset (discussed in more

detail in section 4.4.1.2).

Attempts were made to experimentally characterize the actual surface roughness∗ remaining after

the experimental yield measurements with AFM [196,197] (Atomic Force Microscopy); however, due

to the rapidity with which silicon oxidizes satisfactory profiles were never obtained. The reported

surface roughness has therefore not been experimentally confirmed and remains as a model fitting

parameter necessary to replicate the experimentally determined sputtering yields.

4.4.1.2 Fitting to Experimental Data

As was mentioned at the beginning of section §4.4, the characterization of spontaneous surface

roughness and its evolution is imperfectly understood; it would therefore not be unreasonable to

assume that the surface roughness that develops might itself be dependent upon the incidence angle

of ion bombardment. Attempts were made, however, to determine if a single equivalent surface

roughness value could resolve the observed experimental discrepancy. Fits were performed by using

a least-squares optimization algorithm to minimize the errors between simulation and experiment

through the modification of the free parameters of roughness amplitude and wavelength. This fitting

approach was extremely successful, as shown in figure 4.4.3, whereby a single roughness parameter

∗AFM studies were conducted both by FEI and the University of Oregon on FEI’s behalf.
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Figure 4.4.2 – Simulated sputter yield at an incidence angle of 88.5° shown as a function of the amplitude
and wavelength of geometrically simulated sinusoidal surface roughness. Red circle indicates approximate
region in which good fits were achieved to the complete set of experimental data. The white band indicates
all parameters which fit the experimental data at 88.5°. Additionally a white line shows the demarcation of
simulated surface structures with greater trough width than height.

with an amplitude of 1.05 Å and a wavelength of 107.33 Å is demonstrated as capable of fitting

the experimental data with good agreement in the entire range of the experimental dataset. The

sinusoidal model breaks down at more glancing angles, as will be discussed in section 4.4.1.3.

4.4.1.3 Limitations of Strictly Periodic Structures

The best fit sinusoidal model fits the experimental data extremely well in the range between 0° and

89.4° (figure 4.4.3); however, after 89.4 degrees an instability is exhibited. Analysis of the individual

trajectories showed that for certain angles the simulated ion skipped from periodic peak to periodic

peak and never entered the target, thus suppressing sputtering yields. This skipping is thought to

be a direct effect of the periodic structure and indicates a limitation of the strictly periodic sinusoidal

model for simulating surface roughness which prompted the construction of aperiodic alternatives as

exemplified in section 4.4.1.4 and section 4.4.2.
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Figure 4.4.3 – Simulated sputtering and backscatter yields of best fit sinusoidal parameters (amplitude:
1.05Å wavelength: 107.33Å) shown in blue (lighter colors are backscatter) as compared to a simulation
without roughness (green) and experimental data (red).

4.4.1.4 Pink Noise Model

To decouple the periodic effects and more accurately represent the more random nature of actual

surface roughness an alternative geometric model was developed utilizing pink noise. Pink noise is

used to describe white noise that has had high frequency bands removed, thereby, in an analogy

to the visible electromagnetic spectrum, becoming more red. A graphical representation of the pink

noise used to simulate surface roughness in simulations is shown in figure 4.4.4 where the effect of

increasing cutoff wavelength is shown. The cutoff represents the minimum wavelength for a low pass

filter and in the figure it can be seen that the high frequency signals are suppressed with increasing

cutoff wavelength. Amplitude is emulated by scaling the calculated RMS height of the signal to obtain

a goal RMS signal height.

The pink noise model solves the periodicity problems introduced by the sinusoidal model while still

maintaining similar dimensionality. A new problem is created by the randomly chosen peak heights in

that it is now possible to have a large spike acting as a wall into which all incident ions will collide over

the course of a single simulation. While this possibility is also physically possible in real experiments,

the simulation differs from the experiment in that the defined surface profile used in both geometric

models for surface roughness is static and cannot be eroded away by sputtering. It was therefore

necessary to sample a number of pink noise profiles with identical parameters but unique random

seeds and thus unique structure. The resulting sputtering yields from these parametrically identical

pink noise profiles were then averaged to calculate a representative sputtering yield; 20 samples

were performed at each point in parameter space greatly increasing the computational workload of
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the simulation.

Figure 4.4.4 – Example profiles of the filtered random surface profiles (Pink Noise) showing no RMS
height normalization. High frequency signals are lost with increasing minimum cutoff wavelength leading to
smoother surface profiles. Note that large spikes remain even in filtered data. If these spikes occur in the
simulated implant window, sputtering yield results will be skewed, therefore yield simulations were repeated
across 20 unique random seeds and simulated yields averaged across all samples. The bottom-most plot
shows the quality of the filtering method by means of a Power Spectral Density plot.

The parameter space plot analogous to the one shown for sinusoidal surface roughness is shown

in figure 4.4.5 where the white band once again indicates the portion of parameter space that agrees

with the experimental data. It is worth noting that the parameter plot for the pink noise model is

not as smooth as the plot for the sinusoidal model; this is a direct consequence to the required

sampling of each parameter point. Greater sampling at each point, in excess of the already used 20

samples, will lead to smoother transitions; however, the current data is sufficient to see the similar

trends between the two data sets with a similarly predicted roughness amplitude of ~2 Å. This rough
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agreement between models is taken as evidence that it is the existence of surface roughness and

not the implementation that is mostly responsible for the change in simulated sputtering yield. This

conclusion is important as it implies that surface roughness is a simulation parameter that should

not be neglected when the correct response with respect to sputtering yield at glancing angles is

required.

No attempt was made to produce a best parameter fit for the pink noise model; this is because

the goal of these parameter fits was to obtain a suitable set of simulation input parameters that would

produce the statistical sputtering properties used in the forward simulation of topography discussed in

chapter 2. Though it is only mildly difficult to calculate the average sputtering yield across an ensem-

ble of unique parametrically identical pink noise profiles, derivation of the sputtering and backscatter

angular distributions would require the construction of a completely new tool chain in order to use the

pink noise data in forward simulations. As will be shown in section 4.4.2, there exists a more elegant

solution to simulating surface roughness that better fits the assumptions and constraints of the BCA

model for sputtering simulation.

4.4.2 Density Approximation of Surface Roughness

The geometric representations of surface roughness as described in section 4.4.1 are the most intu-

itive approach to simulating surface roughness; however, they are not, as implemented, an optimal

approach. Two problems are presented by geometrically simulating surface roughness, the first

(described in section 4.4.1.3) relates to periodic artifacts resulting from the use of strictly periodic

structures such as a sinus function to describe surface roughness; the second problem is the per-

formance of BCA simulations utilizing a geometric approximation of surface roughness (as currently

implemented in IMSIL). In order to track the particle as it leaves the geometrically defined rough sur-

face it is necessary to both have a fine simulation grid (limiting simulation area) and to cycle through

every line-segment defining the simulated surface. As long simulation regions are needed for glanc-

ing angle studies and the wavelengths of interest are small, geometric approximations require both a

small grid to resolve the features and a high number of line-segments to define the polygon. This ex-

tra bookkeeping imposed by the geometrically defined rough surface severely impacts performance

and makes obtaining a statistically significant sample difficult, especially when second-order statistics

such as the sputtering angular probability distribution are desired. In order to address these short-

comings, a one-dimensional parametric alternative formulation for surface roughness was developed

by approximating surface roughness through the use of a decaying density gradient located above

the nominal surface.
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Figure 4.4.5 – Simulated sputter yield at an incidence angle of 88.5° shown as a function of the RMS
height and cutoff wavelength of geometrically simulated filtered-random surface roughness. Due to the
aperiodicity it was necessary to sample each parameter set 20 times to obtain smooth trends. Fits to the
complete dataset were not attempted. The white band indicates all parameters which fit the experimental
data at 88.5°.

This density approximation is graphically described in figure 4.4.6 whereby it can be seen that the

bulk target density is maintained in the target. A low density region is simulated above the nominal

surface that decays linearly to full vacuum over a user specified distance. The thickness of this den-

sity gradient region becomes a fitting parameter to adjust the glancing-angle sputter yield in order to

better match the experimentally obtained data. The elimination of a lateral fitting parameter is justi-

fied by the weak wavelength response shown in the parameter plots for the sinusoidal (figure 4.4.2)

and the pink noise (figure 4.4.5) models. The results of this fit are shown in section 4.4.2.1 where

it is demonstrated that good agreement can be obtained between sputtering simulations utilizing the

density gradient approximation of surface roughness and experimentally obtained sputtering yields.

The density gradient approximation for surface roughness is complementary to the algorithms em-

ployed by BCA simulations because it makes use of the fact that collision partners are generated

dynamically according to probability that an atom will be found over a certain distance which is itself

dependent on the local target density. Furthermore, the probabilistically generated collision partners
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do not exhibit any periodic structure, thus avoiding artifacts due to periodicity. Taken to unusual ex-

tremes, this lack of structure could become strongly a-physical as it is quite physically improbable

for a cluster of target atoms to be found unconnected to the bulk, as is possible by strictly defining

the probability of finding an atom away from the target surface. However practically, the fitted surface

roughness thicknesses are in the sub 10Å range, which translates into countably few mono-layers

in silicon. Therefore, any probabilistically defined voids due to the density gradient model should be

negligible.

Figure 4.4.6 – A schematic diagram showing the reduction of relative target density (relative to the bulk
density) as a function of distance from the nominal target surface. Density is shown with the blue dashed
line and a visual representation of possible target atom positions is shown by the gray circles.

4.4.2.1 Fitting to Experimental Data

A similar optimization routine to that used in section 4.4.1.2 was used to fit the gradient density

approximation of surface roughness to the experimental data. The result of this fit is shown in fig-

ure 4.4.7 where it is apparent that with respect to the sputtering yield, the gradient density approxi-

mation shows good agreement to the experimental data. Furthermore, at extremely glancing angles

greater than 89.5°, the gradient density model does not exhibit periodic artifacts.

4.4.2.2 Comparison of Density Profiles Between Linear and Sinusoidal Models

The linear density gradient approach to surface roughness is not strictly comparable to the sinu-

soidal geometric roughness model, even though they both fit the experimental data similarly well.

One-dimensional density profiles are shown in figure 4.4.8 for the best fits of both the linear density

gradient approach and the sinusoidal model, where it is quite clear that a much thicker layer is re-
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Figure 4.4.7 – Simulated sputtering and backscattering yields for different surface roughness approxima-
tions. The density gradient approximation (blue) uses a fitted surface roughness layer thickness of 8.27Å
and agrees well with the experimental data (yellow) as well as the sinusoidal model (blue) without periodic
artifacts at glancing angles. Both roughness models exhibit a better fit to the experimental data than the
simulation neglecting surface roughness (red).

quired in the linear gradient model. Sputtering yield simulations forcing the layer thickness to match

the sinusoidal thickness are shown in figure 4.4.9. Density gradient simulations conducted with a

layer thickness corresponding to the sinusoidal best fit exhibit strong deviations at glancing angles

as compared to the fitted simulations. This sensitivity to layer thickness indicates that the sputtering

responses are critically different between the sinusoidal model and the density gradient model. More

work should be done in the future to study the differences in sputtering resulting from these different

surface roughness models; however, the experimental data presented is already difficult to obtain.

One approach to validate these models as physically viable would be to perform MD simulation and

actually generate surface roughness due to bombardment and then compare the resulting density

profile to those used in BC simulations.

4.4.2.3 Bridging the Gap Between Surface Roughness Models

In order to understand the differences and sensitivity shown between the presented models for sur-

face roughness, specialized simulations were carried out to determine the cause of the discrepancy

between the density-gradient model and the sinusoidal roughness model. An initial approach of

modifying the density distribution of the gradient density model to better coincide with the true den-

sity depth profile of the sinusoidal roughness profile is shown in figure 4.4.10 and discussed in the

following paragraph. An alternative approach of emulating the density gradient model through the se-

lection of an extremely short roughness wavelength and a roughness amplitude equal to the best fit

for the density-gradient model was also studied and the simulation results are shown in figure 4.4.11.
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Figure 4.4.8 – A comparison of the density profiles between the sinusoidal model best fit and the linear
density gradient approximation.

Both of the presented models for surface roughness function, with respect to the BCA simulation,

in the same manner in that they act to smear out the interface between the bulk of the simulated

target and the simulated vacuum. However, as was shown in figure 4.4.9, the best fit parameters that

characterize this smeared interface show a significant mismatch between the two models. Namely,

the linear gradient-density model shows a best fit to the experimental data with an interface thickness

of approximately 8.27 Å, while the sinusoidal approximation shows a best fit to the experimental data

when the interface thickness is approximately 2.11 Å thick (corresponding to a specified amplitude of

1.05 Å). In the previous topic of discussion (section 4.4.2.2) it was shown that this discrepancy is sys-

tematic —that it does not result simply from a wide variety of acceptable interface thicknesses in the

linear density gradient model. Simply put, the best fits for each model are different. To address this

discrepancy the differences between the models are closely investigated. As shown in figure 4.4.8

the density gradients that exist in the one-dimensional density profiles of each model are functionally

quite different. The linear density gradient model exhibits, in accordance with its name, a linear den-

sity profile as a useful first approximation, while the sinusoidal model exhibits a higher order function

for its one-dimensional density profile. Elementary calculus indicates that the density depth-profile

for the sinusoidal model has the form of an arcsine function. This discrepancy in density profiles is

a likely candidate as the source of the systematic differences between the fitted interface thickness

between the models. A simulation implementing the correct arcsine model for the density gradient is

shown in figure 4.4.10, with the new simulation being shown in red. The differences in the simulated

yields between the improper linear-gradient (shown in green) and the arcsine gradient are impercep-

tible until glancing angles are considered. At glancing angles the density gradient model emulating
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Figure 4.4.9 – A comparison of simulated sputtering and backscattering yields for different roughness
models including a gradient density model with a thickness defined as the peak to trough height of the
shown sinusoidal model (green). The decreased thickness of the density gradient layer as compared to the
best fit layer (red) leads to an increased sputtering yield near the sputtering yield maximum and a reduction
of sputtering yield at extremely glancing angles indicating that the density gradient model is sensitive to the
chosen layer thickness.

the sinusoidal model shows slightly better agreement with the experimental best fits (shown in blue

and yellow), in that there is a slight increase in the simulated glancing-angle sputtering yield. There

remains, however, a large discrepancy in the simulated sputtering yield between even the emulated

sinusoidal density model and the best fits to the experimental data. The resoluteness of the simu-

lation discrepancy between the two models suggests that the assumption that the two-dimensional

character of the sinusoidal model can be characterized with a one dimensional depth profile is invalid.

However, the good experimental fits produced by the one-dimensional linear density-gradient model

imply that a one-dimensional solution is sufficient to represent the available experimental data.

An alternative approach to emulating a two-dimensionally described roughness model with a

one-dimensional model is the converse, namely emulating a one-dimensional solution using a two-

dimensional model. There exist two practical limits of the two-dimensional sinusoidal surface model

by which it can become strictly one-dimensional through manipulation of the wavelength. The first

trivial solution is to increase the wavelength to infinity. This trivial mapping is uninteresting as it

simplifies to an atomically flat surface with zero surface roughness. Therefore, the other solution is to

reduce the wavelength to zero. Reduction of the wavelength to zero presents a number of practical

limitations though, as the polygon defining the sinusoidal surface must be sampled at a finite number

of points and the sampling frequency for the simulation grid (as mentioned in section 4.4.1) should

be chosen to be higher than the surface sampling frequency. If the goal is simply to emulate the

linear density-gradient depth profile, the sampling restrictions can be further simplified by specifying a

sawtooth function instead of a sinusoidal function defining the surface polygon. The sawtooth function
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naturally has a linear density gradient and can be sampled with a grid spacing that is only one quarter

of the desired wavelength. A simulation at the practical sampling limit, using a wavelength of 1.0 Å is

shown in figure 4.4.11 as indicated by the yellow curve. At glancing angles there is a better agreement

to the experimental fits for this sawtooth model exhibiting a linear density gradient that is 8.27 Å thick;

however, the fit is not perfect due to the finite sampling rate. Other simulations also conducted with

larger wavelengths show the gradual movement towards higher yields at glancing incidence angles.

These alternative simulations are not shown on the plot in order to enhance readability; however,

they would appear between the green and yellow curves if shown.

Figure 4.4.10 – The sensitivity of the density gradient model to the actual density distribution is shown
by the red curve as compared to previously shown models for a linear density gradient and the sinusoidal
surface best fit. The density profile of the red curve is not linear as with the blue and green data, it is instead
simulated using an arcsine model which directly corresponds to the density distribution of the sinusoidal
model. The thickness of the layer is chosen to correspond to the thickness of the sinusoidal rough layer
shown in yellow.

Data shown in figure 4.4.10 and figure 4.4.11 imply that it would be possible to reduce the two-

dimensional sinusoidal model to completely match the one-dimensional density-gradient model in

the limit of infinitely small frequency. With respect to the relative validity of the two models and with

respect to reality, the one-dimensional model appears to be the most plausible due to there being

no requirement for spontaneously formed order. Furthermore, the best fit for the sinusoidal model

has a wavelength that is a significant fraction of the projected range of gallium ions in silicon (107

Å versus 300 Å), and while it is a functional approximation that can be used to produce yield data

fitting the experimental data it is a model fit to the data with two free parameters. As mentioned in

section 4.4.2.2, the only real option to characterize the surface roughness and determine an accurate

model is to perform MD simulations and grow rough surfaces that can be statistically analyzed. The

existence of a mapping, however limited, between the sinusoidal model and the density-gradient
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Figure 4.4.11 – The yellow curve shows simulated yields for a surface roughness simulation that attempts
to emulate the gradient density model. This simulation is the practical limit of the 2D roughness model due
to memory constraints and implements a sawtooth function with the minimum simulate-able wavelength
of 1.0 Å necessitating an decrease in the lateral simulation grid to 0.25 Å. Lower sampling frequencies
(not shown) lead to intermediate yield values between the green and yellow curves at glancing incidence
angles.

model shows that the BCA simulations used in this work are self-consistent with respect to the effects

of simulated roughness, thus supporting arguments for the inclusion of surface roughness through

some means in sputtering simulations.

4.5 Influence of Surface Roughness on the Sputtering Angular

Distribution

Surface roughness effects are not limited to the first-order statistical property of sputtering and

backscattering yields, they also affect the angular distributions of the sputtered atoms. This is one

area where further work to validate the choice of surface roughness model is direly needed, as the

error-bars of experimentally determined sputtering angular distributions are quite sizable and dwarf

the differences apparent between models. Experimentally, sputtering angular distributions are usu-

ally measured through the use of a hemispherical or half-cylindrical collection target into which an

aperture has been cut [198]. The beam is fired through the aperture onto the target substrate for

which angular distributions are to be collected and sputtered target atoms are embedded into the

collection target with relative frequency determined by the sputtering angular distribution. The collec-

tion target is then analyzed by a spatial detection technique (often auger electron microprobe) which

yields the amount of redeposition as a function of ejection angle [198]. This redeposition dose is in-

tegrated and normalized with the initial exciting ion dose. These experiments are difficult to perform
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because the experimentalist must balance the detection thresholds of the technique with the depth

detection limits, thereby optimizing the expected deposition thickness so as to avoid truncating the

detection signal while still providing a sufficient number of the target species to be detectable. The

experiment is further limited by the shadowing of glancing ejection angles as a crater is formed. For

these reasons it is quite desirable to obtain the angular distributions used as simulation inputs from

BCA simulations; however, at the same time, as shown in figure 4.5.1, figure 4.5.2, and figure 4.5.3,

the choice of surface roughness model impacts simulated angular distributions.

At normal incidence angles, near perpendicular, the effects of surface roughness can already be

seen, as shown in figure 4.5.1 for an incidence angle θ of 0°. Simulated angular distributions diverge

from the the cosine approximation and exhibit greater emission in all cases along less glancing ejec-

tion angles. The greatest amount of deviation is seen in the flat surface simulation neglecting surface

roughness (shown in green), is believed that the greater relative probability of ejection at non-glancing

angles is due to the atomically flat dense amorphous surface that acts to restrict possible ejection

paths parallel to the simulated target surface. Conceptually this can be visualized by imagining a

dense ordered crystal with an atomically flat surface; to eject a single atom from the crystal there

must exist an exit path with respect to the neighboring atoms. In the limit of an infinitely dense hard

sphere model where each atom is directly adjacent to its neighbors, one would expect that ejection

paths near normal could exist. In the case of the simulated flat surface though, there are inter-atomic

distances and a statistical function that describes the probability that a neighboring atom will be found

within that atomic distance as the simulated flat surface is amorphous and not crystalline and at a

finite temperature leading to variation in the atomic positions. As the rough surface models both work

to reduce the simulated density over the target-vacuum interface, it is unsurprising that the best fit

parameters for the density gradient and sinusoidal roughness models exhibit a lesser deviation from

the cosine approximation, as the reduced density effectively opens ejection paths. The sinusoidal ap-

proximation for surface roughness acts as an intermediate between the flat surface and the gradient

density model because any portion of the simulated surface described by the polygon is in fact a flat

surface, the imparted geometry, however, provides opportunities for greater glancing-angle ejection

(e.g. at the peak of a sign wave). The statistically defined density gradient exhibits a diffuse inter-

face and provides a spatially independent opportunity for recoils to find a free path to glancing-angle

ejection, counter to both the flat and sinusoidal simulations. The differences in near-glancing angle

emission are shown with great clarity in figure 4.5.2, which shows only the glancing-angle portion of

the polar plot of angular distributions shown in figure 4.5.1.

An additional effect of surface roughness on the angular distribution is seen for more glancing

incidence angles as shown in figure 4.5.3 for an incidence angle θ of 80°, where the glancing ejection
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Figure 4.5.1 – A polar plot comparing the sputtering angular distributions at an incidence angle of 0°
between different roughness models and a simulated surface not including surface roughness.

angles are not strongly affected; however, the behavior along the peak ejection probability changes

between models. In figure 4.5.3 the first-knock-on peak is clearly visible in all three simulations;

however, the intensity of this first-knock-on peak is most emphasized in the simulations including

surface roughness. In fact the flat surface simulation has a higher probability of ejecting a particle for

angles around the maximum of the first-knock-on peak, diffusing that emission over a greater range

of polar angles. As the polar plot is not easily integrate-able by eye, the effect of the diffused emission

is accentuated near normal ejection angles. The first-knock-on events usually occur near the target

vacuum interface, as those are the target atoms that the ion encounters first. In the surface roughness

models, the diffuse interface provides further opportunities for those atoms displaced by first-knock-

on events (the term is used rather loosely here to describe early events in the collision cascade,

not just those with order one) to result in sputtering. These early ejections emerge more along a

vector rotated 90° from the ions trajectory. Due to the greater freedom with respect to the choice

of valid ejection paths, the first-knock-on peak is highly accentuated when a diffuse interface (such

as those caused by surface roughness) is used in the simulation. Particles involved in early collision

events have greater opportunity to leave the target before interacting with other particles in the diffuse

interface simulations due to the reduction in the density of interaction partners. Conversely, higher

order collisions, which are more probable in the dense substrate lead to diffusion of the ejection

vector as seen in the flat simulations. The low density region caused by the simulation of surface

roughness affords an increased range of available exit angles. A linear plot of the normalized angular

distribution for simulated flat and rough surfaces is shown in figure 4.5.4 where the area under the

probability distribution curve shows the expected behavior, the data presented in figure 4.5.4 is the
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Figure 4.5.2 – A polar plot comparing the sputtering angular distributions at an incidence angle of 0° be-
tween different roughness models and a simulated surface not including surface roughness, shown mag-
nified for ejection angles nearly parallel to the surface. Please note that the rough surface models better
match the simple cosine behavior at grazing ejection angles.

same as in figure 4.5.3, only the plotting presentation has changed. In chapter 5 it will also be shown

that there exist energetic differences among those atoms ejected along the path of the first-knock-on

peak, as one would expect if atoms leave the target with a minimal number of interactions.

4.6 Interpolability of Surface Roughness 30keV Ga on Si vs 5keV

Ga on Si Density model

Up until this point the main consideration has been the precise fitting of simulation models to 30 keV

gallium beams impinging on amorphous silicon targets. This focus is well justified as this energy is

commonly found on commercial FIB equipment and represents a starting place for high precision

BCA simulations of sputtering statistical properties. In the preceding sections it was demonstrated

that while there exist many factors for optimization among the BCA simulations in this work, the great-

est source for error and the most important optimization parameter is ensuring that adequate surface

roughness is included in any simulations that might include glancing angle effects. The notable suc-

cesses, namely the ability to apply two different models for surface roughness and reproduce the

experimental behavior at glancing angles of incidence, bring to mind questions as to the extensibility

and plausibility of the surface roughness requirements when bombardment energies other than 30

keV are used.

There are therefore two questions to be answered with respect to FIB radiation at different en-

ergies, first, is it possible to fit simulations to experimental data conducted at other energies, and
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Figure 4.5.3 – A polar plot comparing the sputtering angular distributions between different roughness
models and a simulated surface not including surface roughness at an incidence angle of 80°. Notice that
the peak attributed to first knock-on interactions is more pronounced in the simulations including surface
roughness.

secondly, does the available data and the results of the fits provide clues towards developing a sim-

ple model that can be used to predict the required rough interface for a given ion energy? To answer

the first question, the reader is referred to figure 4.6.1, which shows a simulated yield curve as com-

pared to experimental data [181] for 5 keV gallium on silicon. The simulation data shown uses a

density gradient model with a layer thickness of 16.11 Å, corresponding to a density gradient oc-

curring over approximately 20 silicon mono-layers. This layer thickness was determined using the

fitting procedure discussed in section 4.4.1.2, whereby an automated least-squares fitting procedure

was conducted, comparing the simulated yield to the experimental yield at predetermined incidence

angles with the optimization parameter specified as the thickness of the linear gradient-density layer.

Though the fit is not perfect, it is a marked improvement over the simulation neglecting surface rough-

ness and exhibits >6x less variance as shown in figure 4.6.2.

The answer to the second question, as to whether these fits provide a hint as to a method by which

to predict the required amount of surface roughness required in a simulation, is, with respect to the

two experimental datasets, no. Conceptually it would be impossible to show with only two datasets

that interpolation between the datasets is possible. If the thicknesses of the interface layers were

similar, however, it would provide hope that the required interface layer thickness was not strongly

dependent upon the energy of the impinging ion. The results shown, wherein the best fit for 5 keV

is a 16.11 Å thick layer and the best fit for 30 keV is a 8.27 Å thick layer indicates that the thickness

of the interface layer does change depending on the energy of the impinging ion. Furthermore,
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Figure 4.5.4 – A linear plot comparing the sputtering angular distributions between the different roughness
models and a simulated surface not including surface roughness at an incidence angle of 80°. Notice that
the apparent difference between the simulations is less pronounced in the linear plot than the polar plot
shown in figure 4.5.3.

figure 4.6.2 shows the relative variances between the experimental data and various simulations

including different layer thicknesses (where variance is defined in these plots as the sum of the

squares of the errors at every simulated incidence angle between the experiment and simulation),

which indicates that not only does the thickness of best fit change with bombardment energies, but

the sensitivity of the fit also changes between bombardment energies. This extra degree of variability

points to a non-linear dependence between the necessary thickness of the interface layer and the

energy of the impinging ion.

This data must not be misconstrued; however, all that has been currently demonstrated is that

the required layer thickness for a fit varies with energy (roughness is not constant), and that a lin-

ear approximation for that dependence does not pass through zero. Physically this is unsurprising,

as clearly one would not reasonably expect zero roughness as bombardment energy approached

zero. In this physical low energy regime, the effects of deposition itself would lead to roughness. In

order to better understand the surface roughness dependence at different bombardment energies,

two approaches exist. The straightforward approach would be to generate more experimental data

for intermediate energies. This direct experimental approach would allow a semi-empirical rule to be

derived that could be used to predict a required interface layer thickness. The alternative approach

would be to use tools, such as MD, to actually simulate the roughening of the surface during bom-

bardment. The advantage of this simulation approach is that the resulting simulation roughness could

be better characterized; however, the question still remains of how to accurately compare simulated

roughnesses with experimental roughnesses. Currently in this work it has been demonstrated that
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Figure 4.6.1 – Simulated yield for best fit parameters of a density-gradient model emulating surface rough-
ness for 5 keV gallium impinging on silicon.

the procedure to fit interface layers using the density gradient model is still valid when applied other

experimental datasets, though there remain numerous open questions as to predicting the amount

of required surface roughness in lieu of actually performing additional experiments.
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Figure 4.6.2 – The variance from the experimental data as a function of layer thickness. Variance here is
defined as the sum of the square of the errors at the experimental data points. The 30 keV simulations are
twitchier than the 5 keV simulations, in that the curvature of the minimum with respect to variance is high.
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Chapter 5

Simulation Including Sputtering by

Sputtered Target Atoms

In the two preceding chapters (chapter 3 and chapter 4) it was demonstrated that the presented

model (chapter 2), which includes the effects of direct beam sputtering, redeposition of target atoms,

additional sputtering due to backscattered ions, and redeposition resulting from backscatter-ion sput-

tering, is insufficient to describe the effects of milling with deep trenches even qualitatively (sec-

tion §3.6); though good agreement was obtained for shallower structures (figure 3.5.1), it was also

shown that the inclusion of a rough surface increases the relative magnitude of the first-knock-on

peak in the sputtering angular distribution (section §4.5). The experimental evidence prompted the

exploration of possible causes for the demonstrated increased sputtering occurring at the bottoms

of trenches optimized to have steep and straight sidewalls. Two avenues of inquiry were investi-

gated; the first being enhanced sputtering due to implanted gallium, the second being an additional

source of sputtering due to secondary impacts by sputtered target atoms with high energy (referred

to herein as reflexive sputtering). BCA dynamic simulations have indicated that there is indeed a

preferential layer of gallium rich target material at the bottom of the trench [122] and implantation

enhanced sputtering remains a promising research field. Initial estimates place the change in sputter

depth due to implantation effects to be less than 10%. However, the enhanced first-knock-on peak

shown for rough surfaces spurred further investigation into the angular distribution of sputtered ions

as a function of ejection energy as obtained through BCA simulations using IMSIL. This investigation

indicated a strong correlation between ejection angles near the first-knock-on peak and ejection en-

ergy. A non-trivial portion of these energetically sputtered target atoms possessed sufficient energy

103
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to induce further sputtering (a sputtering yield greater than unity) with a direction vaguely∗ around the

first-knock-on peak. This chapter describes the development and testing of an extended sputtering

model that makes use of energy-resolved angular distributions for sputtering and backscattering of

ions and target atoms in order to simulate the proposed phenomenon of reflexive sputtering occurring

during FIB milling.

5.1 Motivation for Investigating a Reflexive Sputtering Model

The simple motivation for investigating reflexive sputtering is that the model presented in chapter 2

is insufficient to accurately model trenches with very steep sidewall angles. There exists, however, a

plethora of alternative explanations for the experimental discrepancy seen in section §3.6 and some

effort must be made to justify the overhead and the added complexity presented by using an energy-

resolved reflexive sputtering model. In this section it will be demonstrated that the angular probability

density of sputtered atoms is not uniform with respect to the ejection energy of said particles. Fur-

thermore, it will be demonstrated that even though the total fraction of high energy sputtered particles

is small, when combined with a sputtering yield greater than unity, these interactions should not be

neglected. In section §5.3 a self-consistent model will be demonstrated, but this section will focus on

back-of-the-envelope justifications for the developed model, including the effects of energy-resolved

reflexive sputtering.

When a simulated ion impinges on the target surface, a recoil cascade occurs, which dissipates

a portion of the ion’s energy into the target through nuclear collisions and electronic stopping. These

nuclear collisions create energetic recoils which go on to incite further nuclear collisions leading to

the so-called recoil cascade. Sputtering in the simulation is defined as the phenomenon whereby

energetic particles leave the bulk of the target and escape into vacuum after first surmounting the

surface binding energy. Each of these recoils leading to sputtering, of course, has its own velocity

and direction, which can be further characterized as a kinetic energy. Unsurprisingly, due to the sta-

tistical nature of the collision cascade, ejected particles leave the surface with a range of energies

and directions. In chapter 2 the angular probability distribution (relating to the range of directions of

ejected particles) was shown by figure 2.3.3; however, it was implicitly assumed that the energies

of these sputtered atoms were low and indistinguishable. When studying the effects of rough sur-

faces on the angular distribution, as shown in section §4.5, it became clear that the higher energy

first-knock-on peak was dependent on surface effects, which in turn prompted the study of energy-

∗As the first-knock-on peak is not comprised solely of first generation impacts, there is a degree of peak broadening that
occurs, as is shown later in figure 5.4.1.
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resolved angular distributions. A typical sputtering angular distribution for an incidence angle of 80° is

shown in figure 5.1.1; however, this angular distribution (equal to the gradient density model distribu-

tion shown in figure 4.5.3 when summed over all energies) shows normalized angular distributions for

different ranges or bands of ejection energies. The simulation results shown in figure 5.1.1 are quite

striking as they indicate a strong directed focusing effect in the distribution of ejection angles, which

increases with increasing ejection energy. Through BCA simulations of silicon ions impinging on a sil-

icon target, it is known that the non-negligible sputtering starts to occur for energies as low as 200 eV,

and by 2000 eV, net sputtering can clearly be demonstrated for a range of incidence angles. These

energy-resolved sputtering angular distributions indicate that there could be an additional source of

sputtering caused by high energy sputtered particles in the real experiments; however, the question

of the relative rarity of these high energy particles bears addressing.

Figure 5.1.1 – A polar plot of the angular distribution of sputtered target atoms shown for different ejection
energy bands at an incidence angle of 80°. Energy bands are shown normalized for clarity. Low energy
(0.1-2.0 eV) sputtered atoms exhibit a nearly cosine angular probability distribution. As the ejection energy
increases the angular distribution becomes more focused and trends towards more glancing ejection angles
with respect to the surface normal. These sputtering simulations are conducted using the gradient density
model for surface roughness.

A shortcoming of figure 5.1.1 is that the angular distributions for each energy band are shown nor-

malized, leaving considerable uncertainty about the relative rarity of each band of ejection energies.
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The fractional energy distributions for sputtered particles are shown in figure 5.1.2 (indicated by the

blue curve), also for an incidence angle of 80°, in an attempt to address this shortcoming. The energy

distribution of sputtered particles, as indicated by the blue line shown in figure 5.1.2, lends a degree

of validity to the assumption made in chapter 2 that sputtered particles by and large contribute mostly

to redeposition. This assumption is supported by the large number of sputtered particles emerging

with between 1 and 20 eV of energy; furthermore, the green curve, showing the cumulative fraction

of particles sputtered at energies greater than a given energy (simply a re-representation of the data

shown in the blue curve), clearly indicates that greater than 50% of sputtered particles are sput-

tered with ≤20 eV of energy post-ejection. The red curve, plotting the maximum sputtering yield for

silicon-silicon interactions†, tells a different story. The total population of sputtered atoms with energy

greater than 1000 eV is only on the order of 5%; however, the sputter yield is nearly four atoms

per energetically sputtered target atom. This is further enhanced by the fact that when sputtering

near the sputtering yield maximum, there are 18 target atoms (of varying energies) sputtered for

each incident ion, of which 5% or ≈ 1 atom will have sufficient energy to lead to more sputtering.

By these back-of-the-envelope calculations, it is clear that sputtering due to energetically sputtered

target atoms (reflexive sputtering) could, in some circumstances, represent additional sputtering of

similar magnitude to sputtering by backscattered ions. The existence of an unaccounted effect similar

in magnitude to the backscattering flux, which was already shown in figure 2.4.1 to tangibly affect sim-

ulation results, provides the impetus for further investigation through the devise of a new model that

includes the previously unaccounted for effect of reflexive sputtering. A model that can resolve such

self-sputtering effects must carefully consider the energy distribution of the ejecta. Implementation

of such an energy-resolved model also allows for an implementation of sputtering by backscattered

ions that does not make use of the mono-energetic approximation discussed in section 2.1.3. In

order to characterize the effect of reflexive sputtering, and furthermore of more accurate backscatter

sputtering on topography simulations, it was necessary to extend the model shown in chapter 2 to

adequately resolve energetic effects, as will be shown in section §5.3. Furthermore, simulations us-

ing an implementation of the extended model (described in section §5.4) were also completed and

characterized, as will be shown in section §5.5, demonstrating that not only is this extended model

plausible, but it is possible to use it in simulation.

†Maximum sputtering yield here refers to the maximum of the incidence angle dependent sputtering yield for a silicon atom
energy. This represents the upper-bound for the amount of possible sputtering; however, as a back of the envelope proxy for
more precise estimates, this upper-bound is sufficient.
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Figure 5.1.2 – The factional sputter yield of ejected target atoms across different energy bands for and
incidence angle of 80° is shown in blue; the majority of sputtered target atoms have an energy between
1 eV and 50 eV. The cumulative fractional yield is also shown indicating the fraction of sputtered atoms
possessing an energy greater than the energy indicated by the X-coordinate of the plot shown in green
indicating that approximately 5% of sputtered target atoms possess energies greater than 1 keV. The red
curve indicates the maximum sputtering yield attainable if a target atom with the given energy were to
re-intersect with the target. It can be seen that redeposition is canceled out (sputter yield > 1) for ejected
particles with an energy greater than 200 eV.

5.2 Old Equations of Motion in New Nomenclature

The energy-resolved reflexive sputtering model presented in this chapter is significantly more com-

plex than the simple model for sputtering and redeposition presented in chapter 2. In the model

presented earlier it was convenient to use long form English names to refer to and define the vari-

ous simulated fluxes; however, now that reflexive sputtering requires the simulation of two sputtering

species, the nomenclature used in the previous chapters is too cumbersome to use to clearly express

the new model presented in this chapter. Furthermore, the assumptions employed in between the

model presented in chapter 2 and the model presented in this chapter change. The assumptions of

the simple model were addressed in the text in chapter 2; however, to facilitate clarity, the assump-

tions for both models presented in this chapter (the reformulation of the model presented in chapter 2,

and the new energy-resolved model) are stated both in tabulated and textual form. In this section the
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reformulation of the simple model presented in chapter 2 is presented in the new nomenclature.

5.2.1 Sputtering Model Presented in the New Nomenclature

The simple model presented in chapter 2 makes the assumptions listed in table 5.2.1. The first as-

sumption is that the system can be modeled using only 3 levels of flux evaluation making it a third

order simulation (with orders being referred to as zeroth, first, and second order as the primary beam

interaction is considered to be a trivial zeroth-order effect)∗. While it is possible to formulate the model

for arbitrarily high orders of simulation, the source term for the second order redeposition of target

atoms by backscattered ions is based on the assumption that the energy loss to backscattered ions

is negligible. As there are indubitably unconsidered energy losses experienced by the backscattered

ions, coupled with the trench geometries usually studied (backscatter yields are only non-negligible

for glancing incidence angles which occur at sidewalls in trenches, of which there are normally only

two) drive the choice to limit simulation complexity to three orders. Furthermore, each additional

order of complexity adds the cube of the number of nodes worth of computational effort O(n3), as

each node acts as both an emitter and a sink for flux and emissions at the emitter depend upon the

incidence angles of the fluxes entering the emitter, thereby requiring a triple loop† over all nodes. The

beam used in these simulations is assumed to be monochromatic and to have a Gaussian spatial

dose distribution. Additionally, in the simple simulation, dynamic implantation effects are neglected.

The sputtering yields used in the simulation (garnered from BCA simulations) are matched to the

steady-state sputtering rates obtained from experiments [179,181] at normal incidence which physi-

cally contain a small amount of implanted gallium. Neglecting this gallium was shown in section 4.3.1

to be of arguably small importance. As the composition of the target is static, the zeroth-order sput-

tering effects of sputtering yield and backscattered ion yield are assumed to strictly depend on the

incidence angle between the beam and the receiving node.

First-order redeposition (caused by zeroth-order sputtering‡), being those target atoms that were

sputtered by the primary beam ions and subsequently redeposited, is assumed in the simple model

to lead strictly to sticking. Practically, this assumption means that the fraction of sputtered atoms

with ejection energies greater than 2 eV are negligible. These assumed low-energy target atoms

∗Arguably the simulation could be said to be only 2.5 orders, as the final level of simulation the redeposition flux resulting
from secondary sputtering by backscattered ions is modeled using a simple cosine rule.
†A loop over all destinations, sources, and sources of the sources. This O(n3) behavior is better than the naive recursive

formulation which is O(nk) complex where k is the number of simulated orders of complexity.
‡In table 5.2.1 redeposition is listed as a first order term shared with zeroth-order sputtering, this is due to the two different

viewpoints available. Zeroth-order sputtering leads to depletion of material at the zeroth-order node, making it a clear zeroth
order effect; however if the flux of zeroth-order sputtered target atoms re-impinges with the target, it will result in additional
material being added at a first-order node. Furthermore, in chapter 2 redeposition was treated as a first-class concept thus
both terms are used.
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are sputtered by the incident ion beam and travel along the paths dictated by the angular sputtering

distribution of sputtered ions until they either encounter another surface in the simulation or are lost

to the vacuum chamber. If this low-energy assumption is made, then the additional assumption that

these freed target atoms simply stick with 100% efficiency to whatever they encounter is plausible.

However, the assumption of wholly low-energy emission of sputtered particles is brought into ques-

tion by the energy distributions shown in figure 5.1.2, which is, of course, the eventual topic of this

chapter. These redeposited target atoms are strictly of the target species (in this example silicon) in

these simulations, as there is no effort made to keep track of the gallium in the target. Furthermore,

this simplification prevents the proper simulation of multi-component targets (for instance layered

structures) because volumetric material domains may exist in the simulation, but no model exists to

simulate the effects of intermixing driven by redeposition. On the same order as redeposition, one

also finds the antagonistic process of sputtering due to backscattered ions. In the simple model, en-

ergy loss of backscattered ions is assumed to be negligible and therefore zero. As with redeposition

of target atoms, there is no facility in the simple model to accommodate the subsequent implantation

of backscattered ions when they re-impinge with the target. The sticking factor of these backscat-

tered ions is therefore zero, after they have lead to sputtering, indicating that they are removed from

the simulation.

Finally, in the second order of the simulation, the target atoms that have been sputtered by the

backscattered ions go on to be redeposited in the simulation. This redeposition of the backscattered

ion sputter flux occurs using the scaled cosine approximation that was discussed in section 2.1.4.

The cosine approximation is used for efficiency, as it avoids a complete triple loop in the last order.

Furthermore, the approximation is plausible as the geometries of trenches indicate that most sput-

tering by backscattered ions occurs with incidence angles that are nearly normal to the target. For

near-normal incidence angles, it was demonstrated in figure 2.3.3 that a cosine approximation is in

good agreement with the simulated angular distribution from BCA.

The goal of the new nomenclature presented in this chapter is to compactly show both the order

of a simulated effect as well as the species involved. To that end, general forms of the fluxes and

node velocities (for the simple model§) which are valid for any order of complexity are shown in

equation (5.2.1), equation (5.2.2), and equation (5.2.3). The three orders of complexity presented in

this work are shown in figure 5.2.1 as a schematic diagram demonstrating the coordinate system for

zeroth, first, and second-order effects. Through the manipulation of these equations, starting with the

zeroth order of complexity, it is possible to derive the complete set of equations that were presented

§Simplified general equations are presented containing only terms that will eventually be useful. As will be seen in the
models presented later, the addition of either different species or different energies causes the equations to quickly balloon in
size and complexity.
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Property: Assumption:
Order of Simulation 3

(0th order) Beam Energy 30 keV (monochromatic)
(0th order) Target Composition Si (static composition)

(0th order) Beam Shape Gaussian, Error Function, or
Superposition of Gaussians (Overlapped beam)

(0th order) Sputtering Yield Dependent on Local Incidence Angle θ
(0th order) Backscattering Yield Dependent on Local Incidence Angle θ

(0th order) Sputtered Atom Energy
(1st order) Redeposition Energy 0-2 eV (sticking only)

(0th order) Sputtered Atom
Composition

(1st order) Redeposition
Composition

Si

(0th order) Sputtered Atom Shape
(1st order) Redeposition Shape Angular Distribution from BCA

(1st order) Sticking Coefficient 1
(1st order) Backscattering Energy 30 keV (monochromatic)

(1st order) Backscattering
Composition Ga

(1st order) Backscattering Shape Angular Distribution from BCA
(1st order) Backscattering Sticking

Coefficient 0

(1st order) Backscatter Sputtering
Yield

Dependent on Local Incidence Angle θ and
Backscatter Flux

(1st order) Sputtered Atom Energy
(2nd order) Redeposition Energy 0-2eV (sticking only)

(1st order) Sputtered Atom
Composition

(2nd order) Redeposition
Composition

Si

(1st order) Sputtered Atom Shape
(2nd order) Redeposition Shape Scaled Cosine

(2nd order) Sticking Coefficient 1

Table 5.2.1 – Assumptions made in the simple model presented first in chapter 2.
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Figure 5.2.1 – A sketch demonstrating the coordinate system used in the new nomenclature. The angle
of incidence between incoming fluxes is indicated by θi, while the ejection angles of outgoing fluxes from a
node are indicated by αi. By convention, the initial beam flux is defined to be zeroth order, i = 0.

in chapter 2. This derivation will be shown after a moment is taken to explain the conventions of the

nomenclature. Fluxes in this nomenclature are indicated by a capital F and are differentiated at any

order of complexity by the species of atom that they track; in the case of equation (5.2.1), FGa, i←i−1 is

the flux of gallium (as indicated by the subscript Ga) arriving at the node from an i−1thorder node for

an ith order interaction, transformed to be normal to the surface at the node. FGa, i←i−1 is dependent

on the incidence angle θi between the evaluated node and the source node and the ejection angle

to the ith order node from the i− 1th source node as indicated by αi−1. These angles are defined by

the geometric locations of the ith and i− 1th nodes used in the simulation¶. On the right hand side of

equation (5.2.1) it can be seen that the flux arriving at the ith node is proportional to the flux coming

from the i−1thnode, as indicated by the inclusion of the previous ordered flux of gallium FGa, i−1←i−2,

this (i − 1th) incoming flux is itself dependent upon the flux coming from the i − 2nd order node (as

indicated by the summation over all i − 2nd source nodes), which is multiplied by the backscatter

yield of the previous (i− 1th) order node Yback,Ga|Ga(θi−1) and the backscatter angular distribution at

that node fback,Ga|Ga(αi−1, θi−1). Where capital Y indicates a sputtering or backscattering yield (the

type of yield is indicated by subscript), and a lowercase f indicates an angular distribution of either

a sputtered or backscattered species. The subscript separated by a vertical bar shown in both the

yield and angular distribution quantities indicates the relevant interaction pair with the shown example

Ga|Ga indicating that the quantity concerns the amount of gallium excited by gallium, consequently

the quantity Ysput, Si|Ga(θi−1) shown in equation (5.2.2) indicates the amount of silicon sputtered

¶Furthermore, relative incidence angles θi between any two nodes are geometrically defined and do not change between
orders except in the special case of the incidence beam flux FGa,−where the incidence angle is defined as the angle between
the surface-normal at the node and the beam angle θ0.
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by gallium. This example equation is ended by the geometric projection factor li−1

di−1,i
cos θi which

compensates for the projection and the spreading of the flux over the solid angle between the i− 1th

source and the current ith order destination node. The geometric projection factor is comprised of the

length segment of the source li−1, the distance between the source and the evaluated destination

node di−1,i. The node velocity‖ due to ithorder effects is presented in equation (5.2.3) where it can be

seen that the ithorder velocity only depends on ith order fluxes (which depend on the previous order

flux terms). As with the equations presented in chapter 2 it is necessary to sum over all visible source

nodes in order to know the velocity of a given destination node. This is handled in equation (5.2.3)

by the summation of fluxes over the visible i − 1th order source nodes as indicated by the term∑
visiblei−1

. The remaining term is atomic volume of silicon υSi (the reciprocal of the atomic density

of silicon), which is used to convert the flux into a volumetric change at the node, which leads to the

node velocity. The silicon term of the node velocity is equal to the sum of the incoming silicon fluxes

times unity, as this model assumes that redeposition occurs with a sticking coefficient of 1, as this

term is positive it indicates redeposition; while the gallium driven term above it is negative to indicate

sputtering.

Note that the flux impinging on any ith order destination node depends on the total flux impinging

on i− 1th order source nodes from all of its visible source nodes.

FGa, i←i−1 =


∑

visiblei−2

FGa, i−1←i−2 ·

 Yback,Ga|Ga(θi−1)·

fback,Ga|Ga(αi−1, θi−1)


 · li−1

di−1,i
cos θi (5.2.1)

FSi, i←i−1 =


∑

visiblei−2

FGa, i−1←i−2 ·

 Ysput, Si|Ga(θi−1)·

fsput, Si|Ga(αi−1, θi−1)


 · li−1

di−1,i
cos θi (5.2.2)

Vi(θi, FGa, i←i−1, FSi, i←i−1) = υSi ·


∑

visiblei−1

FGa, i←i−1 ·
[
−Ysput, Si|Ga(θi)

]
+

∑
visiblei−1

FSi, i←i−1 · [(1)]

 (5.2.3)

In order to transform these equations into the set of equations presented in chapter 2, one starts

with the assumptions. The initial assumption was that a pure gallium beam is the sole excitation in the

‖The node velocity is really the only equation of motion, as it is the only term that dictates motion; however, without
evaluation of the fluxes the node velocity would be useless, therefore the set is presented as the equations of motion.
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system; therefore, the zeroth-order flux for silicon is zero, leading to FSi, 0 = {0}, and the zeroth-order

flux of gallium is strictly determined by the beam yielding FGa, 0 = {FGa,−} · cos θ0, the summation is

neglected as the beam flux is independent of the geometry outside of the precisely defined incidence

angle θ0. Substitution into equation (5.2.3) yields equation (5.2.4), where the summation over visible

source nodes is neglected due to the only flux source being the beam. Moving on to the first-

order, the gallium flux FGa, 1←0 becomes as shown in equation (5.2.5), this quantity was known in

chapter 2 as the flux of backscattered ions (equation (2.1.3)), the lack of a meaningful set of i − 2nd

order source nodes the summation to be dropped∗∗. What was known as the redeposition flux

(equation (2.1.2)) in chapter 2 is now indicated by the first-order flux of silicon atoms FSi, 1←0 which

are wholly generated in this simple model from interactions between the beam ions and the target

as shown in equation (5.2.6). The first-order velocity shown in equation (5.2.7) is comprised of the

flux of backscattered atoms and the redeposition flux. As the sticking coefficient for redeposition is

unity, the bottom silicon term is precisely the redeposition flux from chapter 2. Multiplication of the

first order gallium flux FGa, 1←0 times the sputtering yield of silicon by gallium Ysput, Si|Ga(θ1) yields

the term referred to in chapter 2 as the silicon sputtering flux due to backscattered ions (shown here

in the top half of equation (5.2.7)), as shown in equation (2.1.4). As there are now source nodes in

the first-order node velocity V1(θ1, FGa, 1←0, FSi, 1←0), the summation over the visible sources cannot

be neglected as it could be in the zeroth-order node velocity equation.

V0(θ0, FGa, 0, FSi, 0) = −υSi ·
[
FGa,− · Ysput, Si|Ga(θi) · cos θ0

]
(5.2.4)

FGa, 1←0 =

{
FGa, 0 ·

[
Yback,Ga|Ga(θ0) · fback,Ga|Ga(α0, θ0)

]}
· l0

d0,1
cos θ1 (5.2.5)

FSi, 1←0 =

{
FGa, 0 ·

[
Ysput, Si|Ga(θ0) · fsput, Si|Ga(α0, θ0)

]} · l0
d0,1

cos θ1 (5.2.6)

V1(θ1, FGa, 1←0, FSi, 1←0) = υSi ·


∑

visible0

FGa, 1←0 ·
[
−Ysput, Si|Ga(θ1)

]
+

∑
visible0

FSi, 1←0 · [(1)]

 (5.2.7)

The second-order equations are once again a special case and make use of the initial assump-

∗∗The independence of the beam flux on source incidence angles means that the summation of all considered gallium fluxes
are degenerate. The summations shown in equation (5.2.1) and equation (5.2.2) are only meaningful for order greater than 1.
As gallium fluxes are removed from the simulation after order 1, the summation may be neglected for all gallium cases.
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tions stated at the beginning of this section. The second-order gallium flux FGa, 2←1 is taken to be

zero due to the assumption that backscattered ions make only one hop and do not experience mul-

tiple backscatter events yielding equation (5.2.8). In the second-order silicon flux equation FSi, 2←1,

the angular distribution of sputtered atoms fsput, Si|Ga(αi−1, θi−1) has been replaced by the cosine

approximation c1 · cosn(α1) as the simple model estimates the second-order redeposition distribu-

tion using a cosine approximation, as indicated in table 5.2.1. The second-order flux of silicon

atoms at a given second-order node (equation (5.2.9)) is the sum of all gallium backscatter ions

that arrived at the first-order source node times their sputtering yields and distributed by the cosine

approximation. The cosine approximation saves computation as it allows the reuse of the quan-

tity
∑

visible0

FGa, 1←0 ·
[
Ysput, Si|Ga(θ1)

]
, which was calculated earlier in the top part of 5.2.7. As the

second-order gallium flux is zero, the node velocity is simple to calculate and is simply the sum over

all the source destinations for the second order silicon flux multiplied by the reciprocal of the density,

as shown in equation (5.2.10). Summing up every order’s contribution to the node velocities yields

precisely the same equation presented in section 2.1.5 of chapter 2.

FGa, 2←1 = {0} (5.2.8)

FSi, 2←1 =

{ ∑
visible0

FGa, 1←0 ·
[
Ysput, Si|Ga(θ1)

]}
· c1 · cosn(α1) · l0

d0,1
cos θ2 (5.2.9)

V2(θ2, FSi, 2←1) = υSi ·

 {0}+∑
visible1

FSi, 2←1 · [(1)]

 (5.2.10)

††

A summary of the new notation for the equations of the simple model is shown in table 5.2.2,

which is re-expressed to facilitate comparison with the energy-resolved model presented later.

††In the second-order node velocity equation (5.2.10) term the summation over visible nodes
∑

visible1
is written with

separate limits of summation than was presented in the first-order node velocity equation (5.2.7), where
∑

visible0
was used.

This distinction is made purely for notational clarity, as the nodes do not move between evaluations of the different order
fluxes; the limits therefore are the same and visible0 = visible1as far as the limits are concerned. Clearly the argument of
the summations are different, leading to different evaluations of the velocity due to the respective fluxes.
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Equation of Motion
FSi, 0 = {0}

FGa, 0 = {FGa,−} · cos θ0
V0(θ0, FGa, 0) = FGa, 0 ·

[
−υSi · Ysput, Si|Ga(θ0)

]
FGa, 1←0 =

{
FGa, 0 ·

[
Yback,Ga|Ga(θ0) · fback,Ga|Ga(α0, θ0)

]}
· l0
d0,1

cos θ1 5.2.5
FSi, 1←0 =

{
FGa, 0 ·

[
Ysput, Si|Ga(θ0) · fsput, Si|Ga(α0, θ0)

]}
· l0
d0,1

cos θ1 5.2.6

V1(θ1, FGa, 1←0, FSi, 1←0) = υSi ·


∑

visible0

FGa, 1←0 ·
[
−Ysput, Si|Ga(θ1)

]
+∑

visible0

FSi, 1←0 · [(1)]

 5.2.7

FGa, 2←1 = {0} 5.2.8
FSi, 2←1 =

∑
visible0

{
FGa, 1←0 ·

[
Ysput, Si|Ga(θ1) · c1 · cosn(α1)

]}
· l0
d0,1

cos θ2 5.2.9

V2(θ2, FSi, 2←1) = υSi ·
[ ∑
visible1

FSi, 2←1 · [(1)]
]

5.2.10

Table 5.2.2 – The complete equations of motion for the simple model, re-presented for clarity.

5.3 Equations of Motion for Sputtering Simulations Including

Reflexive Sputtering

Consideration of reflexive sputtering by previously sputtered silicon atoms requires knowledge of the

energies of the particles that will incite sputtering (discussed and shown in section 5.4.4, previewed

in figure 5.1.2), in order to determine the number of particles that are sputtered. Furthermore, as was

shown in figure 5.1.1, the angular distribution varies with respect to the ejection energy of ejected

particles —for both backscattered primary ions and sputtered target atoms, as will be discussed in

section 5.4.2 and section 5.4.1. Additionally, and quite intuitively, the sputter rates of these particles

of different species and energy vary strongly with the energy of the sputtering particle, as discussed

and shown in section 5.4.3. It is therefore essential that the energies of ejected particles of either

species be explicitly defined within the equations of motion; this requirement will be demonstrated in

section §5.6, where approximations of the energy dependence are studied and presented.

In dynamic-BCA simulations, the energy effects of sputtering caused due to ejecta are implicitly

handled —there are no restrictions on the number of intermediate energies within the simulation;

however, in this presented hybrid approach, utilizing a continuum model and sputtering statistics,

energy effects must be dealt with explicitly. Statistically speaking the energy distribution of the sput-

tering ejecta is a continuous function when taken as a limit of an infinite number of sputtering events;

realistically however, the quality of the statistical approximation is bounded by the number of simu-

lated sputtering events which prevents knowing a full continuous probability distribution. When using

BCA to generate input files for a hybrid simulation one must balance simulation time and preprocess-
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ing challenges‡‡ and therefore, the continuous energy distribution must be discretized. The energy

dependence is thus handled in this model by creating statistical ejecta distributions along discrete

energy ranges or slices chosen along logarithmic intervals. Discretization of the energy distributions

avoids the difficult problem of integrating the statistical ejection distributions over energy, which would

be both computationally expensive in the evaluation and the derivation of said distributions. These

extracted statistical sputtering inputs are described in section §5.4.

In the remainder of this section the full set of equations of motions and the related assumptions for

the energy-resolved sputtering model will be presented. For convenience the equations of motions

are summarized at the end of this section in table 5.3.2; representative data of the statistical input

parameters will be presented in section §5.4.

5.3.1 Assumptions Employed by the Energy-Resolved Sputtering Model

As with the previous model, the energy-resolved model is first presented as a set of simulation as-

sumptions from which governing equations are developed in section 5.3.2. As with the simple model

previously presented in this chapter, only three orders of complexity are assumed to be sufficient to

represent the phenomena modeled. In the previous model this meant that gallium was only allowed

to backscatter once; sputtering thus occurred at the zeroth and first order nodes which in turn lead

to redeposition at the first and second order nodes. In this energy-resolved model these gallium as-

sumptions are unchanged; however, sputtering may now be incited by both beam and target atoms

which adds additional terms to the equations. It also creates the opportunity for backscattering to oc-

cur by either species, though the most important feature of the energy resolved model is that silicon is

allowed to sputter silicon through the process of reflexive sputtering. The one-hop limit for backscat-

tering is still used, but it is applied to both species at different orders of simulation complexity (gallium

stops backscattering in the first order, and silicon in the second); furthermore, sputtering by backscat-

tered silicon is not considered in this model as that would require a fourth order of complexity. Due

to the fact that the incoming flux of silicon atoms leading to silicon backscattering is polychromatic,

a BCA derived angular distribution is not used, and the angular distribution of backscattered silicon

atoms is approximated with a cosine, this backscattered silicon is taken as only contributing towards

second-order redeposition. This choice of a cosine approximation for a backscatter angular distri-

‡‡While the capabilities to resolve the statistical distributions as a function of energy could be added to the BCA simulator
IMSIL, this exploratory work makes use of post-processed trajectory files. The size of these trajectory files presented an
additional challenge to generating the input data used in the simulation as a large number of simulated particles were needed
in order to have statistically robust distributions along the discreet energy bands, especially in the case of backscattered
particles. Future work on this topic would strongly benefit from making the statistical output of IMSIL compatible with energy
resolved statistical distributions, as this feature would improve the quality of the input data which is currently limited by the
maximum trajectory file size that may be conveniently post-processed.
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bution is suspect and is investigated further in appendix C; however, the effect is minor due to the

relatively small population of backscattered silicon. A monochromatic gallium beam with a Gaussian

shape and a beam energy of 30 keV is used in this model, as with the previously described mod-

els. Implantation effects are neglected in this model and the implantation of gallium does not lead

directly∗ to mass gain at any simulation nodes. Thereby, the zeroth-order sputtering yield of target

silicon sputtered by the gallium beam and the backscatter yield of those gallium ions , is dependent

solely upon the local incidence angle as there are no concentration dependent sputtering yields used

in this model.

In the first order of the model, the precursor to reflexive-sputtering makes its first appearance

in the form of the redeposition energy, which in the earlier models was assumed to be strictly of

low-energy. In the energy-resolved model, the redeposition energy (the energies of the sputtered

target atoms) are now allowed to have energies between 0 eV and the beam energy of 30 keV. This

spectrum of energies allows for both redeposition and further sputtering. As with the simple model

(section 5.2.1), only target atoms are redeposited; however, the angular distribution of these ejected

atoms that may lead to redeposition (or further sputtering) now depends on the energy with which

they were ejected. The sticking coefficient for redeposited atoms is still 1; however, as the atoms

that would have lead to redeposition in the simple model now have the opportunity to sputter or be

backscattered, the total magnitude of redeposition at a given node may be reduced in the energy-

resolved model as compared to the simple mode. In this model, the energy loss for backscattered

gallium beam ions is now modeled (however, for only one hop), which also entails the modeling of

the energy-resolved backscatter angular distribution for gallium ions. As with the simple model, these

backscattered ions may prompt sputtering, but may not, themselves, be implanted. If the backscat-

tered gallium atoms do go on to prompt sputtering, then the energy of those backscattered ions must

once again be taken into account in the form of an incident ion-energy and angle dependent sputter-

ing yield. At the second-order of the model, redeposition of silicon atoms sputtered by backscattered

gallium ions, reflexively sputtered silicon atoms, and silicon atoms backscattered from the first-order

node is considered using a cosine distribution. The second-order redeposited atoms are assumed

to be strictly silicon, and low-energy, no attempt is made to resolve the energies of the silicon atoms

ejected from the first-order node, leading to redeposition at the second-order nodes; furthermore

these redeposition atoms are once again assumed to stick to the surface at the second-order node

with 100% efficiency.

∗However positive mass transfer may occur at nodes due to redeposited silicon that has been excited by an incident or
backscattered gallium ion.
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Property: Assumption:
Order of Simulation 3

(0th order) Beam Energy 30 keV (monochromatic)
(0th order) Target Composition Si (static composition)

(0th order) Beam Shape
Gaussian, Error Function, or Superposition of

Gaussians
(Overlapped beam)

(0th order) Sputtering Yield Dependent on Local Incidence Angle θ
(0th order) Backscattering Yield Dependent on Local Incidence Angle θ

(0th order) Sputtered Atom Energy
(1st order) Redeposition Energy

0-30 keV
(Leading to Redeposition and Further

Sputtering)
(0th order) Sputtered Atom

Composition
(1st order) Redeposition

Composition

Si

(0th order) Sputtered Atom Shape
(1st order) Redeposition Shape

Angular Distribution from BCA Dependent on
Ejection Energy

(1st order) Sticking
Coefficient 1

(1st order) Backscattering Energy 0-30 keV
(1st order) Backscattering

Composition Ga

(1st order) Backscattering Shape Angular Distribution from BCA Dependent on
Ejection Energy

(1st order) Backscattering Sticking
Coefficient 0

(1st order) Backscatter Sputtering
Yield

Dependent on Local Incidence Angle θ and
Energy of Impinging Ions

(1st order) Sputtered Atom Energy
(2nd order) Redeposition Energy 0-2eV (sticking only)

(1st order) Sputtered Atom
Composition

(2nd order) Redeposition
Composition

Si

(1st order) Sputtered Atom Shape
(2nd order) Redeposition Shape Scaled Cosine

(2nd order) Sticking Coefficient 1

Table 5.3.1 – Assumptions made in the energy-resolved sputtering model.
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5.3.2 Equations of Motion: Energy-Resolved Sputtering

5.3.2.1 General ith Order Form

As with the old model presented in section §5.2, the equations of motion are first presented in a

general ith order form before assumptions are made to simplify the equations to the zeroth, first,

and second-order governing equations of motion. The general form equations make use of all the

nomenclature presented in section §5.2. Additionally in the equation for the ith order gallium flux,

the energy-resolved statistical functions∗ for the backscatter yield of gallium Yback,Ga|Ga(θi−1;El),

the energy distribution of backscattered gallium gback,Ga|Ga(θi−1;El;Ek), and the angular distribution

of backscattered gallium ions fback,Ga|Ga(αi−1, θi−1;El;Ek) are now added in order to add energy

resolution to the model. The notation for the energy-dependence uses El and Ek in order to indicate

that the quantity is defined for a certain energy level (in the implementation of this model, each

energy level corresponds to segment of the energy spectrum defined by logarithmic spacing with

three bands per decade starting from a minimum energy of 0.1 eV and going to the beam energy of

30 keV), where the semi-colon indicates that the quantity is coarsely discretized over energy. Two

terms for energy dependence are used in the statistical functions used in the flux equations, El

indicates the energy exciting the emission, while Ek indicates the energy of the emitted particles. A

summation over k is performed in the general model to yield the total number of excited particles

arriving at any given energy level where lmax = kmax as both maxima are determined by the beam

energy. However, as this model is limited to three orders with sputtering only occurring at the zeroth

and first orders, summation over both k and l is never needed at any of the three orders. As can be

seen from the general form for the flux of gallium equation (5.3.1) , gallium only enters the model from

the beam and through backscattering of the beam, whereas the silicon flux at an arbitrary order node,

equation (5.3.2), receives contributions from silicon sputtered by gallium, silicon sputtered by silicon,

and backscattered silicon. As with the formulation of the simple model presented in section §5.2, the

incoming flux at any ith order node from the i−1th order node is a summation over all possible i−2nd

order source nodes; however, as with the previous model, many of these summations are degenerate

when only three orders of complexity are considered. Furthermore, as implanted gallium is neglected

in this model, the ith order node velocity depends solely on the amount of silicon added or removed

at the node, thereby leading to the mixed term in the ith order sputtering flux FSi, i←i−1 that is absent

in the gallium flux. Without gallium in the target there can be no gallium sputtered due to energetic

silicon bombardment. The velocity term Vi(θi, FGa, i←i−1, FSi, i←i−1) indicates that the total amount

∗A greater number of energy-resolved statistical functions show up in the general form of the equations than are seen in
section §5.4, as the assumption of only a 3 order model allows for a number of simplifying assumptions.
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of arriving i − 1th order fluxes remaining at an ith order node is equal to the incoming silicon flux

minus silicon sputtered by gallium, silicon sputtered by silicon, and whatever incoming silicon flux is

backscattered at the node, where the total node-flux may be negative indicating a greater degree of

sputtering than redeposition.

FGa, i←i−1 =

kmax∑
k=0


∑

visiblei−2

FGa, i−1←i−2 ·


Yback,Ga|Ga(θi−1;El)·

gback,Ga|Ga(θi−1;El;Ek)·

fback,Ga|Ga(αi−1, θi−1;El;Ek)




· li−1
di−1,i

cos θi (5.3.1)

FSi, i←i−1 =

kmax∑
k=0



∑
visiblei−2

FGa, i−1←i−2 ·


Ysput, Si|Ga(θi−1;El)·

gsput, Si|Ga(θi−1;El;Ek)·

fsput, Si|Ga(αi−1, θi−1;El;Ek)

+

∑
visiblei−2

FSi, i−1←i−2 ·




Ysput, Si|Si(θi−1;El)·

gsput, Si|Si(θi−1;El;Ek)·

fsput, Si|Si(αi−1, θi−1;El;Ek)

+


Yback, Si|Si(θi−1;El)·

gback, Si|Si(θi−1;El;Ek)·

fback, Si|Si(αi−1, θi−1;El;Ek)







· li−1
di−1,i

cos θi (5.3.2)

Vi(θi, FGa, i←i−1, FSi, i←i−1) =

υSi ·
lmax∑
l=0



∑
visiblei−1


1−

Ysput, Si|Si(θi;El)−

Yback, Si|Si(θi;El)

 · FSi, i←i−1−
∑

visiblei−1

Ysput, Si|Ga(θi;El) · FGa, i←i−1


(5.3.3)
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5.3.2.2 Zeroth, First, and Second-Order Equations of Motion

As this simulation model is constructed to model FIB milling, the initial flux of silicon atoms impinging

at the zeroth order node is zero, because it is assumed that the only initial flux is gallium, as shown

in equation (5.3.4); this is identical to the situation assumed in the model presented in section 5.2.1.

Furthermore, the initial gallium flux at the zeroth order node is defined strictly by the beam (FGa,−),

as shown in equation (5.3.5), once again with a geometric cosine term (cos θ0) compensating for

any beam tilt introduced by the local topography at the node. As the beam flux is degenerate and

represents a parallel non-dispersive flux of particles the summation seen in equation (5.3.1) is a

summation over a single term and thus dropped.

FSi, 0 = {0} (5.3.4)

FGa, 0 = {FGa,−} · cos θ0 (5.3.5)

Zeroth-order node velocity is therefore simply the product of the zeroth order gallium flux (FGa, 0)

and the atomic volume (υSi) multiplied by the incidence-angle dependent sputtering yield of silicon by

gallium at the excitation energy (Ysput, Si|Ga(θ0)) as shown in equation (5.3.6). As per table 5.3.1, it is

assumed that the beam is monochromatic and that the sputtering yield therefore can be expressed

as Ysput, Si|Ga(θ0)†, a sputtering yield for a pure 30keV beam of gallium. This assumption fits well with

commercial FIB beams utilizing a gallium LMIS (section 1.1.1.1), as gallium predominately ionizes to

a single species. The equations of motion at the zeroth order are still identical to the equations of

motion presented in chapter 2.

V0(θ0, FGa, 0) = FGa, 0 ·
[
−υSi · Ysput, Si|Ga(θ0)

]
(5.3.6)

Model complexity increases, however, when the first-order fluxes are considered, as shown in

equation (5.3.7) and equation (5.3.8). The first notable change in the expressed fluxes is the addition

of an energy dependence in each flux, e.g. FSi, 1←0 where the flux of silicon atoms arriving at a

given first-order node now has a discrete energy dependence as indicated by El prefaced by a

semicolon. El refers to the lth energy band, where bands are chosen along logarithmic intervals,

and influences two statistical properties‡ on the left side of the first-order flux equations. These

†Use of this monochromatic assumption for the zeroth and first order nodes allows one to neglect the equivalent sputtering
yield Ȳ , that is necessary for non-monochromatic incident fluxes.
‡Statistical property refers to an unspecified statistical rate or distribution as obtained from experiments or BCA simulations

such as the sputtering yield or sputtering angular distribution.
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two statistical properties are the energy distribution, e.g. gsput, Si|Ga (θ0;Ek) for silicon target atoms

sputtered by impinging gallium, which is defined as the fraction of silicon sputtering events with

energies in the energy band Ek incited by a gallium ion impinging with an incidence angle θ and an

energy distribution El, although El is not shown because the beam is monochromatic; the second

property is the energetically resolved angular distribution of sputtered particles. The energetically

resolved angular distribution, e.g. fsput, Si|Ga(α0, θ0;Ek) for silicon atoms sputtered by gallium, is

defined as the normalized angular distribution in 2D of sputtered atoms in the energy band Ek,

where the normalization is such that the integral of the probability density of sputtering across all exit

angles α0 is equal to unity. In equations (5.3.7) and (5.3.8) the energy-resolved angular probability

distribution (referred to in equation (2.1.2) as fsput(γ, θ) neglecting particle energies) is separable into

components gsput, Si|Ga (θ0;Ek) and fsput, Si|Ga(α0, θ0;Ek). Equations (5.3.7) and (5.3.8) express the

quantity and the energy range of both sputtered silicon and backscattered gallium atoms arriving at

the first-order simulation node; however, they are insufficient to express any sputtering resulting from

their arrival. Once again at the first order of complexity, the only source terms for either equation are

the zeroth-order gallium flux which leads to a degeneracy, and therefore a further dropping of the

summation over source terms as the zeroth-order sources are all uniquely described by the beam.

Furthermore the summation over k may also be dropped as there is a single excitation energy.

FSi, 1←0 =


FGa, 0 ·


Ysput, Si|Ga(θ0)·

gsput, Si|Ga (θ0;Ek) ·

fsput, Si|Ga(α0, θ0;Ek)




· l0
d0,1

cos θ1 (5.3.7)

FGa, 1←0 =


FGa, 0 ·


Yback,Ga|Ga(θ0)·

gback,Ga|Ga(θ0;El)·

fback,Ga|Ga(α0, θ0;El)




· l0
d0,1

cos θ1 (5.3.8)

The total node velocity due to a first-order interaction is shown in equation (5.3.9). The influence

of impinging silicon atoms is threefold, all of the silicon atoms arriving at the first-order node might

lead to redeposition; however, a fraction of those impinging silicon atoms will be backscattered and

lead to redeposition at a second-order node or escape into the vacuum; additionally, some of these

impacting sputtered atoms will lead to further sputtering, causing yet another source of negative

mass transfer at the node. The influence of impinging backscattered gallium atoms at the first-order

node level is limited to additional sputtering of silicon target atoms. Notably, the mass transfer effects

due to implanted gallium atoms are neglected entirely in this model; however, opportunities exist to

use either dynamic-BCA simulations or a further enhanced hybrid model to study gallium intermixing
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effects (however consideration of implantation would considerably increase the complexity of any

resulting simulator [199]). Gallium intermixing is, however, outside of the scope of this current work,

and the results of dynamic-BCA simulations [122] imply that the effect is subtle.

V1(θ0, θ1, FGa, 1←0, FSi, 1←0) = υSi ·
lmax∑
l=0



∑
visible0

FSi, 1←0 ·


1−

Ȳback, Si|Si (θ0, θ1, El)−

Ȳsput, Si|Si (θ0, θ1, El)



−
∑

visible0

[
FGa, 1←0 · Ȳsput, Si|Ga(θ0, θ1;El)

]


(5.3.9)

Equation (5.3.9), the velocity of a node due to first-order effects, notes the inclusion of a new

term Ȳ (θ0, θ1, El); this term represents the equivalent§ sputtering yield over the energy band El. As

FSi, 1←0 is an incoming flux E1 is used due to the the re-impinging particles now being considered

to excite rather than to have been excited. Equivalence being defined such that Ȳ (θ0, θ1, El) is

equal to the generalized term Y (θi;El) used in section 5.3.2.1, where the new i − 1 dependence

shown in Ȳ indicates that the energy distribution of the inciting atoms depends on the incidence

angle at the source node. The equivalent sputtering yield is a linear interpolation between the known

simulated yields at the endpoints (Y (θ1, E1) and Y (θ1, E2), where E1 and E2 represent the endpoints

energies) of an energy band evaluated at a weighted mean energy Ē(g(θ0, El)) for the energy band

(described in more depth in appendix D). Specifically the linear approximation of the sputtering yields

are expressed by equation (5.3.10), equation (5.3.11), and equation (5.3.12). While the mean energy

is calculated through the use of equation (5.3.13) and equation (5.3.14) where the Ē is calculated

through a closed-form integration of an assumed power-law energy distribution evaluated on the

intervals E1 · · ·Emid, and Emid · · ·E2 where Emid =
√
E1 · E2.

The exact quantity expressed by FSi, 1←0 is the flux of silicon atoms arriving at the given node

within the energy band El; however, as this energy-band has a finite energy-width, uncertainty as

to the intra-band energy distribution arises. Furthermore, the statistical sputtering yields extracted

from the BCA simulation are defined only for monochromatic excitation particles. It is therefore

necessary to make use of an equivalent yield that emulates the yield of the population using known

sputtering yields located at the endpoints of the energy band and an estimate of the shape of the

energy distribution within the band. As the equivalent yield is dependent upon the shape of the

§Equivalent denotes that the sputtering yield calculated by these functions represents the weighting and sum of the sput-
tering yield across the simulated energy band, other terms such as mean or effective sputtering yield could also be used;
however, equivalence was the goal in the derivation of these equations and is thus the term chosen to describe them.
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energy distribution within the band, it is therefore also dependent upon the incidence angle at the

zeroth-order node θ0, as the energy distribution is incidence angle dependent.

Ȳ (θ0, θ1;El) = m(θ1;El) · Ē(θ0;El) + b(θ1;El) (5.3.10)

m(θ1;El) =
Ysput(θ1;E2)− Ysput(θ1;E1)

E2 − E1
(5.3.11)

b(θ1;El) = Ysput(θ1;E2)− Ysput(θ1;E2)− Ysput(θ1;E1)

E2 − E1
· E2 (5.3.12)

Ē(θ0;El) =
1− k2
2− k2

· g (θ0;Emid, 2)
2 · E2 − g (θ0;E1, mid)

2 · E1

g (θ0;Emid, 2)
2 − g (θ0;E1, mid)

2 (5.3.13)

1− k2 =
ln

g(θ0;E1, mid)
g(θ0;Emid, 2)

ln Emid

E2

(5.3.14)

To determine the velocity of a node due to first-order effects, it is necessary to sum the effects

due to each simulated energy band as shown in equation (5.3.9) by the inclusion of the term
∑lmax

l=0 .

This summation over the energy levels is required in addition to the loops over all visible source and

destination nodes. The performance of the simulation is thus inversely dependent upon the number

of chosen energy levels used in the simulation. A notable exclusion in equation (5.3.9) is a term con-

sidering the flux of backscattered gallium atoms emerging from a first-order node; while the quantity

is available from the statistical data, it is neglected because the presented model only considers a

single backscatter hop as stated in the assumptions. Both gallium and silicon are removed from the

simulation after a single backscattering, although backscattered silicon is allowed to contribute to

redeposition, backscattered gallium ions do not directly lead to redeposition as the present model

does not have the facilities to simulate intermixing and are therefore neglectable at this order of com-

plexity. Physically, this approximation is plausible, as significant energy loss occurs whenever an ion

enters the target and the energy remaining after a first hop should be negligible; furthermore, with

trench topographies, it is extremely likely that the incidence angles at first-order nodes will be more

perpendicular than those leading to large backscattering yields at zeroth-order nodes. This is due to

the trend for high backscattering yields to be associated (for the silicon-gallium system) with glancing

angle incidence —implying that high backscatter yields occur on sidewalls; the bottom of the trench

is therefore the next likely point of impact, which will be nearly perpendicular with respect to the

backscattered ion. In topographies not resembling trenches, where multiple low angle reflections are
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expected, this simplification is more suspect.

FSi, 2←1 =

kmax∑
k=0



∑
visible0

FSi, 1←0 ·

 Ȳback, Si|Si (θ0, θ1;Ek) · c1 · cosn(α1)+

Ȳsput, Si|Si (θ0, θ1;Ek) · c1 · cosn(α1)

+

∑
visible0

FGa, 1←0 ·
[
Ȳsput, Si|Ga(θ0, θ1;Ek) · c1 · cosn(α1)

]


· l1
d1,2

cos θ2 (5.3.15)

FGa, 2 = {0} (5.3.16)

V2(θ2, FSi, 2←1) =
∑

visible1

FSi, 2←1 · [υSi · (1)] (5.3.17)

The second-order nodes are limited to redeposition effects with a simplified angular distribution as

indicated by a lack of negative terms in the velocity the second-order node shown in equation (5.3.17).

The cosine distribution is used for the angular distribution of second-order redeposition similarly to

how it was presented in equation (2.1.5). There are three source terms for the second-order flux of

silicon atoms (equation (5.3.15)); the redeposition due to sputtering caused by backscattered gallium

ions: FGa, 1←0 ·
[
Ȳsput, Si|Ga(θ0, θ1;El) · c1 · cosn(α1)

]
, the redeposition due to sputtering caused by re-

flexive sputtering by sputtered target atoms: FSi, 1←0 ·
[
Ȳsput, Si|Si (θ0, θ1, El) · c1 · cosn(α1)

]
, and rede-

position due to backscattered¶ energetic sputtered silicon atoms: FSi, 1←0 ·
[
Ȳback, Si|Si (θ0, θ1, El) ·c1 ·

cosn(α1)
]
. All three of these terms need summation over the i − 2ndorder source nodes in order to

calculate the total flux emitted from the i− 1storder source node similarly to how the second order re-

deposition flux was calculated in section §5.2. The redeposition flux due to implanted gallium atoms

is taken to be zero (equation (5.3.16)) due to the fact that this model neglects the effects of gallium

implantation and intermixing. Therefore, the velocity of the second-order nodes is strictly positive,

indicating redeposition, and is characterized by equation (5.3.17). Use of the cosine approximation

also removed the need for the statistical quantities of gsput, Si|Si(θi−1;El), fsput, Si|Si(αi−1, θi−1;El),

gback, Si|Si(θi−1;El), and fback, Si|Si(αi−1, θi−1;El). As appendix C shows, in typical simulations the

¶As discussed in 2.3.2.2 the angular distributions of backscattered ions are quite often very poorly approximated by the
aforementioned cosine distribution. It is, however, impractical to reevaluate the system at a third order using the correct angular
distributions. A choice between neglecting the flux of backscattered energetically sputtered target atoms or considering
them with a poorly chosen redeposition model must be made. In this work the target atom backscatter flux is retained and
redistributed using the flawed model due to a hesitation to wantonly discard calculated matter streams in the simulation. As is
demonstrated in 2nd Order Redeposition from Reflexive Sputtering (appendix C), this particular flux has very negligible effects
on the simulated topographies.
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contribution to redeposition from a cosine approximation of second-order backscattered silicon atoms

is small, and excusable as proper modeling would require another energy-resolved order of complex-

ity. The total amount of silicon to be redeposited at the second-order node naturally contains con-

tributions from sputtering by all energy levels, thereby necessitating the summation over k seen in

FSi, 2←1. As the flux terms contribute only to redeposition (inciting no further sputtering), the second-

order node velocity is simply the atomic volume of silicon times the sum of all FSi, 2←1 fluxes from

visible nodes.

In the following section (section §5.4), the representative processed and fitted data will be shown

for the statistical quantities involved in the model. To enhance readability, the complete set of energy-

resolved equations of motion is summarized in table 5.3.2.

Equation of Motion
FSi, 0 = {0} 5.3.4

FGa, 0 = {FGa,−} · cos θ0 5.3.5
V0(θ0, FGa, 0) = FGa, 0 ·

[
−υSi · Ysput, Si|Ga(θ0)

]
5.3.6

FSi, 1←0 =

FGa, 0 ·
 Ysput, Si|Ga(θ0)·
gsput, Si|Ga (θ0;El) ·
fsput, Si|Ga(α0, θ0;El)


 · l0

d0,1
cos θ1 5.3.7

FGa, 1←0 =

FGa, 0 ·
 Yback,Ga|Ga(θ0)·

gback,Ga|Ga(θ0;El)·
fback,Ga|Ga(α0, θ0;El)


 · l0

d0,1
cos θ1 5.3.8

V1(θ0, θ1, FGa, 1←0, FSi, 1←0) =

υSi ·
lmax∑
l=0


∑

visible0

FSi, 1←0 ·

 1−
Ȳback, Si|Si (θ0, θ1, El)−
Ȳsput, Si|Si (θ0, θ1, El)


−

∑
visible0

[
FGa, 1←0 · Ȳsput, Si|Ga(θ0, θ1;El)

]


5.3.9

FSi, 2←1 =

kmax∑
k=0


∑

visible0

FSi, 1←0 ·

[
Ȳback, Si|Si (θ0, θ1, Ek) · c1 · cosn(α1)+

Ȳsput, Si|Si (θ0, θ1, Ek) · c1 · cosn(α1)

]
+∑

visible0

FGa, 1←0 ·
[
Ȳsput, Si|Ga(θ0, θ1;Ek) · c1 · cosn(α1)

]
 ·

l1
d1,2

cos θ2
5.3.15

FGa, 2(θ2) = {0} 5.3.16
V2(θ2, FSi, 2←1) =

∑
visible1

FSi, 2←1 · [υSi · (1)] 5.3.17

Table 5.3.2 – The complete equations of motion for the energy-resolved model, represented for clarity.

5.3.3 2D Simulation of the Energy-Resolved Model

2D simulations are deemed to be sufficient for the phenomenological study of the energy-resolved

model presented in this chapter. Completing the simulation in 2D greatly simplifies the equations of

motion by removing yet another angle and reducing the dimensionality of the required tables. The

model works in 2D as long as the definition of the term θ1 does not depend upon the depth into
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the page. Geometrically, θ1 does depend on the depth direction of a simulation, as the effective

incidence angle changes depending on the Y-depth of the simulation, increasing with the inter-plane

distance. A 3D correction factor (described in appendix A) is required to correct for these 3D-effects,

in particular 3D-effects due to sputtering by energetically sputtered silicon, and the energy-resolved

simulations presented in section §5.5 implement this correction factor. The 2D simulations presented

in chapter 2 and chapter 3 do not need a 3D correction factor because the backscatter angular

distribution of backscattered ions is tightly distributed along the plane defined by the incidence angle

and the surface.

5.4 Physical Inputs and their Parameterizations

As with section §2.3 in chapter 2 this section explains implementation details and shows representa-

tive data for the physical inputs derived from BCA simulations used in the energy-resolved model.

5.4.1 Energy Resolved Angular Distributions

Equation (5.3.7) makes use of the normalized energy-resolved angular probability distribution for

sputtered target atoms fsput, Si|Ga(α0, θ0;El) shown in figure 5.4.1. These probability distributions are

extracted from trajectory files obtained through 1-D static BCA simulations using IMSIL implementing

the gradient density model of surface roughness discussed in section 4.4.2.1. Trajectory files used

as inputs for the hybrid model contain the recoils that lead to sputtering of either primary ions or

target atoms, each recoil is characterized by the 3-space position at which it exceeds the surface

binding energy and is counted as sputtering, along with the kinetic energy and direction vector of the

sputtered particle. The presented distributions are obtained by counting the number of target atoms

sputtered with a given polar angle α±∆α where ∆α is the width of each histogram bin, determined

by the lateral and depth components of the direction vector, and an ejection energy in a given range.

These counts produce an individual one-dimensional histogram at each energy interval (or band) for

a single simulated incidence angle θ; each histogram is then normalized such that the total sputtering

probability for a given incidence angle θ at a given energy band El is unity. The relative probabilities

across energy bands expressed as gsput, Si|Ga (θ0;El) (or gback,Ga|Ga (θ0;El) for gallium backscatter

events∗) is determined by taking the total number of counts at a given energy interval and determining

the fraction with regards to the total number of sputter events, also normalized per incidence angle.

∗The energy distribution of backscattered energetic silicon atoms gback, Si|Si (θ1;El) is not calculated or extracted due to
the cosine approximation employed at the second-order of complexity. This simplification allows the use of energy distributions
with a monochromatic excitation energy as opposed to excitation energies across an entire energy band El.
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The data for gsput, Si|Ga (θ0;El) used in the simulation is shown and discussed in section 5.4.4. The

weighted superposition of all energy bands is equal to the non-energy-resolved angular probability

distribution shown in figure 2.3.4. Functionally these normalized histograms as implemented in the

simulation as a set of two-dimensional spline interpolations across the independent variables of θ and

α. These spline interpolations are used without the linear component discussed in section 2.3.2.1,

as the behavior of the directed sputtering ridge is not as easily characterized in the energy-resolved

regime as it was in the superposition.

A number of notable features to the energy-resolved angular probability distribution of sputtered

atoms can be seen in figure 5.4.1, chiefly that at low ejection-energies (< 10 eV) the probability

distribution at incidence angles lower than 75° is in good agreement to the cosine approximation. At

low energies and glancing incidence angles (characterized by larger θs) the lateral component of the

impinging ions direction vector is apparent in a preferential sputtering peak around a given ejection

angle. The location of this peak ejection angle is initially approximately a 90° rightward rotation

from the incidence angle, however as ejection energies increase it trends toward ejection angles

less perpendicular (angles > 90° with respect to the incident direction) to the surface normal. This

preferential sputtering shows up in the angular distribution as a faint diagonal peak along the right side

of the distribution plots shown in figure 5.4.1. At low ejection energies the peak is necessarily diffuse

due to the better obfuscation of the initial ion vector through multiple collisions; higher energy ejection

events are correlated with early energetic collisions leading to sputtering. At ejection energies greater

than 100 eV, the entire distribution has clearly shifted to greater (more glancing) ejection angles, with

relatively few high energy ejections returning in the direction of the impinging ion (corresponding to a

negative ejection angle). With increasing ejection energy the sputtering peak becomes more sharply

defined and more of the sputtering occurs in the vicinity of the peak. This shift in the shape and

the center of the angular distribution at higher ejection energies necessitates the use of an energy-

resolved model to study reflexive sputtering.

5.4.2 Energy-Resolved Backscatter Distributions

The energy-resolved backscattering angular distribution fback,Ga|Ga(α0, θ0;El)
∗ shown in figure 5.4.2

is obtained in the same manner as described in section 5.4.1, with the notable exception of counting

the emergent gallium ions rather than sputtered silicon atoms. The general trend absent of a cosine

distribution holds (shown as a polar plot for θ = 80° in figure 5.4.3), with the centroid of the angular

distribution of backscattered ions moving upward to higher ejection angles with increasing ejection

∗The subscripts shown in the backscatter angular distribution indicate that this quantity is only useful when defined for a
zeroth-order node, as this angular distribution assumes a monochromatic excitation energy of 30 keV.
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Figure 5.4.1 – Normalized angular sputtering probability distributions fsput, Si|Ga(α0, θ0;El) for silicon
atoms sputtered by 30 keV gallium ions separated by energy of ejected target atoms. Notice that the
directed peak of sputtered atoms opposite the specular reflection angle becomes more dominant with in-
creasing ejection energy, indicating a pseudo-focusing effect among high energy sputtering events. The
cosine approximation for the sputtering angular distribution is clearly invalid for particles sputtered with
energy in excess of 100 eV.
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energy. A very notable difference in the distributions (between figure 5.4.1 and figure 5.4.2) is the

slope of the peak in the distribution as seen in the surface plot as a slight positive slope with re-

spect to the horizontal axis, which is reversed and increasing as opposed to the decreasing behavior

shown in the sputtering distributions (which also show a linear peak). In the backscattering distribu-

tion the peak ejection angle αmax increases with increasing incidence angle θ, following the expected

specular behavior. The energy distribution discussed in section 5.4.4 indicates that the majority of

backscattered ions suffer minor energy loss, and the effect of considering energy-resolved backscat-

ter sputtering versus non-energy-resolved backscatter sputtering on topography simulations will be

investigated in section §5.5.

A polar plot of the energy trend of the backscattered ions is shown in figure 5.4.3 for an incidence

angle of 80°. The low energy distributions are noisy due to the limited frequency of low energy

emission. This noise should not negatively affect the simulations as it is doubly compensated by

the energy distribution gback,Ga|Ga (θ0;El) and the energy-resolved sputtering yield, both of which act

to minimize the magnitude of the product at low energies. Furthermore, as gallium redeposition is

neglected in this model, the effects of the noise due to statistically rare events are further minimized.

Simulation of a greater number of collisions is feasible in that the visible noise could be reduced

through BCA simulations that could be completed in only a number of weeks; however, the noise

characteristics are sufficient in these simulations for use as source data for preliminary investigations.

With increasing ejection energy the angular data becomes markedly more smooth.

5.4.3 Sputtering Rates as a Function of Species and Energy

Two new cases with regards to energy-resolved sputtering are encountered in the revised model. In

the case of sputtering occurring due to backscattered primary ions, the addition of energy resolution

necessitates the use of sputtering yields with implantation energies less than the primary FIB energy.

As backscatter sputtering was already present in the previous model, the only change in this en-

hanced model is that energy-resolved sputtering by backscattered ions Ysput, Si|Ga(θi;El)
∗ shall be

reduced as compared to the simple model, which assumed that all backscattered ions impinged the

target with the simulated FIB energy. As the energies under investigation are in the low to interme-

diate range, where sputtering is still dominated by nuclear interactions [200], the general trend with

respect to decreasing bombardment energy is a reduction in sputtering yield as shown in figure 5.4.4.

However, the scaling is not simply linear and the incidence angle θ dependence also changes with

decreasing energy, notably seen in a leftward shift of the sputtering yield maximum; therefore, full

∗This is a notation used for convenience, only equivalent yields are defined over an energy band as simulated yields are
ascertained for discrete monochromatic energies and not bands (see appendix D).
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Figure 5.4.2 – Normalized angular backscattering probability distributions fback,Ga|Ga(α0, θ0;El) for 30
keV gallium ions striking an amorphous silicon target separated by energy of ejected target atoms. Due
to the sharp peaks in the backscatter angular distribution, a log color scale is used. No ion-backscattering
events occur with ejection energies less than 2 eV, this is due to the requirement that an ion deposit energy
and reverse direction in order to produce a low energy backscattering event. As with the sputtering angu-
lar distribution shown in figure 5.4.1, backscattering angular distributions become increasingly distributed
around a peak that moves toward higher ejection angles with increasing ejection energy.
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Figure 5.4.3 – A polar plot of the normalized probability that a single backscattered ion in a given en-
ergy band will have a desired ejection angle α, shown for a beam-target incidence angle θ of 80° from
perpendicular.

simulated yields from BCA are used and no attempt is made to make an analytical approximation. In

order to be fully consistent with the results of chapter 4 these yield simulations are carried out using

the density gradient model of surface roughness.

Secondly, the yields for silicon atoms sputtering by energetic silicon atoms must also be consid-

ered. In the case of silicon both the silicon sputtering yield, the yield of silicon atoms displaced by

an energetic silicon atom re-impinging on the silicon target Ysput, Si|Si(θi;El), and the backscatter

silicon yield Yback, Si|Si(θi;El), the fraction of the re-impinging silicon atoms that leave the target must

be considered. As shown in equations (5.3.10)–(5.3.12), the energy-resolved yields are used with

the construction for equivalent yield to determine the amount of material sputtered or backscattered

at the first-order node†. In the calculation of the velocity of the first-order node equation (5.3.9) the

backscattering yield of silicon indicates the flux of backscattered silicon atoms that are reflected from

the target at the first order node. Similar to the gallium backscattering yield at beam energy (shown in

section 2.3.1.2) the backscattering yield is incidence-angle dependent, which for gallium at glancing

angles can result in complete reflection in the case when the backscatter yield is equal to 1; however,

complete reflection is shown to not occur for any incidence angle or energy with silicon backscat-

tering from silicon as seen in figure 5.4.6. Reflexive sputtering is calculated using the sputtering

yield for silicon-silicon interactions represented in the equations by the term Ȳsput, Si|Si (θ0, θ1, El),

which is also a zeroth-order node dependent equivalent yield. A similar term Ȳback, Si|Si (θ0, θ1, El)

for silicon-silicon backscattering is also used.

Sputtering and backscattering yields for silicon impinging on a silicon target are shown in fig-

†Additionally these yields are used for the source term of the silicon flux that will be redeposited at the second-order node.
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Figure 5.4.4 – The sputtering yield as a function of energy for gallium impinging on pure silicon
Ysput, Si|Ga(θi;E). The right side shows a vertical magnification of the data presented on the left side.

Figure 5.4.5 – The sputtering yield as a function of energy for silicon impinging on silicon Ysput, Si|Si(θi;E).
The right side shows a vertical magnification of the data presented on the left side.
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Figure 5.4.6 – The backscattering yield as a function of energy for silicon impinging on silicon
Yback, Si|Si(θi;E). The right side shows a vertical magnification of the data presented on the left side.

ure 5.4.5 and figure 5.4.6 respectively. The sputtering yields show similar patterns to the energetic

sputtering yield trends shown in gallium when studying the location and movement of the sputter-

ing yield maximum. At extreme glancing angles in silicon the sputtering yields Ysput, Si|Si(θi;El) do

not return to zero. The attractive force provided by the surface binding energy of the target acts to

refract the path of the ion into the target both increasing sputtering and preventing total reflection.

The backscattering yield of silicon impacting silicon Yback, Si|Si(θi;El) shows some interesting trends.

An important feature to note in the backscattering yield is that the yield only truly goes to zero at a

perpendicular incidence angles for very low energies. Contradicting the simple sticking coefficient of

unity used in chapter 2 for redeposited atoms as nearly half sputtered silicon atoms should have en-

ergies greater than 20 eV as was shown in figure 5.1.2. Furthermore, there is an energy dependence

among the normal-incidence backscattering rates, with a maximum occurring somewhere between

500 and 1000 eV; however, at the minimum and maximum energy levels shown, 20 eV and 30 keV,

both exhibit nearly zero backscattering yield for normal-incidence. Furthermore, due to ion capture,

the backscatter rate never goes all the way to unity, indicating that total reflection never occurs when

using the rough surface model specified in section 4.4.2.1. In all three sets of energy-dependent

yield data a hard minimum energy of 20 eV is used with lower energies being zero-filled. This is due

to the BCA simulator IMSIL not being optimized for low energy implantation. While optimizations can

be made, they would slow down all of the calculations even at higher energies and it is presumed

that assuming a sticking coefficient of unity with zero sputtering for energies less than 20 eV is rea-

sonable. This approximation is further justified by considering that trench geometries dictate that
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glancing-angle impact events at a first-order node are likely caused by glancing-angle ejections at

the zeroth-order node due to there being two sidewalls for every trench bottom. As was shown in

figure 5.4.1, the angular probability for glancing angle ejections is relatively low, especially at the low

energies affected by the 20 eV sputtering yield simulation cutoff. The validity of this assumption is, of

course, a valid avenue for future research projects.

5.4.4 Energy Distribution of Sputtered and Backscattered Atoms

Energy distributions showing the relative likelihood of finding an ejected particle in a given energy

band g (θ0;El) for sputtered target atoms and backscattered ions are shown in figure 5.4.7 and fig-

ure 5.4.8 respectively. The energy distribution of sputtered target atoms can be seen to depend very

slightly on incidence angle across the majority of the angular range. As a general trend the portion

of the energy spectrum occupied by high energy ejecta increases slightly with increasing incidence

angle, as can be seen by the increasing portions at the top of the plot. This increase in the number

of high energy events is due to the reduction in cascade depth that occurs at larger incidence angles.

As the collision cascade nears the surface, there is a greater likelihood that an energetic collision can

lead to sputtering near the surface without requiring further collisions that will reduce the energy of

the ejected particle. At less glancing angles (corresponding to smaller incidence angles) the majority

of the incoming ions energy is directed into the target, with more energy being deposited at a greater

depth. The likelihood of this energy reaching the surface without being attenuated by further colli-

sions is low, and therefore high energy events are more likely to be found at glancing angles among

the sputtered target atoms. In the case of backscattered ions this trend is even more apparent as

seen in figure 5.4.8. The highest energy, indicated by red, experiences negligible energy loss at

extremely glancing angles near θ0 =90°. This low energy loss regime is indicative of the gallium ions

reflecting off of the silicon substrate and closely corresponds to the increase in the backscatter yield

at glancing angles as shown in figure 4.4.7.

The energy distribution of ejecta is used for two purposes in the simulation; primarily as the pre-

factor g (θ0;El) when calculating the yield at an energy level, but also secondarily in the calculation

of the weighted mean energy Ē for the equivalent yield as expressed in equation (5.3.13) and equa-

tion (5.3.14). Notably the calculation of Ē requires that the energy levels El be further partitioned

using the geometric mean Emid. Furthermore, the evaluation of Ē is computationally expensive due

to the natural logs that must be calculated. Since the midpoint partitions are only used in the calcu-

lation of the equivalent yield and can be easily separated from energy-resolved yield evaluations, the

entire right hand side of equation (5.3.14) is therefore pre-calculated as a function of incidence angle
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Figure 5.4.7 – The energy-resolved fractional sputtering yield for silicon sputtered by 30 keV gallium as
a function of incidence angle. Vertical cut-lines across the color bands show the fraction of silicon atoms
ejected in a given energy band. The central pink color band represents the 10-20 eV energy band, the color
bands are sorted with higher energy bands at the top of the figure in a 1,2,5 logarithmic scale between 0.1
eV and 30 keV.

Figure 5.4.8 – The energy-resolved fractional sputtering yield for backscattered 30 keV gallium as a
function of incidence angle. Vertical cut-lines across the color bands show the fraction of silicon atoms
ejected in a given energy band. The central red color band represents the 100-200 eV energy band, the
color bands are sorted with higher energy bands at the top of the figure in a 1,2,5 logarithmic scale between
0.1 eV and 30 keV.

θ as is described in greater detail in appendix D.

5.5 Comparison of Simulation Results to the Simple Model

The preceding sections took time to describe the motivation for extending the sputtering model into

the energy domain in order to simulate reflexive sputtering (section §5.1), describe the equations

used for flux transfer in the energy-resolved model (section §5.3), and describe and demonstrate

representative processed input data derived from BCA simulations that is used to drive the extended

model (section §5.4); leaving the lingering question as to the effects of this extended model upon

topography simulations. In this section simulated topographies from identical simulated beam pa-
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Figure 5.5.1 – Topography simulation making use of the energy-resolved reflexive model [with 3D-effects]
(solid line) as compared to the model from chapter 2 (dash-dotted line). Simulation parameters were the
same as in figure 2.4.1, except these simulations neglect shadowing (explained in Shadowing Effects).

rameters are compared to demonstrate the effect of considering reflexive sputtering upon the resul-

tant simulated topography. Additionally the validity of the earlier assumption of energy independence

for the backscattering yield is closely studied by simulating an energy-resolved analog to the simple

model presented in chapter 2 that neglects the newly considered effects of reflexive sputtering (a

model implementing just energy-resolved backscattering of ions). The presented simulations remain

models, and have not been compared to well designed experiments searching for the phenomenon of

reflexive sputtering; therefore, these models can only suggest a previously understudied mechanism

for sputtering enhancement. However, topographical effects of considering self-sputtering are by no

means subtle and the basic physical mechanisms presented in section 5.3.2 are self-consistent with

present models of the physical phenomenon of sputtering; therefore, while the presented model is

strictly a model, it is a plausible scenario that would lead to enhanced sputtering in the gallium-silicon

system. These simulations are not without some comparison to reality and experiment; section §5.7

compares the revised model to an experimental result of an inverse modeling experiment. The re-

vised model incorporating the simulation of reflexive sputtering better, yet still imperfectly, reproduces

the effects seen in the experiment lending credence to the plausibility of the presented model.

An energy-resolved simulation implementing reflexive sputtering is shown compared to a non-
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energy-resolved model neglecting reflexive sputtering in figure 5.5.1. The simulation implements a

2 µm wide scan width with a simulated gallium beam having a FWHM of 15 nm and a current

density of 5 mA ·cm−2; the simulated beam is implemented using the overlapped beam as described

in section §3.4. Use of the overlapped beam corresponds to an experiment completed in a large

number of passes (over the 2 µm scan width), where the duration of a single pass is negligible as

compared to the experiment duration, thus the simulation operates in the limit at which scan speed

effects may be neglected. Furthermore, these simulations only implement simple visibility and not

the more complete shadowing algorithm. It is shown in Shadowing Effects (section §B.1) that while

the effects of neglecting shadowing can be seen in the simulation results, they do not affect the

findings of the current simulations. All presented simulations use input parameters derived from the

same set of BCA simulations, meaning that they share statistical data for the condition of 30 keV

gallium impinging on an assumed amorphous silicon target that includes surface roughness with

a thickness of 8.27 Å as implemented by the density gradient model described in section 4.4.2.1.

Energy-resolved models are presented including the correction factor for 3D-effects as implemented

using the parallel virtual wall model described in Validity of 3D Simulations (appendix A).

As figure 5.5.1 shows, the initial response at low doses (3.0s cumulative exposure shown in

blue) for both the new energy-resolved reflexive sputtering model (solid lines) and the simple non

energy-resolved model described in chapter 2 (dot-dashed lines) is very similar as far as total milling

volume; however, the reflexive sputtering simulation shows more pronounced micro-trenching even

at low aspect ratios of approximately 1:2. As dose increases (6.0s cumulative exposure shown in

green), both sets of simulations begin to exhibit micro-trenching as emphasized by the magnified

inset for the non-energy-resolved model. Characteristic in the micro-trenching that occurs in all sub-

sequently shown doses, the width and sharpness of the milled micro-trenches in the energy-resolved

model are wider and less pronounced albeit exhibiting greater magnitude than those produced by

the non-energy-resolved model. This reduced sharpness is due to the broader width of the angular

distribution peaks for energetically sputtered atoms as compared to backscattered ions, as shown

in figure 5.4.1 and figure 5.4.2. Another perceptible difference between the simulated topographies

produced by either model is the steeper sidewall angle for a given depth; though this trend is difficult

to see in the simplified test case, it is very apparent in the comparison to the inverse modeling experi-

ment shown in figure 5.7.1. Finally, the total milling efficiency with respect to both depth obtained and

volume milled increases by as much as approximately 28% as compared to the non-energy-resolved

model. This validates the hypothesis made in section §5.1 that sputtering due to secondary impacts

of sputtered target atoms can have a perceptible effect, thereby justifying the construction of this new

model. Notably, even with this enhanced sputtering due to reflexive sputtering, the total simulated
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Figure 5.5.2 – Topography simulation making use of the energy-resolved reflexive model (solid line) as
compared to the model from chapter 2 (dash-dotted line), as further compared to an energy-resolved
model with no reflexive sputtering [energy-resolved backscattering only] (dashed-line). Shared simulation
parameters were the same as in figure 2.4.1, except these simulations neglect shadowing (explained in
Shadowing Effects). Energy resolved simulations implement the correction for 3D-effects.

milling volume is still less than that expected by simulations neglecting redeposition, as shown in

figure 2.4.1; therefore, this model remains within the bounds of reason.

A secondary effect of the energy-resolved model is the change made with respect to the con-

sideration of sputtering due to backscattered ions, which is in the new model now simulated taking

into account the energy-distribution of the backscattered ions as compared to the assumption made

in chapter 2 that the backscattered ions suffer no energy loss as they are re-emitted by the target.

In figure 5.5.2 this assumption is evaluated by comparing three models; the full reflexive sputtering

model, the simplified model from chapter 2, and an energy-resolved model showing only the fluxes

considered in chapter 2. Specifically the newly compared model, referred to as the energy-resolved

model without reflexive sputtering (only energy-resolved backscatter sputtering by ions), calculates

first-order sputtering and redeposition in the same manner as the chapter 2 model with the addition

of energy-resolved sputtering from backscattered ions and the resultant second-order redeposition.

This energy-resolved analog for the simple chapter 2 model (shown as dashed lines in figure 5.5.2)

is expected to closely mirror the chapter 2 model∗ (dash-dotted lines), as it can be seen to do in

∗Since it was argued that the energy distribution of backscattered ions was negligible, the expected magnitude of any
differences are also expected to be small. Furthermore, using the correct energy distribution reduces the number of high-
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figure 5.5.2; in fact the difference between the simple model and its analog are not visible when

plotted at full scale and a magnified inset is required to see any differences. The magnified inset

shows that the energy-resolved model without reflexive sputtering shows a slight reduction in milling

depth, consistent with there being a measurable amount of energy loss as the backscattered ions

change direction in the target. However, the assumption made in chapter 2 that the energy loss of

backscattered ions is mostly negligible appears to be valid in most cases as the total effect towards

the simulation results is quite small; the effect is diminishingly small when compared to the effect of

not considering reflexive sputtering.

5.6 Comparison to Simpler Approximations of Reflexive Sput-

tering

As discussed in section §5.5 the extended model considering energy-resolved reflexive sputtering

exhibits a tangible effect on simulated topographies, and while experimental evidence is still wanting,

the plausibility of the model has been confirmed. There is, however, a significant drawback to the

canonical form of the model presented in section 5.3.2, namely the performance of the simulations.

While the presented model has been parallelized using accumulators for each energy level of the

computation, there still exists a sizable performance delta between the non energy-resolved model

and the presented energy-resolved model. This performance delta in terms of computational effort

scales as a function of the number of evaluated energy levels with the presented model taking ap-

proximately 5x the CPU time as the single thread simple model even on an 8-core (16-threaded)

workstation. This significant performance delta justifies the effort of determining whether the model

must truly be as complex as it is presented. Two approaches are undertaken to investigate simpler

formulations of a model involving reflexive sputtering; the first questions whether energy-resolved

angular distributions might be neglected (presented in section 5.6.1) as these angular distributions

must be evaluated between every source and destination (≈ N2 where N is the number of simulation

nodes) for each energy band, the second approach decreases the number of required energy bands

by combining bands with similar angular distributions (presented in section 5.6.2). The result of this

simplification study is to show that an approach neglecting the change in angular distribution with en-

ergy is completely erroneous and does not replicate the higher order model; however, compression

of the number of energy bands used in the simulation represents a tenable optimization avenue.

energy backscattered ions available to prompt sputtering, therefore the total amount of backscatter ion induced sputtering is
reduced.
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5.6.1 Simulations Neglecting Energy-Resolved Angular Distributions

The model approximation in this section is an example of a proof by contradiction. The development

of the canonical model presented in section 5.3.2 assumes, based on the appearance of the sta-

tistical data from BCA simulations, that precise treatment of the angular distribution is necessary to

accurately describe reflexive sputtering. In this section a plausible counter model presuming that the

angular distribution may be neglected is developed and shown to be ineffective; this demonstration

does not, of course, indicate the validity of the energy-resolved model; however, it does highlight the

importance of the dependence of the angular distributions upon ejection energy.

In the formulation of a counter-model that does not depend on an energy-resolved angular dis-

tribution the equations of motion for the canonical models are modified, where specifically the an-

gular distribution of backscattered fback,Ga|Ga(α0, θ0) and sputtered fsput, Si|Ga(α0, θ0) atoms are

taken to be independent of energy. The energy-resolved flux of silicon atoms at a first-order des-

tination node FSi, 1(α0, θ0, θ1;El) in the model presented in section 5.3.2.2 is dependent on en-

ergy by two quantities; the primary incidence angle dependent energy distribution gsput, Si|Ga (θ0;El)

and the energy-resolved angular distribution fsput, Si|Ga(α0, θ0;El). In this counter model it is as-

sumed that the angular distribution of sputtered atoms does not change across energy bands and

therefore fsput, Si|Ga(α0, θ0;El) can be simplified to fsput, Si|Ga(α0, θ0). Gallium backscatter terms

also experience a similar simplification with fback,Ga|Ga(α0, θ0) replacing the energy-resolved term

fback,Ga|Ga(α0, θ0;El). The remaining energy-resolved term gsput, Si|Ga (θ0;El) is left unchanged (the

corresponding backscattered gallium term is also left unmodified as gback,Ga|Ga (θ0;El)), furthermore

the equivalent yields Ȳ (for both silicon and backscattered gallium) are also still taken to be functions

of energy. While it is possible to derive an even lower-order model and further remove energy depen-

dence though numerous approximations (such as a bi-level approximation of energy distributions),

said approach does not answer the question as to the necessity of an ejection-energy dependent

angular distribution in the manner that this model does.

As the second-order silicon flux (equation (5.3.15)) is already independent of the angular dis-

tribution, except where it uses the first-order fluxes as inputs, no further changes are needed to

reformulate the model.

Simulation results of the reformulated model including 3D-effects (see Validity of 3D Simulations

,appendix A) are shown in figure 5.6.1, as compared to the canonical model including 3D-effects ,

as further compared to the simple model presented in chapter 2 (neglecting 3D-effects). 3D-effects

are not included in the simple model as the simple model acts as a benchmark; furthermore, the 3D

effects are not implementable without energy distributions. As can clearly be seen from the figure,
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Figure 5.6.1 – Topography simulations comparing the canonical model (solid line) [with 3D-effects], the
model for reflexive sputtering neglecting energy-resolution in the angular distribution (dot-dashed line) [with
3D-effects], and a non-energy-resolved model from chapter 2(dashed line) [neglecting 3D-effects].

the model neglecting to implement energy-resolved angular distributions shows a large discrepancy

to the canonical model presented in this chapter; however when compared to the simple model,

the non-energy-resolved angular distribution model exhibits an intermediate response between the

canonical and simple model from chapter 2.

This simplified model compares very poorly with the canonical model and the large mismatch

between simulation results can be explained through consideration of the sputtering angular dis-

tributions. In the counter-model, the summed total average angular distribution across all ejection

angles was used. This average distribution exhibits roughly a cosine distribution with respect to

ejection angle α; in fact a cosine distribution is used as an approximation for second-order redepo-

sition fluxes in both the simple model (equation (2.1.5)) and the canonical energy-resolved model

(equation (5.3.15)); however, the energy-resolved angular distributions at high ejection energies are

notably non-cosine with a heavy weighting towards glancing ejection angles. Furthermore, the en-

ergy distributions as a function of incidence angle θ0 indicate that the population of high energy

ejections only increases at glancing primary incidence angles. In the trenches used in the test case

the counter-model fails in both conceivable scenarios for second-order sputtering. In the first case,

where a beam impinges on the flat portion of the trench bottom, the likelihood of reflexive sputtering
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is very low due to the fact that where the angular distribution is relatively high (small ejection angles,

near normal), there is only vacuum and energetically ejected target atoms will encounter nothing

with which to sputter; furthermore, at the near normal incidence angles as presented at the bottom

of the trench the population of high energy ejections is small as indicated by gsput, Si|Ga (θ0;El) in

figure 5.4.7. In the other conceivable case of irradiation along the trench wall it is clear that there is a

high likelihood of energetic target atoms being sputtered due to the glancing incidence angle and the

energy distribution gsput, Si|Ga (θ0;El); however, most of these energetic particles still emerge nearly

normal to the surface (again due to the cosine-like nature of the non-energy-resolved angular dis-

tribution fsput, Si|Ga(α0, θ0)), thereby causing sputtering mostly on the opposite trench wall, which is

almost totally counteracted by cosine redeposition from that wall. An increase of trench width is also

visible in the simplified model presented in this section, this increase in trench width is likely due to

the cosine-similar angular distribution of sputtered silicon atoms for the reasons already expressed.

It should therefore be clear that energy resolution of the angular distribution is essential to the correct

modeling of reflexive sputtering; this counter-model indicates that the terms in the model are near

their simplest forms. However, the terms of the equations of motion are not the only area of model

optimization. The choice of energy levels in the canonical model fit a first approximation of the data

as the energy distribution is roughly linear in logarithmic intervals; however, there is no compelling

argument for equal-sized populations per energy band or the use of 3 bands per decade, and it could

therefore be possible to further optimize the choice of energy bands —as is discussed in the following

section.

5.6.2 Simulations Compressing Similar Energy-Resolved Angular Distribu-

tions

In the previous section (section 5.6.1) it was demonstrated that the changing shape of the angular

distribution of ejected particles as a function of ejection energy is important to accurate simulations

considering reflexive sputtering. It was also mentioned that the canonical form presented in sec-

tion 5.3.2 used logical but essentially unoptimized criteria for the selection of the energy levels over

which to partition the BCA data; this fact is clearly seen in figure 5.4.1, where the first few energy

bands are basically indistinguishable from each other. As the computational complexity of the simula-

tion increases linearly with the number of evaluated energy bands, it is worthwhile to explore whether

the number of energy bands may be reduced. The canonical formulation of the energy-resolved

model simulating reflexive sputtering makes use of energy bands described by their endpoints start-

ing at 0.1 eV and following a 1, 2, 5, 10... progression approximating logarithmic spacing to the beam
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energy of 30 keV; in the preliminary attempt at optimization of the selected energy bands the follow-

ing series is used 0.1 eV, 5.0 eV, 50.0 eV, 200.0 eV, 500.0 eV, 1.0 keV, 2.0 keV, 5.0 keV, 10.0 keV,

20.0 keV, to 30.0 keV. This new series of energy partitions reduces the total number of energy bands

to evaluate from 17 in the canonical model to 11 in the reduced set, which should lead to a near halv-

ing of computational effort. The energy intervals were chosen by eye after inspecting figure 5.1.1,

where the angular distributions between 0.1 eV and 5.0 eV were determined not to strongly vary, the

second interval (5.0-50.0 eV) was chosen to correspond with the strong onset of the rotation of the

first-knock-on peak, while the last conjoined interval (50.0-200.0 eV) represents the final range that

exhibits distribution shapes resembling a skewed and rotated cosine added to a sharp peak, after

200.0 eV the canonical logarithmic partitioning is used.

New physical input data was extracted from the BCA simulation trajectories including a new set of

3D corrections factors (Validity of 3D Simulations) using the reduced set of energy intervals. These

physical inputs were used to conduct benchmark simulations of the type described in section §5.5;

the comparison between the compressed dataset and the canonical dataset is shown in figure 5.6.2

using 3D correction factors but neglecting shadowing effects. The difference between the simulations

is nearly imperceptible without magnification and the compressed set of energy intervals reproduces

the canonical data with less than 0.5% error. The error is expected to be a slight under-estimation∗ of

reflexive sputtering or secondary sputtering due to energetically ejected target atoms, as the interest-

ing portions of the backscattered ion energy distributions are undisturbed by the compression of the

energy bands (as the backscatter ion-distribution is mostly high energy). Furthermore, this technique

is a valid optimization vector as the run-time reduced by nearly a factor of two for the compressed

simulations when compared to the canonical simulations. Further optimizations in this regime, as the

optimization criteria could very likely be further refined, are an interesting avenue for future research.

5.7 Comparison to Experimental Deep Trench

The final test for the extended model presented in this chapter is a comparison to the anomalous

experimental data mentioned in section §3.6 ( 3.6.1 on page 70), whereby an inverse modeling

experiment failed to match simulation by a large factor that could not be explained simply through

experimental error or imprecise physical inputs. The experimental data shown in figure 5.7.1 shows

how a number of factors of the experimental trench failed to match the expected profile (shown in

∗Underestimation is expected because the optimization of energy bands is accomplished by reducing the sampling at low
energies where only marginal sputtering is expected to occur. As the weighting of the equivalent yields (appendix D) occurs
through fitting a decaying exponential function, an increase in the sampling ∆E would push a greater portion of the yield to
the low energy side of the energy band thus reducing the calculated equivalent yield.
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Figure 5.6.2 – A comparison between simulations conducted with the canonical formulation for energy
levels (logarithmic indicated by a solid line) and the hand optimized energy levels (described in text, data
indicated by a dashed-dotted line). Total error between simulations is < 0.5% with the hand optimized
dataset leading to a near 50% reduction in computational effort. Both simulations compensate for 3D-
effects.



146 CHAPTER 5. SIMULATION INCLUDING SPUTTERING BY SPUTTERED TARGET ATOMS

Figure 5.7.1 – The input parameters specified for the experiment presented in section §3.6 are shown
here, in a simulation including the reflexive sputtering model and 3D effects. The depth prediction shows
good quantitative agreement. Qualitatively the asymmetry and the location of the inflection point of the
asymmetry on the trench bottom is reproduced.

blue). The simulation results of the energy-resolved model including 3D effects and reflexive sput-

tering are shown by the red contour. This contour does not completely agree with the experimental

data; however, compared to the model discussed in chapter 2, the new model shows much better

qualitative agreement with the experiment. The new model reproduces the unexpected asymme-

try and micro-trenching seen in the experiment. The milled volume and sidewall angles also show

slightly better agreement to the experiment. While a better experimental fit would be desired, the

quality of this unoptimized fit to the model should not be discounted as this experiment is conducted

under wide aperture and high current conditions. There are many experimental uncertainties from

charging, depth of focus, beam-shape, and beam symmetry under such experimental conditions.

Furthermore, the compensation model for 3D-effects presently used in these simulations (see 3D Ef-

fects with Reflexive Sputtering Model) is known to be a primitive first-approximation. Therefore, while

this single experimental comparison is promising, there is still a need for deliberate experimental

data studying the effects of reflexive sputtering in the gallium on silicon system. The energy-resolved

model presented in this text will remain only plausible until more experimental or alternative simula-

tion techniques either support or disprove the modeled phenomenon.



Chapter 6

Conclusion and Outlook

A number of topics have been covered in the preceding chapters, from a justification for studying FIB

sputtering through simulation (chapter 1), to an explanation on how to use hybrid-continuum-BCA

simulations to track topography evolution (chapter 2), to practical applications of a topography simu-

lator in the form of inverse modeling (chapter 3), to focused BCA studies indicating the importance

of surface roughness considerations in sputtering simulations (chapter 4), and finally culminating

in the presentation of a new model for topography simulation studying the hitherto unquantified phe-

nomenon of reflexive sputtering (chapter 5). In this short conclusion the important discoveries of each

chapter are highlighted with regards to their technical or scientific importance, the viability of the hy-

brid simulation approach upon which this work is based is shortly analyzed, the hybrid approach is

questioned when compared to alternative methods of sputtering simulation, the post-facto utility of

these simulations is investigated, and the remaining directions for both scientific and technical inquiry

are explored.

6.1 Discoveries

In this dissertation a functional hybrid topography simulation combining a continuum model and sput-

tering statistics derived from BCA simulations was presented in two forms. A simple scale-invariant

(figure 2.5.1) hybrid model exhibiting the accepted phenomena of primary sputtering, redeposition,

secondary sputtering due to backscattered ions, and secondary redeposition was described and

demonstrated to be functional in modeling said phenomena and represents the state of the art lo-

cal model at the point in time when this research was conducted (chapter 2). An extended model

(chapter 5) that additionally considered the less studied phenomena of secondary sputtering due

to energetically ejected target atoms (reflexive sputtering) and the coinciding redeposition was also

147
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described and evaluated with respect to the state of the art. The extended model was found to ex-

hibit increased sputtering (≈28% increase in depth) as compared to the simple model (figure 5.5.1),

especially at greater aspect ratios when primary sputtering loses dominancy over redeposition. Ex-

perimental evidence implies that the simple model is deficient (figure 3.6.1), and while the extended

model is also imperfect compared to the limitedly available experimental data, the extended model

provides a better qualitative representation of the experimental data (figure 5.7.1).

A robust method of inverse modeling utilizing the demonstrated hybrid model was demonstrated

(figure 3.5.1) and provides a practical application for the described forward simulation. This inverse

modeling method was shown, experimentally, to be able to produce user-defined low aspect ratio

structures having the shape of a cylindrical micro-lens. Higher aspect ratio structures were less suc-

cessful (figure 3.6.1) and became part of the impetus to explore the extension of the forward simula-

tion to a model that considered reflexive sputtering. As the experimental collaboration ended before

the completion of the extended model, no inverse modeling has been attempted with the extended

reflexive sputtering model. Preliminary optimization studies indicate that the canonical definition for

the selection energy levels in the reflexive sputtering model is non-optimal and extensive optimization

while retaining functionality may be possible (figure 5.6.2); therefore, use of the presented inverse

modeling algorithm with the extended model remains feasible for future research.

Finally the parameters for BCA simulations were optimized to best represent experimental sput-

tering yield data (figure 4.4.7) conducted across many incidence angles including extremely glancing

angles, where it was found that a degree of simulated surface roughness was essential in order to

reproduce experimental sputtering yields at glancing angles. This discovery was shown to be roughly

independent of the choice of simulated roughness model (section 4.4.2.2), in that it was possible to

fit multiple roughness models to the experimental data. However, the compared roughness models

disagree as to the predicted thickness of the layer emulating surface roughness; therefore, the fitting

factors cannot be used to predict what experimental values of surface roughness one would expect

to find after ion-beam irradiation. Analysis shows that the disagreement between roughness models

is likely due to minimum wavelength restrictions present in one of the compared roughness mod-

els; that is not found in the 1D roughness model. Both models were shown to have a perceptible

effect on the angular probability distribution of sputtered atoms (section §4.5) indicating that surface

roughness also affects higher order terms than the simple sputtering yield.

Angular probability distributions for sputtered and backscattered atoms were also shown to exhibit

a strong dependence upon the ejection energy of the sputtered or backscattered atoms (figure 5.4.1).

Higher ejection energies exhibited a less cosine distribution and a more sharply directed probability

distribution that was projected to more glancing ejection angles with increasing energy. This variance
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in the angular probability distribution as a function of ejection angle provided the groundwork for

the extended model implementing reflexive sputtering, as the change in angular distribution leads to

pseudo-focusing of energetic sputtered atoms or backscattered ions which have sufficient energy to

incite sputtering. Though the result of this work is to show that 30 keV gallium impinging on silicon

may produce non-negligible amounts of reflexive sputtering, it should be remembered that these

results are only applicable to the gallium-silicon system at this beam energy (30 keV). Furthermore, it

was shown that low aspect ratio features such as those resulting from low total doses exhibit minimal

reflexive sputtering effects.

6.2 Viability of Hybrid Simulation Approach

A question that has not been seriously addressed in this text is whether the hybrid simulation ap-

proach itself is viable. To answer this question the goals of the simulation should be carefully defined.

Scientifically a goal for the hybrid simulation is to have an approach that enables the systematic

study of the phenomena under investigation. In this respect the presented models, both the simple

model and the reflexive sputtering model, are quite viable. The separate simulation of each flux used

in the model allows for quantification of each individual simulated flux, as was shown in numerous

comparisons throughout this text. In many ways this explicit separability due to the continuum def-

initions is more advantageous than attempting the same with dynamic BCA or MD simulations, as

these atomistic simulations would require the use of completely non-physical heuristic approxima-

tions in order to separate out the influence of higher order fluxes∗. For example in order to run a

simulation without reflexive sputtering in a dynamic BCA simulation, one would be forced to detect

high-energy sputtered particles and procedurally lower their energy below the sputtering threshold.

Maintaining the ability to make such changes would have an impact on the design of simulation code

written to perform dynamic BCA simulations. The hybrid model approach therefore enables system-

atic analysis of the model used in the simulation from a scientific standpoint. If the hybrid continuum

model needs to be extended, however, the complexity of the hybrid model will only increase, which

increases the likelihood of both implementation errors and model derivation errors. As an example,

the presented model neglects the volume change due to implantation of the primary ion. While it is

certainly possible to extend the model to include implantation, this change represents a considerable

increase in complexity for a phenomenon that is automatically handled by the dynamic-BCA software

IMSIL [122]. Therefore, while the hybrid approach to simulation is presently valid for studying the

∗Obviously this could be done in BCA or MD, but the architecture of continuum models makes these non-physical separa-
tions more intuitively simple.
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covered phenomena scientifically, it seems indubitable that at some point in the future the models will

become so complex as to be un-extensible.

The other metric by which the hybrid simulation point must be evaluated is its industrial viability,

whereby the question of whether for known phenomena, where prediction of final topographies are

desired, does simulation offer an advantage to physically performing an experiment? In the case of

performance the answer becomes complex. Simulations currently take orders of magnitude more

time to compute than the corresponding scan parameters take to be milled using a physical FIB.

However, when one includes the analysis time needed to cross-section an experimental sample

to determine what was milled, the total time investments are similar, and multiple simulations can

be run inexpensively across multiple workstations, thus providing a net win for simulation. By this

same token, when a target topography is desired, the time investment in using inverse modeling is

significantly smaller than the human effort required to hand-optimize a dose profile experimentally

and repeatedly perform cross-sectional analysis. The current inverse modeling method and hybrid

simulation approach is therefore industrially viable in the case of high-value projects. The hybrid

approach, when coupled with inverse modeling, does not yet represent the ideal of an enabling

technology by which a minimally trained operator might define and optimize a target geometry in the

time that it takes the instrument to reach an operational level of vacuum. However, this lack of speed

is mostly due to a lack of optimization and design for performance, and it is plausible to increase

the speed of the simulations for both inverse modeling (section 6.5.2) and the forward modeling

(section 6.5.5) portions.

6.3 Complexity “Is This Method Optimal?”

As mentioned in section §6.2, the complexity of the extended model is significant and additional ex-

tension of the model, as will be suggested in sections 6.5.3 to 6.5.5, will only act to increase this

complexity, begging the question of when complexity outweighs the value gained through complexity.

The implementation of the reflexive sputtering model saw an increase in the number of defined data

files from 4 files used in the simple model presented in chapter 2 to 175 files used in the canon-

ical model for reflexive sputtering. Mild optimization of the number of energy levels (as described

in section 5.6.2) reduced that number to 135 files. Extrapolating to an implementation of a hybrid

model including implantation effects would suggest another order of magnitude of complexity as sta-

tistical properties for different compositions of target-ion mixtures must also now be considered. The

complexity of implementing a hybrid continuum model quickly becomes the limiting factor, especially

when compared to atomistic simulations such as dynamic-BCA simulations, as characterized by the
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dynamic mode of IMSIL [122]. These dynamic-BCA simulations by virtue of their atomistic nature

automatically consider the effects of implantation and correctly track the energy and trajectory of all

sputtered particles, thereby removing the requirement for complex models for each matter flux. The

1D surface roughness model described in section 4.4.2 could even conceivably be applied to 2D

and 3D dynamic-BCA simulations, thereby relaxing the resolution required to track topography evo-

lution. One major limitation of pure dynamic-BCA simulations is, however, their speed. Even though

dynamic-BCA simulations for sputtering could be amenable to parallelization, they remain at least an

order of magnitude slower than models based on the hybrid approach; therefore, hybrid approaches

will remain optimal when simulation speed is important. Due to the complexity of these hybrid simula-

tions, however, it is unlikely that much advancement or optimization will be done in the future without

a clear and defined industrial purpose requiring the offered speed benefits.

The other conceivable atomistic solutions would be to attempt to simulate sputtering with MD

or Density Functional Theory (DFT). Both of these simulation methods are sub-optimal when com-

pared to either dynamic-BCA or the hybrid-continuum-BCA approach, as they are even slower † than

dynamic-BCA. In terms of accuracy, MD offers the promise of better characterization of low-energy

scattering events but it requires significant complexity to model electronic stopping. DFT should in

theory handle electronic stopping in a rigorous manner; however, currently it is impractical to simu-

late more than a few hundred atoms, which corresponds to a target volume of ≈ 2 nm2. The only

reasonable comparison is therefore between the hybrid model and a pure dynamic-BCA simulation.

6.4 Utility

The final question to be addressed is the utility of this work, what benefit can be said to have come

from this body of work to the scientific community. First and foremost this work highlights the hith-

erto less than explicitly studied effect of reflexive sputtering by previously sputtered target atoms.

Previous hybrid approaches and non-atomistic formulations for sputtering theories assume that sput-

tered target atoms contribute wholly to redeposition and that high energy ejections are rare enough

to be neglected. This work and the results of simulations presented herein showing the effects of

considering reflexive sputtering on simple trench geometries very much brings that assumption into

question. The primary utility presented by this work is to bring awareness that an additional source

of sputtering should be considered in sputtering theories. Additionally an attempt has been made to

present benchmark simulations representing beam parameters that could possibly be experimentally

†Fast MD simulations are still many orders of magnitude slower than dynamic-BCA, which means the statistical nature of
sputtering is lost as one can’t afford to spend the time to simulate a statistically significant fraction of ions.
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reproduced, thereby affording experimentalists the opportunity to compare and thus support or dis-

prove the findings of the presented model simulating reflexive sputtering effects. The final scientific

utility represented by this work comes in the form of the sputtering yield BCA simulations presented,

which incorporate surface roughness effects, the results of which will hopefully spur greater numbers

of glancing angle sputtering yield measurements as well as provide a plausible error term when com-

paring experimental yields with simulated yields available to the greater scientific community. The

technical utility of this work is that it provides a framework from which additional hybrid simulations

might be constructed, where the simulation might be tuned for specific performance goals, whereas

the code demonstrated herein is mostly optimized for clarity and extensibility. The novel inverse mod-

eling technique presented has less clear scientific benefits; however, it must not be forgotten that the

drive to develop the energy-resolved model came in part from attempts to experimentally verify the

inverse modeler. From an applications standpoint the inverse modeler is extremely valuable because

it is the easiest discovery to monetize.

6.5 Outlook and Future Works

While many useful scientific and technical discoveries and successes were accomplished over the

course of this research (as summarized in section §6.1), there were naturally time and funding con-

straints that prevented all avenues of inquiry from being completely explored. In the following subsec-

tions future research directions on the topics of surface roughness (section 6.5.1), inverse modeling

(section 6.5.2), extension of the model to handle ion implantation (section 6.5.3), possible alternative

implementations of the model such as in 3D (section 6.5.4) and on a GPU or cluster (section 6.5.5),

and finally possible experimental work that could be performed to confirm or disprove the reflex-

ive sputtering model (section 6.5.6). As was mentioned in the preceding sections, the presented

reflexive sputtering model is rather complex; therefore, in its current embodiment (as a simulation

code), it is likely a dead-end, as further extension might be better performed on code that is pur-

posefully designed to implement the desired model efficiently and elegantly. The amount of work

required to develop a new code-base is not insignificant and would probably require a clear use case

that requires the speed offered by the hybrid simulation method. This work, however, demonstrates

that these models can be implemented, and pending experimental or independent verification also

demonstrates that the reflexive model tangibly changes the results of topography simulations as com-

pared to the previous state of the art. As discussed in section 6.5.4, in light of the 3D effects shown in

3D Effects with Reflexive Sputtering Model, it is desirable to conduct reflexive sputtering simulations

in 3D. The short-term outlook for this work is therefore the extension to 3D, either by modification of
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the current code base or as a clean sheet design, and the experimental verification of the simulated

effects.

6.5.1 Further Study on Surface Roughness

Surface roughness effects on the glancing angle sputtering yield were shown in chapter 4 to be sig-

nificant and non-negligible, where they were also shown to affect the angular probability distribution

of sputtered atoms. It was shown that a degree of simulated surface roughness is essential in the

reproduction of experimental sputtering yields at glancing angles; however, the scientific conclusions

with regard to this simulated surface roughness were far from satisfying. A major shortcoming was

that, as mentioned in section 4.4.1.1, it was not possible to obtain plausible experimental values for

surface roughness due to surface oxidation developing between the FIB experiment and AFM char-

acterization. In order to better understand and characterize the surface roughness that evolves under

glancing angle FIB irradiation, it would be desirable to either simulate the growth of surface rough-

ness (as described in section 6.5.1.1) or design experiments to compare experimentally measured

surface roughness with simulated surface roughness, with the sputtering yield being used as a corre-

spondence check (as described in section 6.5.1.2). Finally as was discussed in section §4.6, it would

be desirable to have a semi-empirical model to predict the amount of simulated surface roughness

needed for a particular ion-target pairing as a function of beam energy. Obtaining the necessary data

to derive this model would require additional glancing angle sputtering yield experiments (as outlined

in section 6.5.1.3).

6.5.1.1 Simulation of the Evolution of Surface Roughness

There are two conceivable ways in which to study the surface roughness that evolves under glancing

angle FIB irradiation, namely to perform experiments and to perform atomistic simulations of the

surface evolution as a function of time and dose. Both methods present drawbacks and a good

scientific study would approach the problem from both sides. With regard to the simulated evolution

of surface roughness, the two plausible approaches are MD or simulations combining Kinetic Monte

Carlo (KMC)∗and MD, both are desirable as they are able to precisely model surface effects at the

target-vacuum interface. Due to the relative rarity of MD-KMC for sputtering simulation, it is likely that

any MD-KMC results would have to be confirmed with MD and experiments, as the strength of KMC is

its ability to simulate long time-scale interactions and MD alone would likely be insufficient to confirm

∗Multi-scale KMC has been demonstrated [201–203], even in fluids (also amorphous) and KMC has been used to simulate
radiation effects in materials [204], roughness modeling under irradiation has only so far been completed through the coupling
with MD [205].
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viability. The advantages to simulating surface roughness are two-fold; firstly the simulation results do

not suffer any experimental uncertainty in the characterization of the evolved surface, secondly, as the

surface roughness evolution can be tracked during simulated irradiation the steady-state criteria for

surface roughness can be precisely defined. Drawbacks to simulation of surface roughness evolution

are of course the simulation-cell size, or the number of distinct atoms included in the simulation,

and the slowness of simulations that are sufficiently large to contain the collision cascade. The

simulation-cell should be large enough when considering the periodic boundary conditions so that

simulated ion impacts do not interact with themselves due to any periodic boundary conditions. At

glancing incidence angles, internal studies suggest that in order to simulate an incidence angle of

88.5° an optimized simulation cell of 500 Å by 300 Å by 100 Å would be required, leading to months

of required simulation time, even on dedicated clusters. Large scale MD simulations are therefore

best performed by those with experience, due to the high cost with regard to simulation time. If

the evolution of surface roughness were successfully completed, that data would enable the surface

roughness models presented in this work to be revised to become more physically representative of

actual surface roughness.

6.5.1.2 Measurement of Surface Roughness

The accompaniment or alternative to simulations of evolved surface roughness are actual measure-

ments of surface roughness evolving from experimental FIB exposure. These measurements are

difficult, especially in silicon as the growth of a native oxide almost requires that surface roughness

experiments be conducted in-situ (at atomic resolution), without breaking the system vacuum (or

allowing oxide growth). Experimental apparatuses capable of performing AFM without breaking vac-

uum on FIBed samples exist, but they are relatively rare and there is no guarantee that the lateral

resolution is sufficient to characterize all frequencies; however, the data would be useful in attempting

to characterize the experimental surface roughness. Changing the target material away from silicon

to a more inert material could remove the effect of native oxide growth and would enable a greater un-

derstanding of evolved surface roughness, though as surface diffusion is expected to play a role in the

evolution of a rough surface under irradiation, it is still not clear that results in an inert material would

be transferable to the gallium-silicon system. Finally, as comparison to the presented 1D model, it

may be possible to use density mapping techniques such as small angle neutron scattering [206] to

characterize the interface as a function of density.
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6.5.1.3 Glancing Angle Yield Studies at Different Energies

The simplest avenue for future work with regard to surface roughness induced under glancing angle

irradiation would be the completion of further sputtering yield experiments like those performed by FEI

as presented in figure 4.2.1 at different energies. Hopefully this data would provide hints towards the

production of a semi-empirical model with which the expected degree of simulated surface roughness

could be predicted as a function of energy. If such a semi-empirical law were to be derived, it

would enable the arbitrary simulation of a range of beam energies, which would greatly enhance

the industrial usefulness of the presented simulations. A drawback of this method is that it would

only tell the equivalent surface roughness needed for a simulation as each yield experiment would

be subject to obtaining equilibrium roughness under the effect of redeposition and second order

sputtering.

6.5.2 Possible Inverse Modeling Improvements

The inverse modeling algorithm presented in chapter 3 is robust and a good first implementation of

inverse modeling making use of the simple sputtering model presented in chapter 2; however, the

presented algorithm implements an unneeded restriction of finding a time-invariant solution (referred

to in the text as quasi-stationary solution). A refinement to the inverse modeling algorithm would be to

vary the spatial dose profile as a function of time. Such a change to a time-variant solution is expected

to increase simulation stability as each intermediate solution would require a smaller milled volume

to be simulated. Moreover time-variant solutions offer additional opportunities for parallelization, as

each intermediate solution could be optimized assuming that the previous intermediate solution had

been completely optimized. This proposed algorithm is similar to the multiple surface driving method

proposed by Kim [163], with the remaining hurdle of choosing intermediate solutions. The proposed

algorithm would combine the efficiency of the cage-function algorithm and Kim’s concept of interme-

diate target profiles providing the enhanced efficiency of the cage-function with the advantages of

time variant solutions such as parallelizability and simulation stability. A proposed method of choos-

ing an intermediate surface would be through fitting a cubic spline∗ through the final target nodes

and back interpolating to a flat starting surface, insuring that nodes never cross. Each intermediate

subsurface could be chosen such that volume of material removed between subsurfaces is constant.

Furthermore, intermediate time variant solutions provide extra opportunities to confirm experimen-

tally the fidelity of the forward modeling approach to experimental reality. Extension of the inverse

∗A cubic spline is advantageous as it can be set to match the slope of the surface normal at the starting and target node
locations. Interpolation of the sub volumes could be accomplished be linear segmentation along the length of the spline.
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modeling algorithm to 3D would also be desirable, but that would require a complete and efficient 3D

forward simulation be available. In order to enable real-time inverse modeling, the forward simulation

portion must be significantly optimized for performance.

6.5.3 Consideration of Implanted Species

Conceptually, the challenge of extending the model for the hybrid approach to consider implanted

species is plausible (in fact generalized equations are in existence addressing the mathematics of

such a model [199]); however, practical implementation is subtly more difficult. Primary ions are

implanted into the target and are no longer a phenomenon that can be adequately modeled using

only surface properties. Therefore, in order to model implantation effects using a hybrid model, some

method of modeling the depth and penetration of the ion is needed. It is supposed that a subsurface

simulation surface (however a simple layer data-structure may be sufficient) might be used to keep

track of both the concentration and volume of the implanted species. This subsurface would increase

in depth as ions are implanted at nearly normal incidence angle and the primary simulation surface

could approach, but never cross the subsurface if the yield is sufficiently high to sputter away the

implanted region. The other quantity stored in the subsurface would be the average concentration

over the simulated volume, which is needed to make use of pre-calculated sputtering yields as a

function of impurity concentration. It seems also possible that a concentration and a depth stored at

every surface node (the simple layer approach) might be sufficient to model implantation; although

details must be explored, e.g. through BCA simulations. With this method it would also be possible to

model intermixing through redeposition. This proposed model, even as simply described, represents

a massive increase in simulation complexity, as the total number of datasets would increase as a

factor of the number of intermediate concentrations considered in the simulation. While this model is

very likely implementable using a hybrid approach, in the case of TopSim it would require touching

and rewriting nearly every component of the simulation —as even the surface and gridding models

would require modification. Implementation would require compelling evidence that the expected

effects are significant over a broad range of topography simulations. For isolated scientific studies it

seems like dynamic-BCA simulations are a better fit to the problem.

6.5.4 Full 3D Simulations

Extension of the presented reflexive sputtering yield to 3D is quite desirable as 3D Effects with Re-

flexive Sputtering Model indicates that the 2D approximation used in this work needs significant

compensation for 3D effects due to the dispersed nature of the angular distributions of energetically
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ejected target atoms. The primary limitation preventing the current code-base from being extended

to 3D is the hesitance to use 3D tables for angular distributions. This hesitance is justified, as 3D

tables are very difficult to spot-check and visualize; however, they are essential for 3D simulations

and are a logical extension of this work. Another challenge is the current over-simplicity of the 3D

grid as implemented currently in TopSim (discussed in section 2.2.4.1), though efficient 3D meshing

strategies are a well studied topic and numerous plausible solutions exist e.g. [207–209], however

there is presently no specifically suggested meshing method.

6.5.5 GPU and/or Massively Parallel Implementation

The rule-of-thumb performance penalty for running interpreted python code using optimized numer-

ical libraries as opposed to optimized compiled code in a language such as C is often stated as

being between as fast and 3-6x slower, meaning that a compiled rewrite should be worth a 3x to 6x

performance increase. Any additional performance must come from parallelization, be it in the form

of a GPU implementation or an MPI implementation on a computational cluster. As future work, it

appears to make the most sense to start with a GPU approach, though a cluster of GPU enabled

machines might be useful for accelerating inverse modeling simulations as those are expected to be

less latency-sensitive.

Parallelization can only take place within a single time-step, which generates a large degree of

latency dependence, as a large number of time-steps are needed to track the evolution of the sur-

face. Alternative surface advancement models (such as Budil’s [133]) and more aggressive adaptive

time-step algorithms may improve this matter in future implementations. However, within a single

time-step, the hybrid model approach is very amenable being ported to GPU hardware. The two

largest time constraints in the simulation are the calculation of the distance matrix, used to determine

the distance from every node to every other visible node and the evaluation of yields and angular

distributions. Exploratory studies indicate that the calculation of the distance function, while easily

decomposable and trivial to solve on a GPU, is severely limited by IO delays in transferring the matrix

in and out of the GPU. This problem may be addressable by keeping and evolving the surface on the

GPU using a vertex shader, thereby avoiding IO penalties. The second bottleneck of the yield and

angular distribution evaluations maps nearly perfectly to a GPU, as these table look-ups are anal-

ogous to interpolated texture look-ups which are handled directly in hardware for 1D, 2D, 3D, and

even 4D tables. It therefore seems very promising to re-implement TopSim on a GPU; however, the

scientific utility of such a project is low. Industrial interest would have to be found to make the trouble

of re-implementation worthwhile. Such a re-implementation would almost certainly be in 3D, as the
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utility of a highly optimized 2D-only simulation is extremely low and the increased difficulty between

2D and 3D is small compared to the work required to port the model to a GPU.

6.5.6 Experimental Confirmation of Reflexive Sputtering

A scientifically most rewarding but difficult future work, would be an experimental series that proves

or disproves in a clear way the findings with the reflexive sputtering model. While the model seems

logical and is a best-practices effort, it remains only a plausible explanation for the anomalous ex-

perimental data presented in section §5.7 until deliberate experimental studies have been made,

searching for enhanced sputtering due to reflexive sputtering. This set of experiments would require

careful simulation of milling parameters (perhaps with a form of inverse modeling) to find a dose

profile where reflexive sputtering clearly dominates sputtering by backscattered ions.

6.6 Closing Words

In closing, it is important to reiterate that while, as with any path of scientific inquiry, more questions

and objectives remain at the end of the project than at the beginning, this dissertation demonstrates

a robust inverse modeling algorithm, which may in the future pace the way for new industrial appli-

cations in FIB. The state of the art of BCA sputtering simulations has also been advanced with the

creation of a computationally efficient 1D model for surface roughness, which has been shown to

be essential in replicating experimental sputtering yields for glancing incidence angles. A functional

simulation method for a model considering reflexive sputtering was demonstrated. Furthermore, the

results of these simulations indicate that reflexive sputtering might play a non-negligible role in to-

pography evolution for deep trenches. The knowledge gained over the course of this doctoral study

has enhanced the state of the art and brings to light a phenomenon that was long assumed to be

negligible.

Thank you to the reader for the compliment and time investment made to study this dissertation.
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3D Effects with Reflexive Sputtering

Model

A.1 3D Effects: Validity of 2D Simulations and a Method to Com-

pensate for a Missing Depth Dimension

As mentioned in section §5.5, the presented simulations make use of a correction factor for 3D

effects. This is contrary to the model presented in chapter 2, where the only concession to 3D effects

was in the scaling of the beam dose. The model, as described in section 2.3.2.1 and section 5.4.1,

makes use of only the 2D angular distributions of sputtered and backscattered atoms. This 2D

distribution is generated by histogramming the ejection angles of the simulated ions or target atoms

where the ejection angle is defined as the arctangent of the horizontal component divided by the

vertical component, α = tan−1(dx/dz), whereby the horizontal component is in the direction of the

incoming ion (coordinates described in figure A.1.1). The in-plane component is neglected in the

calculation of the ejection angle and each bin for a given ejection angle, α, corresponds to a 2D fan

emerging from the incidence point with an inclination of α degrees. This 2D approximation is used

as a simplification to avoid having to use 3D tables (as the angular distributions depend not only

on the ejection angle α, but also the ion incidence angle θ, adding a polar angle φ would increase

dimensionality to three), and due to the fact that the primary interest is in 2D simulations. These 2D

simulations lack a real depth component, and therefore in practice three-dimensional tables would be

integrated down to two dimensions. This integral is thus done as a part of the normalization process

when the two-dimensional angular distribution tables are generated.

Use of 2D angular distribution tables is well justified in the simple model presented in chapter 2,
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Figure A.1.1 – A schematic sketch of the coordinate system used in trajectory files for simulated sputtering
with IMSIL. The thick black arrow represents an incident ion while the green arrow represents an ejected
species, the ejection vector has components dx, dy, and dz where the x axis is parallel to the projection of
the direction of the incident ion into the (x, y) plane. When considering the 2D angular distributions used in
this text, dy is neglected.

where the tables are used to calculate the angular response of redeposited target atoms along in-

finitely long two-dimensional trenches. As the sticking coefficient for redeposited atoms in the model

is independent of redeposition-impact-angle, the super-position of redeposited target atoms along the

infinite length of the simulated trench is precisely represented by the two-dimensional approximation

employed. When considering sputtering due to backscattered primary ions, the situation becomes

a bit more complicated. The sputtering yield, contrary to the redeposition rate, is dependent upon

incidence angle, thus in a perfectly precise simulation the polar angle should be considered. Consid-

ering this polar angle effect would necessitate integrating down the entire length of the trench, as the

2D incidence angle (described as θ1 in figure A.1.2) is the smallest possible incidence angle along an

infinite trench wall. Any displacement into or out of the 2D simulation plane results in a more glancing

incidence angle with respect to the surface normal; however, these effects were assumed to be minor

in the case of the model presented in chapter 2 due to the assumption, supported by angular data

(shown in figure A.1.6), that energetic backscattered ions are predominantly found nearly following

the path of the primary ion, thus leading to a tight distribution near φ = 0°. This pointy angular dis-

tribution of the backscattered ions in both α and φ justified use of a simpler 2D approximation when

using the model that did not consider reflexive sputtering due to sputtered target atoms.

As was shown in figure 5.1.1 the angular distributions of sputtered target atoms are far less pointy

than the angular distributions of backscattered ions; as the reflexive sputtering model presented in

this chapter also depends on the incidence angle of the sputtered target atoms that go on to sputter,

a correction must be made to compensate for 3D effects. In keeping with the goal of the simulation

to only consider infinite 2D trenches, it is desirable to avoid the explicit integration along the trench

length in simulation space. Explicit integration is avoided through the use of a virtual infinite trench
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Figure A.1.2 – A sketch demonstrating the coordinate system used in the new nomenclature. The angle
of incidence between incoming fluxes is indicated by θi, while the ejection angles of outgoing fluxes from a
node are indicated by αi. By convention, the initial beam flux is defined to be zeroth order, i = 0.

wall that allows for the pre-calculation of the possible 3D incidence angles along the virtual trench

wall. In this construction the 2D incidence angle becomes β′ (equal to θ1 in the sketch) and the actual

3D incidence angle is expressed as β, where β is dependent upon the inclination of the virtual trench

wall with respect to the incidence angle of the primary ion θ. A more precise construction would

consider the β to be independent of θ; however, that construction would necessitate the use of 3D

tables, whereby an angular distribution analog that was dependent on θ0, α1, and θ1 where θ1would

relate to an integral over all βs. The addition and validation of 3D tables in TopSim would be outside

of the scope of this exploratory work. Using a primary-incidence angle dependent construction,

it is possible to create a sputtering yield correction factor dependent upon θ0 which is defined by

the choice of the virtual trench wall. In order to estimate the effect of the arbitrary choice of the

virtual trench wall, three constructions are demonstrated and compared. The primary construction

assumes that the virtual trench wall is parallel to the incidence angle of the primary ion; as shown in

figure A.1.3, this construction is assumed to best represent a milled trench, as atoms sputtered by

normal incident ions will most likely encounter sidewalls which will have an inclination similar to that

of the incident ion. The second construction is the opposite construction (see figure A.1.4), whereby

the virtual trench wall is inclined to be anti-parallel to the incident ion. This construction is chosen to

define an envelope of possible 3D effects. Finally, a construction with a vertical virtual trench wall is

considered (see figure A.1.5). This construction straddles the envelope of the possible virtual walls,

it is also the only plausible incidence angle independent construction for deep trench simulations.

Finally it must be emphasized that the correction factor for the 3D effects is doubly dependent on

θ0 in all but the perpendicular construction. The dependence upon the choice of the virtual wall
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Figure A.1.3 – A schematic sketch of the 3D effect construction employing a parallel virtual trench wall
(indicated by the dotted line). This virtual trench wall is defined as parallel to the incident ion path. Ejected
ions are shown in green. Only forward ejections are shown; however, backward ejections are also consid-
ered in the model. This is the construction used in the body of this dissertation whenever compensation for
3D effects is mentioned.

Figure A.1.4 – A schematic sketch of the 3D effect construction employing an anti-parallel virtual trench
wall (indicated by the dotted line). This virtual trench wall is defined as anti-parallel to the incident ion path.
Ejected ions are shown in green. Only forward ejections are shown; however, backward ejections are also
considered in the model.

inclination is clear, as wall inclination is defined with respect to θ0. However, the fact that the shape of

the angular distribution is heavily influenced by the ion-incidence-angle θ0 (which also has an effect

on the energy distribution of ejecta) must not be neglected.

The β dependence of the angular distribution for an incidence angle of 80° and an ejection energy

range of 1-2 keV is shown in figure A.1.6 under the primary test condition of a parallel virtual wall. The

strict 2D angular distribution would have all of the ion probabilities falling on the zig-zag delineating

the smallest possible 2D angles across the plots. As the actual dy components of the simulated

ejection events are not all zero valued; there exists a width to the zig-zag line in the positive beta

direction. This positive only behavior is due to the geometric definition of β which must always have

an incidence angle ≥ β′, as movement into or out of the simulation plane lengthens the vector dy.

The distribution of βs for backscattered gallium atoms shows the expected tight distribution around

the 2D nominal incidence angle β′, while the distribution of the sputtered atoms covers a wider



A.1. VALIDITY OF 3D SIMULATIONS 163

Figure A.1.5 – A schematic sketch of the 3D effect construction employing a perpendicular virtual trench
wall (indicated by the dotted line). This virtual trench wall is defined as perpendicular to the simulation
plane and does not change orientation to track the local topography. Ejected ions are shown in green. Only
forward ejections are shown; however, backward ejections are also considered in the model.

range of possible incidence angles. In order to calculate the integrated correction factor for the

second-order sputtering yields it is necessary to convolve these relative probabilities with the correct

energy-resolved sputtering yields at the incidence angles β.

The β angle dependence indicates that the energetically sputtered target atoms shown in fig-

ure A.1.6 are not tightly distributed along the direction of the incidence angle θ0, and that 3D effects

are not likely to be negligible in the case of reflexive sputtering. It is difficult from the β distribution

shown to estimate the quantitative effect of neglecting 3D effects. This is due to the non-linearities

in the sputtering yield as shown in figure 5.4.5. The β distribution in the test case is not sufficient

on its own to estimate the magnitude of the 3D effects; the β distribution must be combined with

the sputtering yields as shown in figure A.1.7. The relative sputtering rates between the 3D test

case implementing a parallel virtual wall and a strict 2D test case are shown for various energies

in figure A.1.7 for a representative incidence angle θ = 80°. The baseline 2D case (dashed line) is

calculated by taking the 2D secondary incidence angle α on the virtual parallel wall and multiplying

the probability of a single sputtered target atom emerging at that angle and energy with the sputtering

yield at the secondary incidence angle α. 3D effects are estimated using the proper fraction of βs

yielding in most cases to an increase in the effective sputtering yield. This increase is due to the

fact that the sputtering yield is increasing for most of its angular range. In the case of backscattered

ions, the differences between considering 3D effects and a 2D approximation are much less appar-

ent, due to the relatively tight distribution of corrected incidence angles β. As expected from the

energy-resolved angular distributions, the divergence between the 2D and 3D approximations de-

creases towards the end of the energy spectrum when the angular distributions themselves become

less dispersed.
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Figure A.1.6 – A plot of the β probabilities for an energy range of 1-2 keV under parallel virtual wall
conditions is shown for both energetic sputtered atoms and backscattered ions. The vertical axis expresses
the 2D ejection angle α and the heat map shows a logarithmically scaled probability of a given projectile
with ejection angle α hitting the virtual wall with an incidence angle β. Notice that the backscattered ions
are more tightly distributed around β′ than the sputtered target atoms.
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Figure A.1.7 – The amount of extra sputtering due to the local incidence angle in 3Dβ, for all energies at
an incidence angle θ of 80°. The dashed lines indicate the 2D approximation where the local incidence
angle on the parallel virtual wall is simply the 2D incidence angle α, as compared to yields incorporating
the 3D effects as shown by solid lines. Yields (sputter rates) are calculated by multiplying the fraction of
events having a given incidence angle on the virtual wall β times the energy-resolved sputtering yield for
said incidence angle. The lower energy of the energy band is used in this estimate, not the equivalent yields
discussed in section 5.4.3. The upper chart demonstrates sputtering due to reflexive sputtering, while the
lower chart shows sputtering due to backscattered primary ions.

3D effects are best dealt with through the use of a full three-dimensional simulation; however, this

work is limited to 2D simulations. It is therefore desirable to devise a method by which the 3D effects

may be approximated in a two-dimensional topography simulation. The method employed in this
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work makes use of a correction factor for the sputtering yield, where 3D effects are considered as an

enhancement to the sputtering yield. This correction factor is applied after the number of sputtered

target atoms due to secondary sputtering resulting from either backscattered ions or energetically

sputtered target atoms has been calculated at the simulation node. This correction factor B(θ0) is

taken to depend only on the primary incidence angle. This dependence is chosen as a compromise

between simulation complexity and accuracy, as the primary incidence angle θ0 heavily impacts the

number of particles sputtered. Two energy-independent correction factors are defined B(θ0) and

Bback(θ0), which are derived from the β distributions of the sputtered target atoms and backscattered

ions respectively. The total yield difference per secondary incidence angle α is shown in figure A.1.8,

which shows the summation across all calculated energies. In order to remove the dependence upon

α, the data shown in figure A.1.8 for the summed yields between 3D and 2D models are integrated

over all α where B(θ0) =
´
Y3D(θ0,α)dα´
Y2D(θ0,α)dα

, defined as the ratio between the area of the 3D model and

the area of the 2D model. A cubic spline is then fit to the integrated correction factors as a function of

the primary incidence angle θ0; this correction factor is applied to the scaled sputtering yields used

in the simulation for each time-step.

Figure A.1.8 – The total 3D effects summed over all energies for reflexively sputtered target atoms under
the parallel virtual wall condition with an incidence angle θ of 80°. This plot shows the summation of the
data shown in the upper plot of figure A.1.7. The 3D correction factor B(θ0) used to correct the sputtering
yield for 3D effects in the simulation is defined as the ratio between the area under each curve as a function
of primary ion incidence angle θ0, where once again the dashed line represents the strict 2D yield and the
solid line represents the 3D model.

The effect of the compensation-factors for the 3D-effect upon topography simulations using the
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extended energy-resolved model discussed in chapter 5 is shown in figure A.1.9, where simulations

involving each virtual wall arrangement depicted in figures A.1.3-A.1.5 are compared to a simulation

lacking 3D-effect compensation. Simulations compensating for 3D-effects show a similar shape to

the simulation neglecting 3D-effect compensation; the primary effect of the limited 3D compensation

is to modify the volumetric sputtering efficiency. Though a full 3D simulation would be expected

to exhibit other higher-order effects upon simulated topographies, the simple energy-independent

compensation model that depends solely on the primary incidence angle θ0 as used here can only be

expected to show the volumetric changes seen in figure A.1.9. There is a slight variance in the micro-

trenching between the three different virtual-wall approximations shown, which is due to differences in

sputtering yield from backscattered ions, as there are separate correction factors derived for reflexive

sputtering and backscattered ion-sputtering. Consideration of 3D effects leads to approximately a

3-6% difference in maximum sputtering depth when compared to a model neglecting to consider

3D effects with regard to second-order sputtering. This difference is clearly visible even at aspect

ratios near 1:1, justifying the careful consideration of 2D effects when broad angular distributions or

secondary sputtering are considered. These 3D effects, while measurable, are still small compared

to neglecting reflexive sputtering, as was demonstrated in figure 5.5.1; however, these results are not

universal, as they depend on the 3D angular distribution of sputtered or backscattered target atoms

or ions, which is highly dependent upon the energy and species of the target and ions.
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Figure A.1.9 – Topography Simulations implementing the energy-resolved model including reflexive sput-
tering for different 3D-effect compensation models. The solid line is a simulation implementing a parallel
virtual wall for compensation of 3D effects (as presented in figure 5.5.1), the dot-dashed line is the reflexive
model neglecting 3D effects, while the dashed line implements an anti-parallel virtual wall, finally the dot-
ted line implements a perpendicular virtual wall. All models for 3D effects increase volumetric sputtering
efficiency when compared to simulations not compensating for 3D effects.



Appendix B

Shadowing Effects

B.1 Limited Effects of Shadowing On Deep Trenches

The presented Topography simulator TopSim has two available options for determining the visibility of

a second-order node (a node that receives backscatter flux or redeposition/reflexive-sputtering flux).

The primary approach is referred to as simple visibility and excludes all second-order nodes where

the ejection or incidence angle is greater than ±90° from the simulated surface normal. The sec-

ondary approach is to further exclude shadowed nodes that would be occluded by the topography of

the surface; this approach is referred to as simulations involving shadowing. Shadowing is expected

to play a larger role in simulations of topographies involving multiple local minima.

The shadowing algorithm was developed by another researcher ( [210]) for this project and avoids

the computational overhead of strict ray-casting in two dimensions by searching the nodes visible by

simple visibility for direction changes as a function of the ejection angle α. Direction changes can be

taken to indicate local maxima or minima which then delineates the beginning of a shadowed region.

The probable ejection angle αstart between a given source point and the start of the shadowed

region is stored for later comparison. A contiguous region is thus defined, ending when the α of a

succeeding node exceeds the αstart of the beginning of the shadowed region. This brief description

neglects the handling of edge cases; however, as implemented the algorithm is geometrically robust.

A limitation of the shadowing algorithm is that only hard shadows can be implemented (consistent

with a strictly local model where matter can only enter or exit at a simulation node); therefore, if a

single or short string of nodes becomes an outlier this node will shadow other nodes. This outlier

node(s) will also act as a redeposition sink and receive redeposition flux while shadowing neighbor-

ing nodes, which can in many cases lead to runaway cases and numerical instability. Practically this

numerical instability is rarely seen when simulating scanning beams as the majority of the beam flux
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Figure B.1.1 – A comparison between benchmark simulations for an energy-resolved model with reflexive
sputtering (chapter 5) without (solid) and with (dot-dashed) the full shadowing model enabled. When shad-
owing is enabled, the notable first-order effect is to increase the magnitude of the simulated microtrenches.
Without proper consideration of shadowing (simple visibility) redeposition flux from the left micro-trench
could be transferred to the right micro-trench. Use of the shadowing model plays the largest role in rede-
position.

is used to drive a small divot back and forth across the bottom of the simulated trench. Movement of

this crater as a function of time acts to smooth out the numerical instabilities and would-be runaway-

nodes are squashed as the beam moves over them. However, in the case of the overlapped beam

simulations, these runaway cases can be quite detrimental to the fidelity of the simulation. These

runaway effects are caused by numerical instabilities of the simulation grid, and thus are very depen-

dent on the selection of the grid parameters such as the grid spacing and adaptive grid parameters.

When runaway effects do not occur over the course of an overlapped beam simulation, the shadow-

ing effect is repeatable even under varying grid parameters (of the set of non-runaway conditions);

therefore, the shadowing model is valid —albeit suffering from occasional numerical instability.

The simulations presented in this work use the simple visibility model, unless otherwise stated, in

order to use a fixed grid criteria for all presented simulations. The effect of neglecting to use the more

complete shadowing model is minor, as shown in figure B.1.1, where use of the shadowing model

increases micro-trench depth by a maximum of 4% in the presented benchmark trench. The topogra-

phy effects of using the complete shadowing model are limited to areas where the shadowing model

would differ from the simple visibility construction. Notably with respect to trench geometries these
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areas are characterized by local minima/maxima in the topography that are not also global max-

ima/minima; in the test case these are the microtrenches themselves. All higher-order matter fluxes

in the simulation have the propensity to be influenced by the consideration of shadowing, but the flux

with the most visible effect is the redeposition flux. The other fluxes, such as the backscattered ion

flux and the energetically sputtered target atom flux also depend upon the incidence angle at which

they re-interact with the target. The redeposition flux has no such restrictions and alway deposits

with 100% yield. Use of the shadowing model prevents inter-micro-trench redeposition and therefore

the microtrenches can grow at a greater rate when shadowing is considered. The magnitude of the

shadowing effects in trench geometries, even those with pronounced micro-trenching, remains rather

small compared to the other compared features of the models used in this dissertation; therefore, the

choice not to apply the shadowing model universal due to numerical stability concerns is justified.
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Appendix C

2nd Order Redeposition from

Reflexive Sputtering

C.1 A Supposedly Minor Approximation

Throughout this text, special effort has been made to impart the stark differences between the angu-

lar probability distributions between sputtered atoms and backscattered ions. In fact the differences

between the cosine distribution and the angular distribution for sputtered atoms in a non-energy-

resolved model are small enough that the 3D mode of TopSim still uses a cosine model for rede-

position∗. The backscatter angular distributions of beam ions (as first shown in figure 2.3.5) are

characteristically not like a cosine distribution at the energies shown. Therefore the assumption

made in equation (5.3.15), repeated here as equation (C.1.1), that the redistribution flux of energetic

target atoms that were backscattered from first order nodes (characterized by: FSi, 1(α0, θ0, θ1, El) ·

Ȳback, Si|Si (θ0, θ1, El) · c1 · cos(α1) · l1
d1,2

cos θ2) might be modeled using a cosine model for angular

distribution is extremely suspect.

FSi, 2(α1, θ2, FGa, 1, FSi, 1;El) =

∑
visible0

FSi, 1(α0, θ1;El) ·

 Ȳback, Si|Si (θ0, θ1;El) · c1 · cosn(α1)+

Ȳsput, Si|Si (θ0, θ1;El) · c1 · cosn(α1)

+

∑
visible0

FGa, 1(α0, θ1;El) ·
[
Ȳsput, Si|Ga(θ0, θ1;El) · c1 · cosn(α1)

]


· l1
d1,2

cos θ2 (C.1.1)

∗The 3D mode lacks the ability to simulate backscattered ions or higher order terms.
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However, as mentioned in section 1.2.2, every model exists as a compromise; thereby begging the

question: What alternatives exist to simulating the second order redeposition flux from backscatter

events prompted by energetically sputtered target atoms other than using the cosine approximation

for angular distribution. The trivial solution is push the approximation to a higher degree of complex-

ity by correctly modeling the angular distribution of the backscattered target atoms and moving the

residues to a third-order calculation of the silicon fluxes. This trivial solution is undesirable for two rea-

sons, primarily that increasing the complexity of the simulation will nearly double the computational

work-load of the simulation per time-step†, furthermore, this trivial solution is not a solution. Moving

the offending error to a higher degree leads to redeposition source terms of the third-order, where

once again the choice to truncate, approximate, or extend to a N + 1 order must be made. Outside

of the trivial choice to increase complexity there are two remaining choices, namely truncation and

false approximation (using the cosine approximation). Truncation in this sense is defined as simply

neglecting the consideration of the flux of backscattered target atoms as a source of redeposition flux

in the second-order flux calculation. False approximation is the approach taken in equation (C.1.1),

whereby the angular distribution of the backscattered target flux is considered to be approximated by

a cosine distribution. There are compelling arguments for both approaches. The truncation approach

avoids simulating any effect that cannot be properly quantized, in other words: do nothing that is

known to be incorrect. However, in truncating the source terms for the second-order redeposition

flux one is choosing to remove matter from the simulation, as the equation for the first-order node ve-

locity (equation (5.3.9), repeated as equation (C.1.2)) already considers the effect of backscattering

of energetic target atoms. This truncation in order to correct a second-order inconsistency therefore

requires first-order changes. Furthermore the false approximation technique leaves the equations in

an extensible state by minimizing the number of assumptions made that require reformulation of the

equations. This systematic and aesthetic argument, namely that implementing the truncation hinders

the understandability of the system of equations through the injection of a further asystematic ap-

proximation at an intermediate order of complexity (as opposed to an assumption on either either an

initial or final formulations) is not a compelling argument in its own right. However, if the magnitude

of the error under typical conditions can be shown to be small in either approximation (truncation or

false-approximation) as is shown in section §C.3, then the luxury of an aesthetically pleasing con-

struction may be afforded. The false-approximation approach is used in the simulations presented

in chapter 5, precisely because the approximation is negligible and neither truncation or the cosine

†One would be tempted to say that the that the incremental increase in work is closer to a 25% increase in workload,
however that discounts that a third-order flux would need to be energy resolved and resolution of the energy effect dominates
the computation in the presented second-order flux model. Therefore extending to correctly consider non-energy resolved
angular distributions on the third-order resolved over the energy of the impinging projectiles is approximately a 2N increase in
work. If one were to resolve the energies of the angular distributions in the third order the workload would scale as N2.
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approximation is totally correct, however the cosine approximation preserves the symmetry of the

presented equations which might aid future understanding of the model; especially if the model is

extended to higher orders.

V1(θ0, θ1, FGa, 1←0, FSi, 1←0) = υSi ·
lmax∑
l=0



FSi, 1←0 ·


1−

Ȳback, Si|Si (θ0, θ1, El)−

Ȳsput, Si|Si (θ0, θ1, El)



−
[
FGa, 1←0 · Ȳsput, Si|Ga(θ0, θ1;El)

]


(C.1.2)

C.2 What do the Angular Distributions of Backscattered Reflex-

ively Sputtered Atoms Look Like?

The backscatter angular distributions presented in chapter 2 (section 2.3.2.2) and later in chapter 5

(section 5.4.2) concerned high energy impacts of gallium ions on silicon. This is different from the

effects of silicon striking silicon for two reasons, the mass of gallium in the earlier presented data

is greater than silicon, and all of the impacts occur with high energy as the backscattering angular

distribution is only considered under beam impacts. Therefore to highlight the problem addressed in

this appendix, a small number of backscatter angular distributions due to silicon-silicon impacts are

shown for different incidence angles θ and different implantation energies. As shown in figure C.2.1,

the backscatter angular distributions of silicon-silicon interactions do not correspond with a cosine

distribution, as explained and predicted in the previous section. The degree of skewedness of the

silicon-silicon backscatter angular distributions is reduced as compared to the gallium-silicon case,

even at the full beam energy of 30 keV; however, a cosine approximation remains a poor fit.

The presented backscattering angular distribution data also shows another interesting effect,

namely, that low energy backscattered silicon atoms emerge with a more glancing angle when the

incidence angle is near normal. As the incidence angle increases, as in the case of θ = 80°, the

ejection angles become more glancing for high-energy impacts than the low-energy impacts. These

presented backscatter angular distributions are not energy resolved and thus represent the behavior

over the entire ensemble.
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Figure C.2.1 – Normalized backscatter angular distributions for silicon impinging on silicon at different en-
ergies and incidence angles are shown. Please note how high energy impacts near normal incidence (10°)
can roughly be approximated by a cosine distribution. At higher incidence angles all angular distributions
become strongly non-cosine.
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C.3 How Important is Redeposition due to Backscattered Re-

flexively Sputtered Target Atoms In Simulations?

In order to quantify the effect of this approximation of considering the redeposition flux of backscat-

tered silicon atoms due to sputtering by energetic silicon atoms two simulations are compared. The

first simulation (indicated by solid lines in figure C.3.1) uses the cosine approximation as discussed

in section §5.3, while the second simulation (indicated by dot-dashed lines) removes backscattered

silicon from the simulation before it can be redeposited. The equation for the impinging flux due to

interactions at the first-order node that will lead to redeposition at the second-order node is shown

for each model in equation (C.3.1) (cosine approximation for backscattering), and equation (C.3.2)

(a model neglecting redeposition from backscattered silicon). The simulation results indicate that,

as expected, removing backscattered silicon as a source for redeposition in the simulation leads to

slightly increased trench depths due to the overall reduction in second-order redeposition. As can be

seen in figure C.3.1; however, the total magnitude of the effect is rather small and therefore the pre-

sented solution of including silicon backscattering using a cosine distribution is justified in the case

of the test geometries.

FSi, 2(α1, θ2, FGa, 1←0, FSi, 1←0;El) =



∑
visible0

FSi, 1←0 ·

 Ȳback, Si|Si (θ0, θ1, El) · c1 · cos(α1)+

Ȳsput, Si|Si (θ0, θ1, El) · c1 · cos(α1)

+

∑
visible0

FGa, 1←0 ·
[
Ȳsput, Si|Ga(θ0, θ1;El) · c1 · cos(α1)

]


· l1
d1,2

cos θ2

(C.3.1)

FSi, 2(α1, θ2, FGa, 1←0, FSi, 1←0;El) =


∑

visible0

FSi, 1←0 ·
[
Ȳsput, Si|Si (θ0, θ1, El) · c1 · cos(α1)

]
+

∑
visible0

FGa, 1←0 ·
[
Ȳsput, Si|Ga(θ0, θ1;El) · c1 · cos(α1)

]
·

l1
d1,2

cos θ2

(C.3.2)
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Figure C.3.1 – Simulations using a model using a cosine approximation for redeposition of backscattered
silicon (solid) and a model neglecting the effect of backscattered silicon (dot-dashed). Neglecting the
consideration of backscattered silicon as a source for redeposition leads to a slight reduction in the overall
degree of redeposition. This effect is minor compared to other portions of the simulation.



Appendix D

Calculation of Equivalent Yields

Calculation of the sputtering yield due to reflexively impinging atoms, backscattered ions, or backscat-

tered target atoms is complicated by the consideration of non-monochromatic excitations. This com-

plication arises due to the inherent energy dependence of the incidence angle dependent sputtering

yield (Ysput(θ) or Yback(θ) discussed for monochromatic excitation energy in section 2.3.1.1) coupled

with the limitation that simulated yields as obtained from BCA are calculated for discrete incidence

angles∗. The total sputtering yield for a non-monochromatic excitation depends on both the inci-

dence angle and the energy distribution of the impinging particles (gsput, Si|Si(θi−1;El) as shown in

the nomenclature from chapter 5) where that energy distribution is dependent upon the incidence an-

gle at the source location. The sputtering yield of a first order impact as seen in the velocity equation

for first order nodes (equation (5.3.9)) is therefore dependent on the initial beam incidence angle θ0,

the incidence angle at the receiving node θ1, and the energy segment of interest El. In this appendix

a function to describe an equivalent sputtering yield for first order events, Ȳ (θ0, θ1;El), as a function

of both incidence angles for a given energy segment is presented.

There exist two challenges in determining the number of particles sputtered by a group of in-

cidence particles having an energy distributions described over a band El. The first challenge as

mentioned earlier, is that the sputtering yield is only known at discrete energies and not bands. The

second challenge is to approximate the shape of the energy distribution over a given energy band.

The first challenge is addressed by making use of the fact that the sputtering yield is locally linear†

as a function of energy. Local linearity makes it possible to derive a linear equation of the format

∗Though there is no conceptual limitation to simulating the sputtering yield from a finite energy-width of exciting particles
using BCA, there are an infinite number of possible energy distributions that could be simulated leading to the parameterization
discussed herein.
†The number of sampled energy levels used to calculate the equivalent yield is not explicitly coupled to the number of

energy levels used to determine the angular distributions of emitted particles in the simulation; therefore, a sufficient sampling
of sputtering yield energies may always be chosen such that the linear assumption is valid.
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y = m · E + b for the yield as a function of excitation energy, where m and b are determined through

evaluations of the sputtering yield for excitation energies at either endpoint of a given energy band

El. The total yield across an energy distribution f(E) for a single band would therefore be equal to
´ E2

E1
(m · E + b) · f(E) · dE. However, as m and b are constants and do not depend on f(E) it is pos-

sible to rewrite the total yield across the energy band as Ȳ = m · Ē + b, where Ē =
´ E2

E1
E · f(E) · dE.

Therefor the problem remaining is to determine a way to calculate Ē. As the coefficients for m (equa-

tion (D.0.1)) and b (equation (D.0.2)) are trivial to calculate and are listed below, as is an explicit

formulation for Ȳ (equation (D.0.3)).

m(θ1;El) =
Ysput(θ1;E2)− Ysput(θ1;E1)

E2 − E1
(D.0.1)

b(θ1;El) = Ysput(θ1;E2)− Ysput(θ1;E2)− Ysput(θ1;E1)

E2 − E1
· E2 (D.0.2)

Ȳ (θ0, θ1;El) = m(θ1;El) · Ē(θ0;El) + b(θ1;El) (D.0.3)

Calculation of Ē requires the use of a second assumption; namely, that the energy distribution

between any two endpoints of the energy band may be represented as a power function of the form

equation (D.0.4).

f(E) = k1 · E−k2 (D.0.4)

A power law is assumed due to the linearity of the energy distribution function gsput, Si|Si(θi−1;El)

when plotted on a log-log scale as shown in figure D.0.1. As figure D.0.1 shows, the power-law

assumption holds for low to moderately high energies, at extremely high energies and small incidence

angles θ, the power-law assumption breaks down. The power law assumption is still better than a

linear assumption over most of the energy range.

The average energy Ē is calculated by integration, where the average energy of the energy distri-

bution is defined as such Ē =
´ E2

E1
E · f(E) · dE. Two equations are necessary to determine the two

unknowns k1and k2 in equation (D.0.4) which necessitates knowing the evaluation of the energy dis-

tribution across two subintervals across the interval E1 . . . E2. Selection of the intermediate energy

defining the partition between the subintervals at the point of the geometric mean Emid =
√

(E1 · E2)

allows for further simplification of variables. By definition a system of equations is generated al-

lowing for the symbolic solution of k1and k2, where the integral of the energy distribution between

E1 and Emid is equal to the total fraction of particles emerging with energy in that band, written as
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Figure D.0.1 – A log-log plot of the energy distribution of sputtered particles for different incidence angles
(silicon sputtered by 30 keV gallium). The linear regions are where the power-law assumption is accurate.

g (θ0;E1, mid); conversely the same is true for the interval between Emid and E2 as exemplified by

equation (D.0.5) and equation (D.0.6). Solving this system of equations results in functions for k1 and

1− k2‡ shown in equation (D.0.7) and equation (D.0.8).

g (θ0;E1, mid) =

ˆ Emid

E1

k1 · E−k2 · dE (D.0.5)

g (θ0;Emid, 2) =

ˆ E2

Emid

k1 · E−k2 · dE (D.0.6)

k1 =
1− k2
E1−k2

1

· g (θ0;E1, mid)
2

g (θ0;Emid, 2)− g (θ0;E1, mid)
(D.0.7)

1− k2 =
ln

g(θ0;E1, mid)
g(θ0;Emid, 2)

ln Emid

E2

(D.0.8)

With knowledge of k1 and 1 − k2 for equation (D.0.4) the analytical solution for Ē may be found

through definite integration and that result is expressed in equation (D.0.9). Ē is dependent upon

evaluations of the energy distribution function at discrete energy bands E1,mid and Emid, 2. As these

sub-interval energy distributions (g (θ0;E1, mid) and g (θ0;Emid, 2)) are only required in the calculation

‡1 − k2 is not reduced because this form is more convenient for the expression of k1.
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of the equivalent yield and calculation of Ē requires the evaluation of natural logs, a piecewise-linear

cubic-spline interpolation of the pre-calculated Ē(θ0;El) is used in the presented simulation.

Ē(θ0;El) =
1− k2
2− k2

· g (θ0;Emid, 2)
2 · E2 − g (θ0;E1, mid)

2 · E1

g (θ0;Emid, 2)
2 − g (θ0;E1, mid)

2 (D.0.9)
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Acronyms

AFM Atomic Force Microscopy

A surface characterization technique whereby a fine mechanical probe is used to measure

different surface properties such as height by repetitively sampling the surface, e.g. using a

tapping motion, thereby producing a heightmap with sub nanometer resolution. Variations of

the technique can be used to measure other surface properties as a function of position such

as resistance or mechanical properties.

BCA Binary Colisions Approximation is a subset of atomistic Monte-Carlo techniques often used

to simulate energetic ion interactions in solids. The technique is noteable because the multi-

part of the multi-bodied problem of classical atomic interactions is neglected and only pair-

wise potentials are used.

CVD Chemical Vapor Deposition is a materials synthesis technique whereby thermal deposition

occurs from a low to moderate pressure gas phase over a temperature gradient. Often a

working fluid such as iodine vapor is used to increase efficiency of the reaction. This method

is used for the production of novel nano-structures and deposition of films. Nanowires are

often grown with the aid of a nobel metal catalist which localizes and stabilizes the growth of

nanowires.

DFT Density Functional Theory is an ab-initio quantum dynamical modeling method that takes

into account the many-bodied electron behavior in atomic systems. DFT may be combined

with classical MD in order to generate quantum dynaically consistent interatomic potentials

leading to atomic displacements.

DRIE Deep Reactive Ion Etching is a highly anisotropic etch process that utilizes chemically active

ions in a low pressure plasma to remove the substrate. Anisotropy is enhanced through

the use of either cryogenic temperatures or the Bosch process which consists the time-

multiplexed deposition of an etch stop.
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EBSD Electron BackScatter Diffraction

A technique used in scanning electron microscopy (SEM) to measure the diffraction patterns

of backscattered electrons, this technique gives information about the crystal orientation of a

specimen.

EDX Energy Dispersive X-ray Spectroscopy

An analysis technique that measures the energies of X-rays emitted as electrons are ionized

in the shells of specimen atoms, this provides information as to the elemental content of the

specimen.

FEV Field Evaporation

A process by which a strong field gradient draws an ion out of a liquid.

FIB Focused Ion Beam

A focused beam of charged atoms or molecules, that can be scanned across a specimen

roughly analogously to an scanning electron beam in a SEM. As ions have a greater mass

and size than electrons they interact more strongly with matter and can induce sputtering.

FIM Field Ion Microscopy is a technique where nobel gases interact with a highly charged cryo-

genic metallic tip (acting as the sample) where they are ionized through interactions with in-

dividual atoms. These ionized ions are collected and imaged on a scintilator where angstrom

resolutions can be achieved allowing for the imaging of individual atoms.

FWHM Full Width at Half Maximum

A metric used to describe the width of a function with an arbitrary peak, though usually applied

to near Gaussian distributions, based on the width of the function as measured at the half

value of the functions maximum.

GFIS Gas phase Field Ionization Sources are ion sources where the accelerated species originally

comes from a gas phase and is field ionized by a highly sharpened metal tip. The tips can be

trimers (coming to a point made up of three atoms) or single atom.

HIM Helium ion microscopy is a form of focused ion beam technology whereby a focused helium

beam from a GFIS is used to image or nano-machine a sample with high lateral resolution.

KMC Kinetic Monte Carlo refers to a subset of Monte Carlo simulations where atom displacements

are driven by stochastic migration phenomena. Atomistic simulations involving KMC usually

involve the mobilities of a simulated species and are used to study diffusive phenomena. As

atomic displacements occur by hopping, KMC simulations can be significantly faster than MD.
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LMIS Liquid Metal Ion Source

A source of ions for FIB where a liquidized metal is ionized through field evaporation at the

end of a sharpened emitter tip subjected to high electric fields.

MBE Molecular Beam Epitaxy is a synthesis technique for high-purity, low-disorder, crystal layers

whereby sublimed source elements are deposited under ultra-high-vacuum conditions onto a

target substrate. MBE usually involves numerous source elements and a system of computer

controlled shutters to precisely control the growth rate and composition of epixially grown

crystals.

MC Monte Carlo simulations attempt to reduce a system to event probabilities. The probabilities

are usually deterministically used in a model system to predict average behavior, enabling

simpler physical models to be accurate with respect to the average behavior.

MD Molecular Dynamics is the simulation of classical Newtonian dynamics using inter-atomic

potentials in order to simulate the time evolution of atomic systems. The multi-bodied system

is solved by calculating the resultant force imparted on each simulation particle by every other

particle within an interaction volume. This force is converted into a velocity over a time period

defined by the simulation timestep which results in a finite displacement, after which the force

fields are re-evaluated and movements occur over the next time step.

MEMS MicroElectroMechanical Systems

Small scale electrical and/or mechanical systems that make use of the interesting physics at

small scales.

NIL Nano Imprint Lithography is a pattern formation technique whereby small scale templates are

used to physically modify materials through intimate contact. Usually the modification takes

place through the mechanisms of embossing or casting in place.

RIE Reactive Ion Etching is an anisotropic etching process whereby chemically reactive ions

are electrically accelerated at a substrate through a vaccum atmosphere where the sub-

strate is chemically etched by the ions and any sputtering is outweight by chemical effects.

The anisotropic effect comes from the directed nature of the exposure and the degree of

anisotropy can be adjusted through modification of the degree of vacuum used.

SAT Single atom terminated tips are a demonstrated GFIS tip geometry whereby the emitter tip

ends in a single atom instead of the trimer normally used in GFIS.
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SEM Scanning Electron Microscopy or REM Raster Electron Microscopy is a surface, or near-

surface, sensitive imaging technique by which imaging is accomplished by scanning a fo-

cused electron beam over the sample. Topographical and compositional contrast can be ob-

served within the beam interaction volume with the target. Typical signal aquisition is accom-

plished by spatial correlation of ejected secondary electrons (excited by the electron beam),

similar to the mechanism used in SIM. As electrons scatter more easily than ions, SEM is

usually more surface sensitive than SIM.

SIM Scanning Ion Microscopy

A technique using an ion beam as a probe to produce a magnified image of a microscopic

feature; the detected particles can be either ions or electrons.

SIMS Secondary Ion Mass Spectroscopy

An analysis technique that measures the mass of ions ejected from a specimen undergo-

ing ion irradiation; that information is used to determine the chemical species found in the

specimen.

STM Scanning Tunneling Microscopy is an imaging technique where the electron tunneling current

between a highly sharpened probe tip and a sample surface is used to physically map and

probe atomic locations. Additionally, due to the single atom resolution of this technique it is

sometimes used to push individual atoms across a surface.

TEM Transmission Electron Microscopy

An electron microscopy technique where electrons are passed through a thin electron-transparent

specimen and the attenuation and deflection of these electrons is used to analyze the speci-

men.

TMAH Tetramethylammonium hydroxide is a quaternary ammonium salt with the molecular formula

N(CH3)4+ OH- commonly used to anisotropically etch silicon.

VLSI Very Large Scale Integration

An integrated circuit containing greater than 10,000 gates (as compared to LSI, MSI, and SSI

for large,medium, and small scale integration).
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