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Kurzfassung

Die Integration von algebraischen Methoden in die Statistik in den frühen und mittleren
1990er Jahren [33, 105] hat beide Forschungsgebiete von den entstandenen Synergien
profitieren lassen [4, 104]. Diese Arbeit beschäftigt sich mit kombinatorischen Designs,
welche im relativ neuen Bereich des kombinatorischen Testen (KT) für Software als
Teilgebiet der statistischen Versuchsplanung verwendet werden [81]. Der Begriff der
“Abdeckung”, der als eine Verallgemeinerung des bekannten λ-fachen Auftretens von
t-Tupeln in orthogonalen Arrays angesehen werden kann, steht an zentraler Stelle in
dem KT und findet sich auch in den definierenden Eigenschaften der in diesem Bereich
betrachteten Strukturen wieder. Zu den betrachteten Strukturen zählen abdeckende
Arrays, welche man als spezielle Klasse von kombinatorischen Designs ansehen kann,
sowie auch gewisse Klassen von endlichen Sequenzen [28]. Das Ziel dieser Arbeit ist zu
analysieren und darstellen, wie algebraische Methoden in der Spezifikation, Erzeugung
und der Charakterisierung von Eigenschaften dieser Strukturen verwendet werden können
[40]. Die zugrundeliegenden algebraischen Methoden basieren auf Polynomen [16].
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Abstract

Since the introduction of algebraic techniques into the field of statistics in the start and
middle of the 1990s [33, 105], both fields have immensely benefited from the resulting
synergies [4, 104]. This Thesis is concerned with classes of combinatorial designs, that
appear in a relatively new subfield called Combinatorial Testing (CT) for Software of
Design of Experiments [81]. The notion of “coverage requirement”, which represents a
generalization of the well established notion of exactly λ-way appearance of t-tuples in
orthogonal arrays, is fundamental to the field of CT and is also a fundamental property
in the discrete structures that are considered in CT. These structures include covering
arrays, which can be regarded as a special class of combinatorial designs, and certain
classes of finite sequences [28]. The aim of this Thesis is to analyse and depict how
algebraic techniques can help in the specification, generation and property assessment of
these structures [40]. Polynomial algebraic techniques are the basic methodologies which
are to be applied in this domain [16].
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CHAPTER 1
Introduction

This Thesis deals primarily with algebraic methods for combinatorial mathematics.
Indeed, the usage of transformation of structures and problems from one domain of
mathematics (in particular, combinatorial design theory) into an algebraic setting is the
means to be able to employ algebraic techniques and methods to reason and (hopefully)
solve the transformed problems. The goal is that an algebraic solution – if it exists and
if it was constructible – will be transformed back, constituting a solution to the initially
posed problem within the initial branch of mathematics.

This work further deals with the field of combinatorial design theory. We focus
on special classes of combinatorial designs – in particular, covering arrays – and are
concerned with their existence, construction and manipulation.

The methods and structures considered have real-world applications in their usage
to construct or constitute configurations for “experiments”. This might be taken to
indicate a connection of this Thesis with a field of mathematics called statistical design of
experiments. This is very much not the case, although the design structures considered
do have applications in “experimentations/tests”, but (at the time of writing) strictly
within a deterministic context. It is possible, in this deterministic, discrete context, given
“results” of experiments/tests, to define a notion analogous to that of “statistical inference”
with properties that one would expect and want for an instantiation of the concept of
“inference” to have, but all strictly within a finite, discrete and deterministic context. We
briefly comment on this rather recent real-world application of these design structures (in
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1. Introduction

the form of matrices) in a branch of software testing called combinatorial testing. It is
important to highlight the notion and applications of such strictly discrete models, since
the term mathematical modelling is usually understood as referring to a model consisting
of (partial) differential equations. However, in this work, the term modelling is to be
understood within a discrete context meaning as are dealing with a discrete, finite model
over a finite domain.

We briefly indicate how all these different domains now come together. The treatment
of notions and problems originating from combinatorial design theory within an algebraic
framework is the core theme. Certain design structures are used in their matrix (array)
formulation, paving the way for an application of linear methods. These methods result in
multivariate polynomial expressions, upon which the semantic equivalence between design
structure characteristics and zeros of polynomials is established. Here, computational
algebra – in particular Gröbner bases – can be used to solve the resulting systems.
Assuming that a corresponding variety is nonempty, the immediate next step is the
transformation of a point in the variety into a design interpretation as solution to a
problem. Then, one can use the generated matrix within computer science where its
rows are interpreted as individual test cases to be used in software testing. This requires
that the matrix is compatible with some discrete model of a piece of software. Based
on this brief description of the approach followed, it should be clear that not only does
this Thesis span multiple branches of mathematics, but its results and techniques have
a direct impact in applied computer science, specifically, in the domain of test design
and test creation. From this purely applied point of view, there is an interest to expand
the presented algebraic models with additional structure corresponding to requirements
needed in practice.

The primary goal of this work is to show how combinatorial properties can be
translated into semantically equivalent algebraic statements. Once this has been achieved,
the further development of an algebraic framework for certain classes of combinatorial
designs, in particular of covering arrays, follows mechanistically since this step is simply
the application of known techniques from computer algebra.

1.1 Motivation and Challenges

The algebraic methods discussed offer (at least) two advantages, which makes them
appealing as a way to develop a framework for the treatment of certain design structures

2



1.2. Structure of this Thesis

(in particular, covering arrays). Recall that, design structures are usually collections
of subsets of finite sets with certain intersection properties. First, with the methods
presented, it is possible to algebraically enforce certain properties of interest. Second,
“some work” can be given to an “algebraic solver”, which will take some choices during its
execution (by comparison, in heuristic construction approaches, e.g. in one-test-at-a-time
extension strategies, there arises the problem of which test to choose next). Although
the scope of this work does not include any stochastic considerations, it should not be
overlooked that since the introduction of algebraic techniques into the field of statistics
in the start and middle of the 1990s [33, 105], both fields have immensely benefited from
the resulting synergies [4, 104].

The three main scientific domains of this Thesis are: combinatorial design theory,
commutative and computer algebra and experimental design theory applications (DoE).
The focus of this work lies in the presentation of the mathematical treatment of connections
between combinatorial design theory and algebra. Nevertheless, we mention that some of
the abstract artifacts considered are motivated by their interpretation from the application
domain of combinatorial testing.

The algebraic framework presented offers “strong and nuanced modelling capabili-
ties”, at the price of shifting some “complexity inside” algebraic structures, and, as a
consequence, to algebraic solvers. Notwithstanding the existence of sophisticated solvers,
the problem remains on the resources needed to complete some computations.

1.2 Structure of this Thesis

This Thesis is structured as follows. In Chapter 2, we introduce the combinatorial
designs, some of their properties and constructions that are of interest. In Chapter 3, we
review and collect the necessary definitions and techniques from computational algebra.
Subsequently, in Chapter 4, we introduce an algebraic framework for the first time
and establish some connections between combinatorial design theory and computational
algebra. Chapter 5 expands these connections by discussing algebraic means to solve
specific design problems. In Chapter 6, we present applications of experimental design
theory to combinatorial testing and combinatorial sequence testing. We conclude this
Thesis in Chapter 7.
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CHAPTER 2
Discrete Structures

In this chapter, we give the definitions and some background properties of the main
discrete structures, in which we are interested in this thesis. All considered structures
are finite and have in common, that their defining properties require the appearance of
certain pre-determined elements from a finite set. Relaxing or strengthening of some
conditions has an immediate impact on whether these structures exist or not for some
configurations (i.e., the defining parameters of the design structure). If a structure for
some configuration exists, we are particularly interested in determining its optimal size in
terms of a minimization problem, where size in the case of arrays is usually understood
as the number of rows or columns. The resulting combinatorial optimization problems
can be treated with different techniques, and also – as in shown in this Thesis – with
algebraic techniques.

We state the primary definitions of the considered structures in Section 2.1 and give
alternative formulations and auxiliary structures in Section 2.2. Different approaches for
the actual construction for the considered structures that have appeared in the literature
are stated in Section 2.3.

2.1 Primary Structures

The following definition is paramount for this Thesis.

2.1.1 Definition ([28, 10.1]). A covering array CAλ (N ; t, k, v) is an N × k array. In
every N × t subarray, each t-tuple occurs at least λ times. Then t is the strength of the
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2. Discrete Structures

coverage of interactions, k is the number of components (degree), and v is the number of
symbols for each component (order). Only the case when λ = 1 is treated; the subscript is
then omitted in the notation. The size N is omitted when inessential in the context. /

2.1.2 Definition ([28, 10.7]). A mixed level covering array MCAλ (N ; t, k, (v1, v2, . . . , vk))
is an N × k array. Let {i1, . . . , it} ⊆ {1, . . . , k}, and consider the subarray of size
N × t obtained by selecting columns i1, . . . , it of the MCA. There are

∏t
i=1 vi distinct

t-tuples that could appear as rows, and an MCA requires that each appear at least once.
CAN (t, k, (v1, v2, . . . , vk)) denotes the smallest N for which such a mixed covering array
exists. /

2.1.3 Terminology. We call the requirements regarding the appearance of tuples in
column selections in Definition 2.1.1 coverage-conditions. /

2.1.4 Definition ([40, Definition 3]). A configuration C for a mixed level covering array
is a tuple (t, k, (v1, v2, . . . , vk)). When v1 = v2 = . . . = vk = v, then the specified MCA is
in fact a covering array and we denote its configuration simply by (t, k, v). /

In the scope of this work, we focus on the case of strength two covering arrays over
the binary alphabet, i.e., t = v = 2.

2.1.5 Notation. We will, however, denote and use (mixed-level) covering arrays M
as their transpose1 M> in their matrix notation, following the terminology used in
[54]. The later used statement “a matrix M is compatible with an MCA configuration
C = (t, k, (v1, . . . , vk))” is to be understood as implying that the matrix M has k columns
and that its elements in the i-th column arise either from the set {0, . . . , vi − 1} or
constitute variables which take values exactly in {0, . . . , vi − 1}. /

2.1.6 Example. We give some examples2 for covering arrays in the sense of Definition
2.1.1 in Figure 2.1. Note that the dashes (i.e., “-”) in Figure 2.1c are a result of the
method used to construct this array and denote entries in the matrix that are irrelevant
from the standpoint of ensuring the required coverage properties and thus can be filled
arbitrarily from the underlying binary alphabet in case a fully instantiated matrix is
desired. /

1We denote the transpose of a matrix M by M>.
2The covering array in Figure 2.1a, was constructed manually.
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2.1. Primary Structures


0 0
1 0
0 1
1 1


(a) (2, 2, 2)



0 0 0 1
0 0 1 0
0 1 0 0
0 1 1 1
1 0 0 0
1 0 1 0
1 1 0 1
1 1 1 0
1 0 1 1


(b) (3, 4, 2)[63]



0 0 0 1 0 1 1
0 0 1 0 1 0 0
0 1 0 0 0 1 1
0 1 1 1 0 0 1
1 0 0 0 1 1 0
1 0 1 0 0 0 1
1 1 0 1 1 0 1
1 1 1 0 1 1 0
1 0 1 1 1 1 1
1 1 0 1 0 1 0
0 1 0 1 1 1 1
0 0 0 1 0 0 0
0 1 1 1 0 1 0
1 1 0 0 0 0 0
− − − 1 1 − 0
− − − 0 1 − 1


(c) (3, 7, 2)[64]

Figure 2.1: Covering array examples for different configurations given in matrix notation.

2.1.7 Remark. A branch of software testing called combinatorial testing uses covering
arrays as underlying mathematical artifacts to create test sets for software. Assume that
a covering array in the sense of Definition 2.1.1 with N ∈ N rows is given, which is
compatible with a configuration (t, k, v), then in the context of combinatorial testing the
k columns are interpreted as k parameters of a system under test (SUT), each taking
values in a finite set of cardinality v. The rows of the covering array are then used as
tests, where the entries in the individual rows correspond to the parameter values which
in their unison constitute a specific “configuration” of the SUT under which it is “run”.
We elaborate on this topic in Section 6.1. /

The next theorem (Theorem 2.1.8) establishes the universal existence of MCAs and,
in particular, the universal existence of covering arrays.

2.1.8 Theorem. For all MCA configurations C, there exists a MCA, which is compatible
with C. /

Proof. Consider the array those rows are exactly the elements of3
∏k
i=1[vi], in any

3For n ∈ N, let [n] = {0, 1, . . . , n− 1}.
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2. Discrete Structures

enumeration.

2.1.9 Definition ([83, Problem 1]). Let C be a CA configuration. The least value of
N ∈ N×, such that there exists a CA compatible with C with N rows, is called the covering
array number (CAN) of C. /

2.1.10 Remark. Definition 2.1.9 is well defined by Theorem 2.1.8. /

2.1.11 Remark. A similar minimality problem as given in Definition 2.1.9 can – mutatis
mutandis – be formulated for MCAs. /

2.1.12 Lemma. Let M be a matrix with N ∈ N rows compatible with a CA configuration
C = (t, k, v). Then, the following statements hold.

1. Let ρ be an element of the symmetric group on N symbols and Ξ a coverage-
condition. Then, the matrix M fulfills Ξ iff the matrix obtained by applying ρ to
the rows of M fulfills Ξ.

2. Let π be an element of the symmetric group on k symbols. Then, a coverage-
condition holds for M iff the by π transformed coverage-condition4 holds for the
matrix obtained by applying π to the columns of M .

In other words, coverage-conditions are invariant under row-permutations and are
semantically-equivalently transformed for a permutation of the columns of M . /

Proof. The claims follow directly from Definition 2.1.1.

2.1.13 Corollary. Let M be a covering array for a configuration C. The result of the
application of finitely many row- or column permutations to the array M is again a
covering array for the similarly transformed configuration C. /

Proof. Follows by induction and Lemma 2.1.12.

2.2 Alternative Formulations and Auxiliary Structures

We make some comments to the definition of covering arrays in Section 2.2.1 and then look
at auxiliary structures which are related to covering arrays or represent generalizations
in Section 2.2.2.

4The result of which is simply a relabeling according to the permutation.
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2.2. Alternative Formulations and Auxiliary Structures

2.2.1 Alternative Definitions

We would like to put emphasis on the fact that the existential quantifier (i.e.,, the
quantifier inside the scope of the two universal quantifiers) given in Definition 2.1.1 is
to be strictly-formally interpreted as an existential quantifier and that the enumeration
of the rows in the array is (at this point for this abstract view) irrelevant and that a
pair appears as part of (at least one) specific row (e.g., in the “first/last/third row”)
determined by the enumeration of the rows of the matrix is possibly even misleading the
essential focus and intention. To put it differently, where exactly a certain binary pair
appears in some sub-selection of columns of the matrix is irrelevant, the crucial point
is that this tuple appears at all, which is semantically also captured by the phrase “at
least once”. These purely existential criteria are put more into focus in the set cover
formulation of covering array problems given below.

2.2.1 Definition ([69, Definition 2.2]). A set cover (SC) of a finite set U , is a set S of
nonempty subsets of U whose union is U . In this context, we call U the universe, and
refer to the elements of S as blocks. A set cover consisting of pairwise disjoint blocks is
called an exact cover. A set cover consisting only of blocks of cardinality d is called a
d-set cover. /

2.2.2 Definition ([69, Problem 2.4]). (Minimal Set Cover (MSC)) Given a finite set
U and a set cover S of U , i.e.

⋃
S = U , find one subset C of S, of minimal cardinality,

such that
⋃
C = U . /

2.2.3 Definition ([69, Definition 3.1]). For positive integers t, k and v with t ≤ k,
we define a v-ary (k, t)-tuple as a pair ((x1 . . . , xt), (p1, . . . , pt)) with the property that
xi ∈ {0, . . . , v − 1}, ∀i ∈ {1, . . . , t} and 1 ≤ p1 < . . . < pt ≤ k. /

2.2.4 Definition ([69, Definition 3.2]). For positive integers t, k and v with t ≤ k, we say
that a vector r ∈ {0, . . . , v − 1}k covers a v-ary (k, t)-tuple ((x1 . . . , xt), (p1, . . . , pt)), if
the entries of r in positions pi equal xi for all i = 1, . . . , t. Further we denote with ϕ(v,k,t)

the function, which maps each r ∈ {0, . . . , v − 1}k, to the set of
(k
t

)
v-ary (k, t)-tuples

that are covered by r. /

Via Definition 2.2.4 the authors of [69] give a construction how to map problems
pertaining covering arrays to specialized set cover problems. We note that set-cover
formulations for covering arrays have also appeared (in various degree of detail) in [125,
115, 54].
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2. Discrete Structures

2.2.2 Auxiliary Structures

In the literature, there have appeared many combinatorial design structures that can
be related to the defining property of covering certain tuples. Some of these structures
arise as special cases of covering arrays, other emerge as the result of relaxing some
requirements in the definition of covering arrays. We also observe that the literature is
combinatorial designs, their connection between them and their connections with closely
related branches of mathematics like graph theory or the theory of error correcting codes
is quite intensive and is explored in detail in various specialized scientific literature.

2.2.5 Definition ([56, Definition 1.1]). Let S be a set of s symbols. An N × k array A
with entries from S is said to be an orthogonal array with s levels, strength t and index λ
(for some t in the range 0 ≤ t ≤ k) if every N × t subarray of A contains each t-tuple
based on S exactly λ times as a row. /

2.2.6 Definition ([93, Definition 1]). A set of vectors with entries from Zg are t-
qualitatively independent if for any t-subset, {vi}, of vectors and any ordered t-tuple
of elements (g1, g2, . . . , gt) ∈ Ztg there exists a j such that for each vector vi the jth
coordinate vij = gi. /

2.2.7 Definition ([93, Definition 3]). A covering array on a graph G with alphabet size
g, k = |V (G)| is a k × n array on Zg. Each row in the array corresponds to a vertex in
the graph G. The covering array has the property that pairs of rows which correspond to
adjacent vertices in the graph are qualitatively independent.

A covering array on a graph G will be denoted as CA (n,G, g). The smallest possible
covering array on a graph G will be written

CAN (G, g) = min
ł∈N
{l : ∃CA (l, G, g)}. (2.1)

We call CAN (G, g) either the g-qualitative independence number of G or g-ary covering
array number of G depending on the point of view. /

2.2.8 Definition ([32, pp.5405-5406 and Definition 2]). Let G = G(g1,...,gk) denote a
graph with k parts of sizes g1, . . . , gk that is k-partite except for the possible existence
of loops. The vertices of G are vi,ai, indexed by i, ai where i ∈ [1, k] and ai ∈ [k] and
ai ∈ [gi]. If g1 = · · · = gk = g, then we simplify the notation to G = Gk,p. We define a
graph G| on the same vertex set as G and include the edges from E(G) but also containing
all the edges {vi,a, vi,b} for a 6= b ∈ [gi].

10



2.2. Alternative Formulations and Auxiliary Structures

• A graph G is said to be factor connected if G| is connected; factor-connected
components of G correspond to components of G|.

• A k-tuple T = (T1, . . . , Tk) ∈ [g1]× · · · × [gk] is said to avoid G = G(g1,...,gk) if for
all i, j ∈ [1, k], we have {vi,Ti , vj,Tj} /∈ E(G).

• We say that an interaction {(i, a) , (j, b)}, with i 6= j if a 6= b, such that {vi,a, vj,b} /∈
E(G) is consistent with G if there exists a k-tuple T with Ti = a and Tj = b that
avoids G.

• A graph is consistent if all interactions {(i, a) , (j, b)}, with i 6= j if a 6= b, where
{vi,a, vj,b} /∈ E(G) are consistent.

A covering array with forbidden edges for a graph G = G(g1,...,gk) is an n× k array A
with each column i having symbols from the alphabet [gi], and denoted by CAFE (n,G),
such that

1. each row of A forms a k-tuple avoiding G;

2. for all vi,a, vj,b ∈ V (G) with i 6= j, if {vi,a, vj,b} /∈ E(G), then there exists a row r

such that Ar,i = a and Ar,j = b.

We denote by CAFEN (G) the minimum n for which there exists a CAFE (n,G), if such
an object exists, or +∞ otherwise. /

2.2.9 Definition ([111, p. 1474]). When 1 ≤ m ≤ vt, a partial m-covering array,
PCA (N ; t, k, v,m), is an N × k array A with each entry from [v] so that for each t-set
of columns C ∈

([k]
t

)
, at least m distinct tuples x ∈ [v]t appear as rows in AC . /

2.2.10 Definition ([96, Definition 1.1]). Let H = (V,E) be a hypergraph and let k = |V |.
A variable-strength covering array, denoted VCA (n;H, v), is an n × k array M filled
from Zv such that for e = {v0, . . . , vt−1} ∈ E, the n× t subarray of columns indexed by e
is covered, that is it has every possible t-tuple in Zv as a row at least once. The variable-
strength covering array, written VCA (H, v), is the smallest n such that a VCA (n;H, v)
exists. /

2.2.11 Definition. In the situation of Definition 2.2.10, additionally assume that the
hypergraph is in fact a labeled hypergraph, where the labels are nonempty elements in the

11



2. Discrete Structures

power set of the following Cartesian product
∏t
i=1 vi. We refer to such a structure as

a partial coverage system. Compatibility of a matrix with a partial coverage system is
defined similarly to the case of covering arrays. /

When working with concrete given matrices, it is (sometimes) necessary to extend
Definition 2.2.11 to consider each row of the matrix separately; which will be accomplished
in Definition 2.2.12.

2.2.12 Definition ([41, Definition 2.3]). For k,N ∈ N with 2 ≤ k, let C = (2, k, 2) be a
configuration andM a compatible N×k matrix. We call the function Γ: [N ]×Ik −→ P (T )
an interaction-membership function. This function is interpreted as assigning, to each
unordered selection of two different columns per row, a set of binary 2-tuples that are
allowed to appear at this position. Such a function may specify contradicting conditions. /

2.3 Construction Approaches

Although for Theorem 2.1.8 we gave a constructive proof for the universal existence of
MCAs, the focus lies on the construction of near-optimal or optimal arrays in terms of
their size. There exists considerable literature for attacking this problem with techniques
from various fields of mathematics. For more details we refer to [133, 98, 78, 82, 70, 117,
83].

Moreover, there are many software implementations available for the construction of
covering arrays [67].

2.3.1 Mathematical Construction Methods

Observing that orthogonal arrays are in fact also covering arrays, we refer to [56] for
constructions of orthogonal arrays and mentioned references there in.

Group constructions of covering arrays are given in [94, 18, 88].

A recursive construction for covering arrays, which uses existing covering arrays to
create a covering array for the concatenation of the respective configurations was given
in [68].

A construction for covering arrays from linear-feedback-shift-register sequences over
finite fields was given in [121].
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2.3. Construction Approaches

Approaches using augmentation, which is an operation to increase the number of
symbols in a covering array, without unnecessarily increasing the number of rows, were
given in [25, 27].

2.3.2 One-Test-at-a-Time

The idea behind greedy algorithms following a one-test5-at-a-time strategy is simple:
start with an empty array and add rows to the array, until all coverage-conditions are
fulfilled. During this process, in each step a (local) optimum in terms of newly added
coverage for a candidate row is determined6 and is added to the array. One-test-at-a-time
strategies have been proposed in [20, 31, 134, 13, 9]. A framework for the evaluation of a
large class of greedy methods that follow a one-test-at-a-time strategy was given in [14].

2.3.3 In Parameter Order Family

The in-parameter7-order (IPO) strategy builds first a covering array for only a part of a
given configuration and then add more columns to the array (i.e., the already constructed
array is horizontally concatenated with a greedy generated column of compatible size
such that if the resulting matrix does not exhibit full coverage, then for all yet-unsatisfied
coverage-conditions a row is added to the array (i.e., horizontally concatenated) which
fulfills the coverage-condition. Once all parameters have been added, a covering array
for the initially given configuration has been constructed. The following works deal with
algorithms using an IPO strategy [84, 85, 38, 86, 73].

2.3.4 Evolutionary Computation and Metaheuristics

Metaheuristic search and evolutionary algorithms have been used successfully to construct
covering arrays. Methods of swarm intelligence have been applied for the generation of
covering arrays in [1, 2, 19, 92, 114]. Heuristic search techniques were followed in [10,
44, 99]. Simulated annealing has been applied to various problems of covering arrays

5For covering arrays in the sense of Definition 2.1.1 these algorithms could also be described as
“one-row-at-a-time”. However, the usually employed terminology is “one-test-at-a-time”, because the
rows of covering arrays in the sense of Definition 2.1.1 can be used to encode configurations for software
testing. Each such configuration is colloquially referred to as a test. See Remark 2.1.7 and Section 6.1.

6The exact notion of locality and the exact instance of objective function used for in these optimization
problems depend on the considered strategy and implementation decisions.

7For covering arrays in the sense of Definition 2.1.1, the columns of an array are interpreted as
parameters of a piece of software in a real-world application of designs in a branch of software testing.
See Remark 2.1.7 and we elaborate on this application in Section 6.1
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2. Discrete Structures

[21, 108, 119]. In [46, 90, 91, 114], genetic algorithms were used for the construction of
covering arrays. Approaches using tabu search were considered in [48, 47, 100, 122].

2.3.5 Approaches based on Formal Logic

Similar to the translation of coverage-conditions into an algebraic setting there have
been works performing an analogous translation, but to a different domain. These target
domains include SAT formulations, constraint programming, integer programming and
set cover formulations with respective construction methods.

Approaches based on SAT and Constraint Programming

Constraint programming models of the problem of finding an optimal covering array were
developed in [57]. SAT solving for the generation of covering arrays was employed in
[72, 132]. In [89], the authors presented an enhanced backtrack search algorithms for
orthogonal arrays using a SAT or pseudo-Boolean constraint solver. In [128], incremental
SAT solving was considered. In [127], a correspondence between forbidden tuples and
unsatisfiable cores is illustrated and integrated into a greedy test case generation approach.

Approaches based on Integer Programming and Set Cover Solvers

Coverage-conditions can be formulated in terms of integer programming problems or in
terms of set cover problems, as has been done in [115, 125, 69].

2.3.6 Post-Optimization of Covering Arrays

In the case where for given covering array configuration the corresponding CAN is not
known8, instead of creating a new covering array for that configuration with the hope
that it will be smaller, one can try to permute/change the existing array entries in such
a way that full coverage will already be achieved with less than the total number rows.
In other words, the goal is that by changing/switching9 of some array entries at least
the last row of the array will contain entries which do not contribute any more to the
fulfillment of the coverage requirements meaning that all tuples determined by the last
row will have already appeared as part of another row somewhere else. This process can
be iterated until some stopping criteria is met.

8In general, the values for CAN are not known [83].
9Depending on the used strategy.
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2.3. Construction Approaches

In [50], a strategy was that reduces the number of rows of a covering array. Ran-
domized post-optimization approaches were considered in [97, 87, 29]. In [118], the
authors performed metaheuristic post-optimization of the NIST repository of covering
array. A branch and bound strategy that maximizes the number of wild cards in the
profile of an already constructed covering array was presented in [49]. A graph-based
post-optimization approach was given in [102]. In [71], some criteria were proposed for
identifying the best choices for the wild card positions to create covering arrays with
highly desirable properties.
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CHAPTER 3
Polynomial System Solving and

Gröbner Bases

In this chapter, we give the necessary definitions and develop the techniques from
commutative and computational algebra, that will be used throughout this Thesis. The
algebraic translation of constructive problems arising in design theory discussed in this
Thesis are multivariate polynomial systems of equations. Gröbner bases are the means
by which such systems can be computationally solved. If such a system has a solution,
meaning that the corresponding variety is nonempty, then each point in the variety
encodes a complete or part of a design matrix and, in particular, this point (i.e., solution)
can be transformed into a design matrix representation, since its coordinates correspond
to entries in a (pre-determined) matrix. As a result, algebraic solutions (if they exist) to
the algebraic formulation of a constructive design problem give rise to design matrices,
which constitute affirmative existential solutions to the constructive problem.

For a general treatment of Gröbner bases theory we refer to the extensive materials
provided in [5, 30, 126].

We discuss general reduction relations in Section 3.1 and then turn to polynomial
reductions in Section 3.2. We study the computation of Gröbner bases in Section 3.3
and apply them to the problem of polynomial system solving in Section 3.4.
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3. Polynomial System Solving and Gröbner Bases

3.1 Reduction Relations

A treatment of the theory of reduction relations was given in [58]. We develop some
of their important properties to be able to define the notion of a Gröbner basis using
properties for a certain reduction relation on multivariate polynomials.

3.1.1 Definition ([126, Definition 8.1.1]). Let M be a set and → a binary relation on
M , i.e. →⊆M ×M . We call → a reduction relation on M . For (a, b) ∈M ×M , the
usual notation a→ b will be used instead of (a, b) ∈→ and we say that a reduces to b.

Let → and →′ be reduction relations on M , then we define the following operations
on M ×M for constructing new reduction relations.

1. → ◦ →′ (or just →→′), the composition of → and →′, is the reduction relation as
a→→′ b iff ∃c ∈M : a→ c→′ b;

2. →−1 (or just ←), the inverse relation of →, is the reduction relation defined as
a ← b iff b→ a;

3. →sym (or just ←→), the symmetric closure of →, is the reduction relation defined
as → ∪ ←, i.e., a→sym b iff (a→ b ∨ a ← b).

4. →i, the i-th power of →, is the reduction relation defined inductively for i ∈ N as

→0= id, where id is the identity relation on M ; i.e., a→0 b iff a = b, and

→→i−1 for i ≥ 1.

This means that a→i b iff there exist c0, . . . , ci such that

a = c0 → c1 → · · · → ci = b. (3.1)

In this case we say that a reduces to b in i steps;

5. →+= ∪∞i=1, the transitive closure of →;

6. →+= ∪∞i=1, the reflexive-transitive closure of →;

7. →∗= ∪∞i=1, the reflexive-transitive-symmetric closure of →.

/
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3.1. Reduction Relations

3.1.2 Proposition ([126, Section 8.1]). The binary relation→∗ is an equivalence relation
on M and we denote with M�→∗ the corresponding partition consisting of equivalence
classes modulo →∗. /

We continue with more definitions.

3.1.3 Definition ([126, Definition 8.1.2]). 1. x → means that x is reducible, i.e.,
x→ y for some y ∈M ;

2. x→ means x is irreducible or in normal form with regard to →;

3. x ↓ y means that x and y have a common successor, i.e., ∃z ∈M : x→ z ← x;

4. x ↑ y means that x and y have a common predecessor, i.e., ∃z ∈M : x ← z → x;

5. x is a →-normal form of y iff y →∗ x→.

/

3.1.4 Definition ([126, Definition 8.1.3]). 1. → is Noetherian or has the termina-
tion property iff every reduction sequence terminates, i.e., there is no infinite
sequence x1, x2, . . . in M such that x1 → x2 → · · · .

2. → is Church-Rosser or has the Church-Rosser property iff a←→∗ b implies a ↓∗ b.

/

3.1.5 Remark ([126, Section 8.1]). Let M be a set and → a Noetherian relation. The
property of being Noetherian for a relation can be used to define the principle of Noetherian
induction that can be used to prove that a predicate P holds for all x ∈M in the following
sense ([23]):
If for all x ∈M :

[∀y ∈M : (x→ y) =⇒ P (y)] =⇒ P (x), (3.2)

then
∀x ∈M : P (x). (3.3)

/

3.1.6 Definition ([126, Definition 8.1.4]). 1. → is confluent iff

x ↑∗ y =⇒ x ↓∗ y. (3.4)

The implication stated in equation (3.4) is represented graphically in Figure 3.1.
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3. Polynomial System Solving and Gröbner Bases

u

x y

v

* *

* *

Figure 3.1: Graphical illustration related to the confluence property of a reduction
relation.

u

x y

v* *

Figure 3.2: Graphical illustration related to the confluence property of a reduction
relation.

2. → is locally confluent iff
x ↑ y =⇒ x ↓∗ y. (3.5)

The implication stated in equation (3.5) is represented graphically in Figure 3.2.

/

3.1.7 Theorem ([126, Theorem 8.1.2]). 1. → is Church-Rosser iff → is confluent.

2. (Newman lemma) Let → be Noetherian. Then → is confluent iff → is locally
confluent.

/

Proof. 1: If → is Church-Rosser, then it is obviously confluent. For the other direction,
assume that → is confluent. Suppose that x →∗ y in n steps, i.e., x →n y. We use
induction on n. The case n = 0 is immediate. For n > 0, we distinguish two cases
(graphically depicted in Figures 3.3 and 3.4):

x→ z →n−1 y, (3.6a)

x ← z →n−1 y. (3.6b)
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3.1. Reduction Relations

x

z yn− 1

Figure 3.3: Graphical illustration corresponding to case (3.6a).

z y

x

n− 1

Figure 3.4: Graphical illustration corresponding to case (3.6b).

x

z y

u

n− 1

* *

Figure 3.5: Graphical illustration of existence of u, corresponding to case (3.6a).

In case (3.6a), by the induction hypothesis there is a u such that (graphically depicted
in Figure 3.5)

z →∗ u∗ ← y. (3.7)

In case (3.6b), by the induction hypothesis and by confluence there are u, v such that
(graphically depicted in Figure 3.6)

z y

x u

v

n− 1

* *

* *

Figure 3.6: Graphical illustration of existence of u, v, corresponding to case (3.6b).
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3. Polynomial System Solving and Gröbner Bases

z0

x1 y1

x u y

v

w

* * * *

* *

* *

Figure 3.7: Graphical illustration of existence of u, v, w, corresponding to (3.9).

(z →∗ u∗ ← y) ∧ (x→∗ v∗ ← u) . (3.8)

In either case, we have x ↓∗ y.

2: Confluence implies local confluence. For the other direction, assume that → is
locally confluent. To prove the claim, we use Noetherian induction on the Noetherian
relation →. Suppose that x∗ ← z0 →∗ y. The cases x = z0 and y = z0 are immediate.
Therefore, consider

x∗ ← x1
∗ ← z0 →∗ y1 →∗ y. (3.9)

By local confluence ((3.10a)) and the induction hypothesis ((3.10b),(3.10c)) there are
u, v, w such that

x1 →∗ u∗ ← y1 (3.10a)

x→∗ v∗ ← u (3.10b)

v →∗ w∗ ← y (3.10c)

(3.10d)

The situation is graphically depicted in Figure 3.7. Therefore, x ↓∗ y.

3.1.8 Definition ([126, Definition 8.1.5]). Let → be a reduction relation on the set M
and > a partial ordering on M . Suppose that x, y, z ∈M . x and y are connected (with
regard to →) below (with regard to >) z iff

∃w1, . . . , wn ∈M
(

(x = w1 ←→ · · · ←→ wn = y) ∧
n∧
i=1

(wi < z)
)
. (3.11)
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3.1. Reduction Relations

This property is denoted by x←→∗(<z) y. /

3.1.9 Theorem ([126, Theorem 8.1.3]). (Refined Newman lemma) Let → be a reduction
relation on M and > a partial Noetherian ordering on M such that →⊆>. Then, → is
confluent iff

∀x, y, z ∈M
(
(x ← z → y) =⇒ x←→∗(<z) y

)
. (3.12)

/

Proof. Confluence implies connectedness. For the other direction, assume that the
connectedness property holds. We use Noetherian induction on > with the (first)
induction hypothesis

∀x̃, ỹ, z̃ : if z̃ < z ∧ x̃∗ ← z̃ →∗ ỹ then x̃ ↓∗ ỹ. (3.13)

Consider the situation x→∗ z →∗ y. If x = z or y = z, then we are done. Otherwise, we
have

x∗ ← x1 ← z → y1 →∗ y. (3.14)

By the assumption of connectedness, there are u1, . . . , un < z, such that

x1 = u←→ · · · ←→ un = y1. (3.15)

We use induction on n to show that for all n and all u1, . . . , un ∈M :(
u1 ←→ · · · ←→ un ∧

n∧
i=1

(ui < z)
)

=⇒ u1 ↓∗ un. (3.16)

The case n = 1 is clear. Next, we assume that

(3.16) holds for some n ≥ 2, (3.17)

and this is the second induction hypothesis. For the induction step, assume u1, · · · , un+1 ∈
M with u1 ←→ · · · ←→ un+1 with ui < z, for 1 ≤ i ≤ n+ 1. We distinguish two cases,
where both show the existence of a common successor v to u1 and un+1:

un ← un+1 By (3.17), we have

∃v ∈M (u1 →∗ v∗ ← un) (3.18)

This v has the required property and the corresponding situation is depicted in
Figure 3.8.
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u1 · · · un

un+1

v
* *

Figure 3.8: Graphical illustration of existence of common successor v to u1 and un+1
corresponding to case in (3.18).

u1 · · · un

un+1v1

v

* *

* *

Figure 3.9: Graphical illustration of existence of common successor v to u1 and un+1
corresponding to case in (3.19b) and (3.19b).

un → un+1 By (3.17) and (3.13), it holds that

v1 ∈M (u1 →∗ v1
∗ ← un) , (3.19a)

v ∈M (v1 →∗ v∗ ← un+1) . (3.19b)

This v has the required property and the corresponding situation is depicted in
Figure 3.9).

The results of the case distinction together yield that (3.16) is established. Finally, the
following three steps complete the proof of the theorem (which are illustrated in Figure
3.10):

∃w1 ∈M (u1 →∗ w1
∗ ← un) , by (3.16); (3.20a)

∃v ∈M (x→∗ v∗ ← w1) , by (3.13); (3.20b)

∃w ∈M (v →∗ w∗ ← y) , by (3.13). (3.20c)
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3.2. Polynomial Reduction

z

x1 = u1 · · · · · · un = y1

x w1 y

v

w

* * * *

* *

* *

Figure 3.10: Graphical illustration for final steps in the proof.

3.2 Polynomial Reduction

For n ∈ N× and a commutative unary ring R, consider the polynomial ring in n

indeterminates over R, denoted as K [X] = K [x1, . . . , xn] . For any subset F ⊆ K [X] ,
we denote the generated ideal by 〈F 〉. The monoid under multiplication of the power
products xi11 · · ·xinn in x1, . . . , xn with unit element 1 = x0

1 · · ·x0
n is denoted by [X] ; and

lcm (s, t) denotes the least common multiple of the power products s, t ∈ [X] .

3.2.1 Definition ([126, Section 8.2]). The basis condition for a commutative unary ring
states that every ideal has a finite basis. /

3.2.2 Definition ([126, Section 8.2]). Commutative unary rings, in which the basis
condition holds, are called Noetherian ring. /

3.2.3 Lemma ([126, Lemma 8.2.1]). In a Noetherian ring, there are no infinitely
ascending chains of ideals. /

3.2.4 Theorem ([126, Theorem 8.2.2]). (Hilbert’s basis theorem) If R is a Noetherian
ring, then also the univariate polynomial ring R [x] is Noetherian. /

From Hilbert’s basis theorem, Theorem 3.2.4, it follows that the multivariate polyno-
mial ring K [X] is Noetherian, if K is a field [126, Section 8.2].

3.2.5 Definition ([126, Definition 8.2.1]). Let < be a total ordering on [X] that is
compatible with the monoid structure in the following sense:

1. ∀t ∈ [X] \ {(1} : 1 < t), and
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3. Polynomial System Solving and Gröbner Bases

2. ∀s, t, u ∈ [X] (s < t =⇒ su < tu).

A total ordering on [X] , that satisfies both above conditions, is called an admissible
ordering. /

3.2.6 Example ([126, Example 8.2.1]). 1. For a a permutation π of [n], the lexico-
graphic ordering with xπ(1) > xπ(2) > · · · > xπ(n), is defined as follows:

xi11 x
i2
2 · · ·x

in
n <lex,π x

j1
1 x

j2
2 · · ·x

jn
n ⇔ ∃k ∈ [n]

((
∀l < k : iπ(l) = jπ(l)

)
∧ iπ(k) < jπ(k)

)
.

(3.21)
In the case that π = id, then the lexicographic ordering <lex,π is the usual lexico-
graphic ordering <lex.

2. The graduated lexicographic ordering with regard to the permutation π and the
weight function w : {1, . . . , n} −→ R+: for s = xi11 · · ·xinn , t = xj11 · · ·xjnn we define
s <glex,π,w t iff(

n∑
k=1

w(k)ik <
n∑
k=1

w(k)jk

)
∨
(

n∑
k=1

w(k)ik =
n∑
k=1

w(k)jk ∧ s <lex,π t

)
. (3.22)

In the case that π = id and w is constant and equal to one, then one obtains the
usual graduated lexicographic ordering <glex.

3. The graduated reverse lexicographic ordering is defined as follows: s <grlex t iff

(deg(s) < deg(t)) ∨ (deg(s) = deg(t) ∧ t <lex,π s, π(j) = n− j + 1) . (3.23)

4. The product ordering with regard to i ∈ {1, . . . , n− 1} and the admissible orderings
<1 on X1 = [x1, . . . , xi] and <2 on X2 = [xi+1, . . . , xn]: for s = s1s2, t = t1t2,
where s1, t1 ∈ X1, s2, t2 ∈ X2, we define s <prod,i,<1,<2 t iff

(s1 <1 t1) ∨ (s1 = t1 ∧ s2 <2 t2) . (3.24)

/

For an in-depth treatment of admissible orderings, we refer to [107, 106].

3.2.7 Lemma ([126, Lemma 8.2.3]). Let < be an admissible ordering on [X] .

1. If s, t ∈ [X] and s divides t, then s ≤ t.
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3.2. Polynomial Reduction

2. > is Noetherian, and consequently every subset of [X] has a smallest element.

/

Proof. 1: For some u we have su = t. By the admissibility of <, s = 1s ≤ us = t.
2: Let s1 > s2 > · · · be a sequence of decreasing elements in [X] . Let K be any field.
So the sequence of ideals 〈s1〉 ⊂ 〈s1, s2〉 ⊂ · · · in K [X] is increasing. But K [X] is
Noetherian, thus the sequence has to be finite.

3.2.8 Definition ([126, Definition 8.2.2]). The following list contains, for s ∈ [X] , f ∈
K [X] \ {0} and F ⊆ K [X] , both definitions and terminology in unison.

1. coeff (f, s) denotes the coefficient of s in f ;

2. lpp (f) = max<{t ∈ [X] : coeff (f, t) 6= 0}, the leading power product of f ;

3. lc (f) = coeff (f, lpp (f)), the leading coefficient of f ;

4. in (f) = lc (f) lpp (f), the initial of f ;

5. red (f) = f − in (f), the reductum of f ;

6. lpp (F ) = {lpp (f) : f ∈ F \ {0}};

7. lc (F ) = {lc (f) : f ∈ F \ {0}};

8. in (F ) = {in (f) : f ∈ F \ {0}};

9. red (F ) = {red (f) : f ∈ F \ {0}}.

/

3.2.9 Definition ([126, Definition 8.2.3]). Any admissible ordering < on [X] induces a
partial ordering � on K [X] , the induced ordering, in the following way:

f � g ⇔ (f = 0 ∧ g 6= 0)∨ (3.25a)

(f 6= 0 ∧ g 6= 0 ∧ lpp (f) < lpp (g))∨ (3.25b)

(f 6= 0 ∧ g 6= 0 ∧ lpp (f) = lpp (g) ∧ red (f)� red (g)) . (3.25c)

/
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3. Polynomial System Solving and Gröbner Bases

3.2.10 Lemma ([126, Lemma 8.2.4]). � is a Noetherian partial ordering on K [X] . /

A pivotal notion in the theory of Gröbner bases is the concept of polynomial reduction
(see Definition 3.2.11).

3.2.11 Definition ([126, Definition 8.2.4]). Let f, g, h ∈ K [X] and F ⊆ K [X] . We
say that g reduces to h with regard to f (denoted as g −→f h) iff ∃s, t ∈ [X] such that s
has a non-vanishing coefficient c in g (i.e. coeff (g, s) = c 6= 0), s = lpp (f) · t, and

h = g − c

lc (f) · t · f. (3.26)

To be precise in notation and indicate which power product and coefficient are used in the
reduction, we write

g −→f,b,t h, where b = c

lc (f) . (3.27)

We say that g reduces to h with regard to F (denoted as g −→F h) iff ∃f ∈ F : g −→f

h. /

3.2.12 Lemma ([126, Lemma 8.2.5]). Let ∈ K×, s ∈ [X] , F ⊆ [X] , g1, g2, h ∈ K [X] .

1. −→F⊆�,

2. −→F is Noetherian,

3. if g1 −→F g2, then a · s · g1 −→F a · s · g2,

4. if g1 −→F g2, then g1 + h ↓∗F g2 + h.

/

3.2.13 Theorem ([126, Theorem 8.2.6]). Let F ⊆ K [X] . The ideal congruence modulo
〈F 〉 equals the reflexive-transitive-symmetric closure of →F , i.e., ≡〈F 〉=←→∗F . /

3.2.14 Definition ([126, Definition 8.2.5]). A subset F of K [X] is a Gröbner basis (for
〈F 〉) iff −→F is Church-Rosser. /

It should be noted that many generating sets of an ideal can have the property stated
in Definition 3.2.14 and, as a result, are a Gröbner basis of the ideal.
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3.3. Computation of Gröbner Bases

lcm (lpp (f) , lpp (g))

h1 h2
f g

Figure 3.11: Critical pairs of elements of F describe exactly the essential branchings of
the polynomial reduction relation →F .

3.3 Computation of Gröbner Bases

3.3.1 Definition ([126, Definition 8.3.3]). Let f, g ∈ K [X] and t = lcm (lpp (f) , lpp (g)).
Then,

cp (f, g) =
(
t− 1

lc (f) ·
t

lpp (f) · f, t−
1

lc (g) ·
t

lpp (g) · g
)

(3.28)

is the critical pair of f and g. The difference of the elements of cp (f, g) is called the
S-polynomial of f and g. /

3.3.2 Remark ([126, Section 8.3]). Figure 3.11 illustrates the situation graphically in
the of cp (f, g) = (h1, h2). /

3.3.3 Theorem ([126, Theorem 8.3.1]). Let F ⊆ K [X] .

1. (Buchberger’s Theorem) F is a Gröbner basis iff g1 ↓∗F g2 for all critical pairs
(g1, g2) of elements of F .

2. F is a Gröbner basis iff ∀f, g ∈ F : spol (f, g)→∗F 0.

/

Proof. 1: If F is a Gröbner basis, then g1 ↓∗F g2 for all critical pairs (g1, g2) of F . For
the other direction, assume that g1 ↓∗F g2 for all critical pairs (g1, g2) of F . By Theorem
3.1.9, it suffices to show that h1 ←→∗F (�h) h2 for all h, h1, h2 such that h1F ← h→F h2.

Let s1, s2 be the power products that are eliminated in the reduction of h to h1

and h2, respectively. That means, there are polynomials f1, f2 ∈ F , coefficients c1 =
coeff (h, s1) 6= 0, c2 = coeff (h, s2) 6= 0, and power product t1, t2 such that

s1 = t1lpp (f1) , h1 = h− c1
lc (f1) t1f1 ∧ s2 = t2lpp (f2) , h2 = h− c2

lc (f2) t2f2. (3.29)

We continue with a case distinction, depending on whether s1 = s2 holds.
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3. Polynomial System Solving and Gröbner Bases

s1 6= s2: We can assume that s1 > s2, w.l.o.g.. Let a = coeff (−(c1/lc (f1) t1f1, s2), then
coeff (h1, s2) = c2 + a, leading to

h1 →F h1 −
c2 + a

lc (f2) t2f2 = h− c1
lc (f1) t1f1 −

c2 + a

lc (f2) t2f2. (3.30)

We also have

h2 →F h2 −
c1

lc (f1) t1f1 →F h2 −
c1

lc (f1) t1f1 −
a

lc (f2) t2f2 = (3.31a)

h− c1
lc (f1) t1f1 −

c2 + a

lc (f2) t2f2. (3.31b)

It follows that h1 ←→∗F (�h) h2, and in fact h1 ↓∗F h2.

s1 = s2: Let s = s1 = s2, c = coeff (h, s) and h′ = h− cs. There exists a power product
t, such that

s = t lcm (lpp (f1) , lpp (f2)) ∧ h1 = h′ + ctg1, h2 = h′ + ctg2, (3.32)

where (g1, g2) = cp (f1, f2). By assumption g1 ↓∗F g2, i.e.,, there exist p1, . . . , pk, q1, . . . , ql

such that
g1 = p1 →F · · · →F pk = qlF ← · · · F ← q1 = g2. (3.33)

By Lemma 3.2.12, 3, it follows that

ctg1 = ctp1 →F · · · →F ctpk = ctqlF ← · · · F ← ctq1 = ctg2. (3.34)

By Lemma 3.2.12, 4, it follows that

h1 = h′ + ctp1 ↓∗F · · · ↓∗F h′ + ctpk = h′ + ctql ↓∗F · · · ↓∗F h′ + ctq1 = h2. (3.35)

All the intermediate polynomials in these reductions are less than h with regard to
�. Thus, h1 ←→∗F (�) h2.

2: All S-polynomial are congruent to zero modulo 〈F 〉 and Theorem 3.2.13 yields
spol (f, g)→∗F 0. If F is a Gröbner basis, then spol (f, g)→∗F 0. For the other direction,
assume that spol (f, g)→∗F 0, ∀f, g ∈ F . We not only continue with the same notation as
in 1, but also observe that the whole proof is analogous, except for the case s1 = s2 = s.
Therefore, for h1 = h′ + ctg1F ← h→F h

′ + ctg2 = h2, we have to show h1 ←→∗F (�h) h2.
g1 − g2 is the S-polynomial of f1, f2 ∈ F , so by our assumption g1 − g2 →∗F 0. An
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3.3. Computation of Gröbner Bases

application of Lemma 3.2.12 yields h1 − h2 = ct (g1 − g2) →∗F 0, meaning there exist
p1, . . . , pk such that

h1 − h2 = p1 →F · · · →F pk = 0. (3.36)

Another application of Lemma 3.2.12 yields

h1 = p1 + h2 →∗F · · · →∗F pk + h2 = h2, (3.37)

which implies h1 ←→∗F (�h) h2.

An algorithm1 for computing Gröbner bases based on Buchberger’s theorem (Theorem
3.3.3, 1) is given in Algorithm 1.

Algorithm 1 Buchberger’s algorithm.
procedure GB-BB: (returns a finite generator G of I, which is a Gröbner basis for
I.)

Require: Finite generator F of an ideal I.
G← F
C ← {{g1, g2} : g1, g2 ∈ G, g1 6= g2}
while not all pairs {g1, g2} are marked do

Choose an unmarked pair {g1, g2}
Mark {g1, g2}
h← normal form of spol (g1, g2) w.r.t. →G

if h 6= 0 then
C ← C ∪ {{g, h} : g ∈ G}
G← G ∪ {h}

end if
end while
return G

end procedure

3.3.4 Theorem ([126, Theorem 8.3.2]). (Dickson’s lemma) Every A ⊆ [X] contains a
finite subset B, such that every t ∈ A is a multiple of some s ∈ B. /

Proof. The proof uses induction on the number of variables in [X] . The case n = 1
trivially holds. Therefore, assume that n ≥ 2. Choose

A 3 t0 = xe1
1 · · ·x

en
n . (3.38)

1At this point, we already call the computational steps given in Algorithm 1 in their unity an
algorithm, although this terminology will only be justified by Proposition 3.3.5.
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3. Polynomial System Solving and Gröbner Bases

For i ∈ {1, . . . , n} and j ∈ {0, · · · , ei}, consider the set of power products

Ai,j = {t ∈ [X] : t ∈ A ∧ deg
xi

(t) = j}, (3.39)

and
A′i,j = {t/xji : t ∈ Ai,j}. (3.40)

The variable xi does not occur – by construction of the set A′i,j – in the elements of A′i,j
any more. By the induction hypothesis, there exist finite subsets B′i,j ⊆ A′i,j such that
every power product in A′i,j is a multiple of some power product in B′i,j . Let

Bi,j = {t · xji : t ∈ B′i,j}. (3.41)

It follows that every element of A is a multiple of some element of the finite set

B = {t0} ∪
⋃
i,j

Bi,j ⊆ A. (3.42)

3.3.5 Proposition. The computational steps given in Algorithm 1 indeed form an
algorithm, in particular it terminates for any valid input with a Gröbner basis. /

Proof. The polynomials h constructed in Algorithm2 1 in line 7 are all elements of
〈F 〉, therefore all throughout the execution of the steps in Algorithm3 1 it holds that
〈G〉 = 〈F 〉.

Regarding the termination of the computational steps given in Algorithm4 1, we note
that Theorem 3.3.4 implies that in [X] there is no infinite chain of elements s1, s2, . . .

such that si - sj , for all 1 ≤ i < j. The leading power product of the polynomials added
to the basis form such a sequence in [X] , hence this sequence must be finite.

It is now established that the computational steps given in Algorithm5 1 form indeed
a proper algorithm6 and it follows by Buchberger’s Theorem, Theorem 3.1.5, 1, that the
output of Algorithm 1 is indeed a Gröbner basis for 〈F 〉.

3.3.6 Theorem ([126, Theorem 8.3.3]). Every ideal I in K [X] has a Gröbner basis. /

2For the used terminology in this reference, see Footnote 1 on page 31.
3For the used terminology in this reference, see Footnote 1 on page 31.
4For the used terminology in this reference, see Footnote 1 on page 31.
5For the used terminology in this reference, see Footnote 1 on page 31.
6From this point onwards, the terminology used – the word algorithm – is justified.
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3.3. Computation of Gröbner Bases

Proof. A constructive proof is given by Algorithm 1.

There are many characterizations of Gröbner bases, however, we only list a few of
them in Theorem 3.3.7.

3.3.7 Theorem ([126, Theorem 8.3.4]). Let I be an ideal in K [X] , F ⊆ K [X] and
〈F 〉 = I. Then, the following statements are equivalent.

1. F is a Gröbner basis for I;

2. f →∗F 0, ∀f ∈ I;

3. f →F ,∀f ∈ I \ {0};

4. ∀g ∈ I, h ∈ K [X] (g →∗F h =⇒ h = 0);

5. ∀g, h1, h2 ∈ K [X] ((g →∗F h1 ∧ g →∗F h2) =⇒ h1 = h2);

6. 〈in (F )〉 = 〈in (I)〉.

/

3.3.8 Theorem ([126, Definition 8.3.5]). Let G be a Gröbner basis for an ideal I in
K [X] , g, h ∈ G, g 6= h and h′ ∈ K [X] .

1. If lpp (g) | lpp (h), then G′ = G \ {h} is also a Gröbner basis for I.

2. If h→g h
′, then G′ = (G \ {h}) ∪ {h′} is also a Gröbner basis for I.

/

Proof. 1: Clearly, we have 〈G′〉 ⊆ I. For f ∈ I, we have f →∗G 0, but in fact we have
f →∗G′ 0, because whenever we could reduce by h we can instead also reduce by g.
2: 〈G′〉 = 〈G〉. If lpp (h) is reduced, then the result follows from 1. Otherwise, 〈in (G′)〉 =
〈G〉 = 〈in (I)〉.

3.3.9 Definition. • G is minimal iff lpp (g) - lpp (h) ,∀g, h ∈ G, g 6= h.

• G is reduced iff for all g, h ∈ G with g 6= h we cannot reduce h by g.
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3. Polynomial System Solving and Gröbner Bases

• G is normed iff ∀g ∈ G : lc (g) = 1.

/

3.3.10 Theorem ([126, Theorem 8.3.6]). Every ideal in K [X] has a unique finite
normed reduced Gröbner basis. /

Proof. The existence of such a basis follows from Theorem 3.3.8. Assume that

G = {g1, . . . , gm}, G′ = {g′1, . . . , g′m′} (3.43)

are two normed reduced Gröbner basis for the ideal I. By the assumptions on G′, it holds
that g1 →∗G′ 0, in particular lpp (g1) can be reduced by some polynomial in G′, w.l.o.g.
let g′1 be this polynomial, i.e., lpp (g′1) | lpp (g1). Also, by assumption on G, it holds
that g′1 →0

G 0 and therefore there exists k with 1 ≤ k ≤ m such that lpp (gk) | lpp (g′1).
By assumption G is reduced, yielding k = 1, i.e., lpp (g1) = lpp (g′1). Continuing in
this way and possibly after a reordering of the elements of G′ we obtain m = m′ and
lpp (gi) = lpp (g′i) for all 1 ≤ i ≤ m.
Let i ∈ {1, . . . ,m}, then gi →∗G′ 0. Assume, towards a contradiction, that gi 6= g′i.
The only way to eliminate lpp (gi) is to use g′i. We have gi − g′i 6= 0, however, none
of the power products in gi − g′i can be reduced modulo G′, contradiction. Hence,
∀1 ≤ i ≤ m : gi = g′i.

3.3.11 Remark ([126, Section 8.3]). We note that the unique finite normed reduced
Gröbner basis of an ideal given in Theorem 3.3.10 depends on the chosen admissible
ordering. Different orderings can result in different Gröbner bases. This lead to the
consideration of universal Gröbner bases [124, 95]. /

3.4 Polynomial System Solving

Polynomial system solving includes the problems and ways to solve systems of multivariate
polynomial equations. The problem of polynomial system solving is defined as follows for
some field K:

f1 (x1, . . . , xn) = 0, (3.44a)

f2 (x1, . . . , xn) = 0, (3.44b)
... (3.44c)

fm (x1, . . . , xn) = 0, (3.44d)
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where f1, f2, . . . , fm ∈ K[X] and we seek – if any exist – common solutions (i.e, zeros) of
the system given in (3.44a) - (3.44d). Let I = 〈f1, . . . , fm〉.

3.4.1 Theorem ([126, Theorem 8.4.2]). (Hilbert’s Nullstellensatz) Let I be an ideal in
K [X] , where K is an algebraically closed field. Then, the radical of I consists of exactly
those polynomials in K [X] , which vanish on all common roots of I. /

In [15], the following result was given:

3.4.2 Theorem ([126, Theorem 8.4.3]). Let G be a normed Gröbner basis of I. The
system given in (3.44),(3.44a) - (3.44d) is unsolvable in K̄ if and only if 1 ∈ G. /

Proof. If 1 ∈ G, then 1 ∈ 〈G〉 = I, so every solution of the system given in (3.44) is also
a solution of 1 = 0, yielding that no solutions exist.
For the other direction, assume that the system given in (3.44) is unsolvable. Then,
the polynomial 1 vanishes on every common root of (3.44). So, by Theorem 3.4.1,
1 ∈ radical (I) and therefore also 1 ∈ I. Since G is a normed Gröbner basis of I, it holds
that 1→G 0, but this is only possible if 1 ∈ G.

Although we are only interested in solutions over the binary field – necessarily
resulting in only finitely many solutions – we also mention an important result, namely
that a Gröbner basis can be used to determine whether or not the corresponding ideal is
zero-dimensional.

3.4.3 Theorem ([126, Theorem 8.4.4]). Let G be a Gröbner basis of I. Then, (3.44) has
finitely many solutions (i.e., I is zero-dimensional) if and only if for every i, 1 ≤ i ≤ n,
there is a polynomial gi ∈ G such that lpp(gi) is a pure power of xi. Moreover, if I is
zero-dimensional then the number of zeros of I (counted with multiplicities) is equal to
dim(K[X]/I). /

The part that triangulation plays in solving systems of linear equations is in the
case of multivariate polynomial system solving the role of the Gröbner basis algorithm.
Gröbner bases with the lexicographic ordering provide the means to derive the solutions
of such systems, a fact that was first stated in [120]. Some of the necessary conditions
have been collected jointly and can be found in the literature under the name “elimination
orderings”, however, we restrict ourselves to the case of the lexicographic ordering given
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3. Polynomial System Solving and Gröbner Bases

in the next theorem (Theorem 3.4.4), which states the elimination property of Gröbner
bases.

3.4.4 Theorem ([126, Theorem 8.4.5]). Get G be a Gröbner basis of I w.r.t. the
lexicographic ordering x1 < · · · < xn. Then

I ∩K [x1, . . . , xi] = 〈G ∩K [x1, . . . , xi] 〉, (3.45)

where the ideal on the right-hand side is generated over the ring K [x1, . . . , xi] . /

Proof. The right hand side is obviously contained in the left-hand side.
For the other inclusion, let f ∈ K [x1, . . . , xn] and obviously f →∗G 0. All polynomials
occurring in this reduction depend only on variables in the set {x1, . . . , xi}, resulting in
a representation of f as a linear combination

∑
j hjgj , where gj ∈ G ∩K [x1, . . . , xi] and

hj ∈ K [x1, . . . , xi] .

The elimination property, in the form given in Theorem 3.4.4, yields that a Gröbner
basis with regard to the lexicographic ordering of a zero-dimensional ideal has always the
following structure: 

g1(x1) = 0,

g2(x1, x2) = 0,
...

(3.46)

Once a Gröbner basis with regard to the lexicographic ordering has been computed
for a polynomial system and if we assume that we can compute the solutions of all
univariate polynomials over the algebraic closure of the underlying field, then we can
successively eliminate variables by computing the solutions for the resulting univariate
polynomials and back-substituting, propagating partial solutions until we have solved
the entire system.
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CHAPTER 4
Applications of Computer
Algebra to Design Theory

We apply algebraic techniques with the goal to reason about combinatorial designs in an
algebraic context. The algebraic approach presented is built upon commutative algebra
and the corresponding methodologies are developed within a linear algebra setting and
also employ symbolic computation techniques for constructive problems. We translate
combinatorial properties of tuples into an algebraic formulation and this will serve as the
building block to derive an algebraic framework for the study of certain combinatorial
structures, most importantly, covering arrays. In particular, in this chapter, we show
how to model, characterize and construct binary strength two covering arrays within an
algebraic framework.

A brief, informal description of our approach for constructing covering arrays can
be given as follows: for given covering array configuration C = (2, k, 2), and depending
on the covering array problem considered, we construct a matrix, where some entries
are variables xı from a suitable multivariate polynomial ring over the field of rational
numbers Q. The concept of row-selectors with specific entries and transformations of
coverage conditions into an algebraic formulation are the means to arrive at a multivariate
polynomial system of equations over a specific multivariate polynomial ring. Subsequently,
we rely on the theory of Gröbner bases to compute the corresponding variety. In the case
that there are solutions, each point in the computed variety corresponds to a matrix,
which constitutes a covering array for the given configuration C.

37
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We develop fundamental algebraic distinguishers for binary pairs in Section 4.1, which
are used in different contexts to derive characterizations of combinatorial designs in
Section 4.2. In Section 4.3 we turn to constructive design problems and show how they
can be tackled using a computational algebra formalism.

4.1 Algebraic Distinguishers for multiple
existentially-quantified Combinatorial Designs

The kind of equations, which will be derived, model the logical or operator (in the “not
exclusively” sense) applied to existential conditions. The main theoretical focus of this
Thesis is on the translation of these logical statements into an algebraic context.

Algebraic Tuple Modelling with Coverage Equations

We will derive algebraic means to decide about the appearance of binary pairs for certain
submatrix selections of a given matrix. In particular, we establish a connection between
existential conditions in combinatorial design theory to zeros of multivariate polynomials
in specific rings.

4.1.1 Definition ([40, Definition 4]). Let P be a ring and a, b ∈ P . We say that the
triple (P, a, b) has the pairwise binary tuple distinguishing property, if and only if,

1. P is a unary ring;

2. P is an integral domain;

3. The elements 0, a, b and a+ b are pairwise different.

/

4.1.2 Terminology. A distinguisher for a set A is an injective function with domain A.
The image of this function is chosen according to individual requirements of the problem
of interest. /

We begin with the inference of an “algebraic distinguisher” for binary pairs. The first
observation is a (trivial) computation.
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4.1.3 Proposition. [40, Remark 1] Assume that P is a ring, a, b ∈ P , (P, a, b) has the
pairwise binary tuple distinguishing property, and T = {

(
0, 0

)
,
(
1, 0

)
,
(
0, 1

)
,
(
1, 1

)
}.

Then, the function ϕ : T −→ {0, 1, a, b}, given by

ϕ(
(
0, 0

)
) = 0, ϕ(

(
1, 0

)
) = a, ϕ(

(
0, 1

)
) = b, ϕ(

(
1, 1

)
) = a+ b, (4.1)

is a bijection. Furthermore, it can be expressed as a matrix matrix multiplication1 as
follows:

(
a, b

)
·
(
0, 0

)ᵀ
= 0 = ϕ(

(
0, 0

)
), (4.2a)(

a, b
)
·
(
1, 0

)ᵀ
= a = ϕ(

(
1, 0

)
), (4.2b)(

a, b
)
·
(
0, 1

)ᵀ
= b = ϕ(

(
0, 1

)
), (4.2c)(

a, b
)
·
(
1, 1

)ᵀ
= a+ b = ϕ(

(
1, 1

)
). (4.2d)

/

Proof. From the assumption that (P, a, b) has the pairwise binary tuple distinguishing
property follows that ϕ is a bijection. The claimed representation of ϕ as a matrix matrix
multiplication follows from the computations in equations (4.2a) – (4.2d).

4.1.4 Remark. [40, Remark 1] From Corollary 4.1.3 it follows that we can use the
evaluation of a matrix matrix multiplication of a tuple having only zero and one as
elements with the “symbolic” vector

(
a, b

)
to determine a tuple from the set T uniquely.

We state this result explicitly in the following Lemma 4.1.5. /

4.1.5 Lemma. [40, Lemma 1] Assume that P is a ring, a, b ∈ P , (P, a, b) has the pairwise
binary tuple distinguishing property, let T = {

(
0, 0

)
,
(
1, 0

)
,
(
0, 1

)
,
(
1, 1

)
} and(

t1, t2
)
∈ T . Then, the equivalences in equations (4.3a), (4.3b), (4.3c) and (4.3d) hold.

(
t1, t2

)
=
(
0, 0

)
⇐⇒

(
a, b

)
·
(
t1, t2

)ᵀ
= 0, (4.3a)(

t1, t2
)

=
(
1, 0

)
⇐⇒

(
a, b

)
·
(
t1, t2

)ᵀ
− a = 0, (4.3b)(

t1, t2
)

=
(
0, 1

)
⇐⇒

(
a, b

)
·
(
t1, t2

)ᵀ
− b = 0, (4.3c)(

t1, t2
)

=
(
1, 1

)
⇐⇒

(
a, b

)
·
(
t1, t2

)ᵀ
− a− b = 0. (4.3d)

1We regard pairs as 2× 1 matrices.
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/

Proof. For all four cases, the direction “⇒” follows from the computations in Proposition
4.1.3 and the direction “⇐” from the fact that the function ϕ is by Proposition 4.1.3 a
bijection.

It is well known, that given a nonempty finite product of elements of an integral
domain, the product is zero if and only if at least one factor is zero[30, Appendix A,
Definition 3]. This paves the way for making a connection between the requirement of
“appearance at least once” in the coverage conditions in the theory of covering arrays and
zeros of nonempty finite products of elements in certain integral domains (multivariate
polynomial rings).

To extend the technique presented so far to being capable to reason about matrices,
it is necessary to introduce “row selectors” as a means to transform the statement “for
any selection of t distinct rows” into our algebraic approach of linear operations.

4.1.6 Remark. [40, Remark 2] The definition of covering arrays, Definition 2.1.1,
requires coverage of all t-tuples for all N × t subarrays. In the sequel, we will (sometimes)
work with transposed matrices and will therefore be interested in coverage properties of
selections of t distinct rows, i.e., t×N subarrays of the transposed matrix. /

4.1.7 Definition. [40, Definition 5] For k, i, j ∈ N, i, j ≥ 1, k ≥ 2, let the function

ek,i,j : R×R −→ R1×k (4.4)

map a pair of elements from a ring R to a row vector of length k, where the first component
is mapped to the i-th position, the second component to the j-th position in the vector,
and all other entries in the vector are zero. /

4.1.8 Example. [40, Example 1] We will be particular interested in ek,i,j(a, b), for
example,

e6,2,5(a, b) = (0, a, 0, 0, b, 0). (4.5)

/

4.1.9 Remark. [40, Remark 3] Let P be a ring and εi, εj ∈ P . For any matrix M
defined over P with k rows and given 1 ≤ i < j ≤ k, let the matrix M̃ consist of the
vertical concatenation of the i-th and j-th row in this order of the matrix M . Then,

ek,i,j(εi, εj)M =
(
εi, εj

)
M̃. (4.6)
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In equation (4.6), both sides of the equality result from matrix matrix multiplications. /

4.1.10 Theorem ([40, Theorem 1]). Assume that P is a ring and that (P, a, b) has the
pairwise binary tuple distinguishing property. For any given k ×N matrix M defined
over P containing only zero and one as entries, and any 1 ≤ i < j ≤ k, let M̃ denote
the vertical concatenation of the i-th and j-th row in this order of the matrix M . Let sa
denote the 1×N row vector with all components equal to a, and let

h = (h`)1≤`≤N = ek,i,j(a, b)M − sa. (4.7)

Then, the following statements are equivalent:

(i) The tuple
(
1, 0
)ᵀ

appears at least once as a column in the matrix M̃ .

(ii) The vector h contains at least one component equal to zero.

(iii)
∏N
`=1 h` = 0.

A similar statement holds for the tuples
(
0, 0
)ᵀ
,
(
0, 1
)ᵀ
,
(
1, 1
)ᵀ
. /

Proof. The equivalence of (i) and (ii) follows from Lemma 4.1.5. The equivalence of (ii)
and (iii) follows from the defining property of an integral domain.

4.1.11 Notation ([40, Definition 6]). We call the equations appearing in Theorem 4.1.10,
(iii), coverage equations and using the notation from Theorem 4.1.10, define the following
notation for 1 ≤ i < j ≤ k, τ ∈ {

(
0, 0

)>
,
(
1, 0

)>
,
(
0, 1

)>
,
(
1, 1

)>
}:

coveq(i,j)
τ (M) =

N∏
`=1

h`. (4.8)

/

4.1.12 Remark. [40, Remark 4] The coverage equations are modelled after the coverage
conditions appearing in the definition of covering arrays. The coverage equations are
formulated in such a way that they are semantically equivalent to the pairwise coverage
conditions for binary covering arrays. This statement is the main result of [40] and will
be formulated in Theorem 4.2.3. /
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Membership Equations for covering Tuples in CAs

We will derive algebraic means to enforce the appearance of some value pair out of a list
of pre-determined choices for two selected positions of a matrix. Note that this makes
it possible to impose more structure on the array than what can be achieved with only
modelling of existential quantifiers (cf. Section 2.2.1).

4.1.13 Theorem ([40, Theorem 2.1]). Assume that P is a ring, a, b ∈ P , and that
(P, a, b) has the pairwise binary tuple distinguishing property,

(
t1, t2

)
is a tuple with

ti ∈ {0, 1}, i = 1, 2, T = {
(
0, 0

)
,
(
1, 0

)
,
(
0, 1

)
,
(
1, 1

)
}, and let S be a subset of

T , i.e. S ⊆ T .

Then, the following statements (1), (2) and (3) are equivalent.

1. (
t1, t2

)
∈ S; (4.9)

2.
0 ∈ {

(
a, b

) (
t1, t2

)>
− ϕ(τ) | τ ∈ S}; (4.10)

3. ∏
τ∈S

((
a, b

) (
t1, t2

)>
− ϕ(τ)

)
= 0. (4.11)

/

Proof. First, assume that S 6= ∅. The equivalence of (1) and (2) follows from the fact
that the function ϕ is a bijection. The equivalence of (2) and (3) follows from the defining
property of an integral domain. Second, assume that S is empty. Then, the claimed
equivalences trivially hold.

4.1.14 Remark ([40, Remark 2.2]). An algebraic distinguisher for 1-tuples; i.e., for
individual elements, under the same conditions and with similar properties as given in
Theorem 4.1.13 for pairs, can be constructed . /

4.1.15 Definition ([40, Definition 2.3]). For k,N ∈ N with 2 ≤ k, let C = (2, k, 2) be a
configuration and M a compatible N × k matrix. We call2,3 the function Γ: [N ]×Ik −→
P (T ) an interaction-membership function. /

2For k ∈ N, let Ik = {(i, j) | 1 ≤ i < j ≤ k} ⊆ [k]× [k].
3For a set S, we denote with P (S) its power set.
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4.1.16 Remark ([40, Definition 2.3 and Remark 2.4]). An interaction-membership
function is interpreted as assigning, to each unordered selection of two different columns
per row, a set of binary pairs that are allowed to appear at this position. Note that such
a function may specify contradicting conditions. Note that the non-appearance of certain
value pairs at a position can be specified by considering their complement with respect to
the set T and encoding this condition within an interaction-membership function. /

Combined Models

So far, we have seen two different approaches, which demand certain structural properties
of arrays, namely:

1. Existence of pairs in subarrays in the sense of coverage conditions (see Definition
2.2.11),

2. Constraints on the appearance of pairs of elements from an array in the sense of an
interaction-membership function (see Definition 4.1.15).

It is, of course, possible to combine these two requirements and consider them together.
The resulting structures – if they exist – will satisfy both requirements. The joint
consideration of these two structural properties has been motivated by and continues to
have an impact in real-world applications of combinatorial designs in software testing
(see Chapter 6).

4.2 Algebraic Characterizations for specific Design
Structures

Using Theorem 4.1.10, it is now possible to translate coverage-conditions and membership
requirements into an algebraic setting.

Partial Coverage Systems

The next corollary (Corollary 4.2.1) establishes this connection in a very general setting
for the notion of partial coverage systems.

4.2.1 Corollary. For given partial coverage system and compatible matrix M containing
only zero and one as entries, there exists a system of multivariate polynomial equations S,
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such that M fulfills the conditions specified by the partial coverage system iff its elements
satisfy S. /

Proof. Analogously to the proof of Corollary 4.2.3.

4.2.2 Remark. Observe that Corollary 4.2.1 holds, for example, for the special case of
covering arrays on graphs. /

Covering Arrays

We highlight an important special instance of Corollary 4.2.1 for the specific case of
covering arrays in Corollary 4.2.3 explicitly.

4.2.3 Corollary ([40, Corollary 1]). Assume that P is a ring, a, b ∈ P , and that (P, a, b)
has the pairwise binary tuple distinguishing property. Let M be a k × N matrix with
2 ≤ k defined over P , containing only zero and one as entries.

Then, the statements 1, 2 and 3 are equivalent.

1. For every selection of two different rows of M , each possible binary tuple appears
at least once as a column of the selected 2×N submatrix of M .

2. M> is a covering array for the configuration (2, k, 2) in the sense of Definition
2.1.1, i.e., the strength two coverage conditions of covering arrays hold for M>.

3. For every i and j with the property 1 ≤ i < j ≤ k and for all τ ∈ {
(
0, 0

)>
,(

1, 0
)>

,
(
0, 1

)>
,
(
1, 1

)>
} :

coveq(i,j)
τ (M) = 0. (4.12)

/

Proof. The equivalence of 1 and 2 follows from Definition 2.1.1. The equivalence of 1
and 3 follows from Theorem 4.1.10.
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Membership Constraints

4.2.4 Corollary ([40, Corollary 2.5]). For k,N ∈ N with 2 ≤ k, let C = (2, k, 2) be a
configuration, M a compatible N × k matrix and Γ an interaction-membership function.
Then, there exists a system of multivariate polynomial equations E, such that M fulfills
the conditions given by Γ if and only if its elements satisfy E. We call these equations
membership-equations. /

Proof. By Theorem 4.1.13, the condition expressed by every element in ran (Γ) holds if
and only if the respective values satisfy the corresponding equation (4.11). Denote by E
the set of all these equations, and the statement follows.

Combined Models

4.2.5 Corollary. Let combined requirements in the sense of Section 4.1 and a compatible
matrixM containing only zero and one as entries be given. Then, the following statements
are equivalent.

1. M fulfills all combined conditions (i.e., coverage-conditions and all requirements of
the interaction-membership function).

2. M fulfills the system consisting of the respective coverage-equations and membership-
equations.

/

Proof. Follows from Corollary 4.2.3 and Corollary 4.3.4.

4.3 Constructive Design Theory with Polynomial System
Solving

Based on the algebraic modelling presented in Sections 4.1 and 4.2, we are now in
a position to investigate existential and constructive problems pertaining the design
structures of interest in an algebraic setting using methods from symbolic computation.
In particular, through the presented algebraic modelling the problems of constructing and
computing covering arrays will be formulated as instances of algebraic systems, where
each solution of them corresponds to a design matrix [40].
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4.3.1 Candidate Matrices

We turn now to matrices defined over some appropriate multivariate polynomial ring.
Specifically for constructive problems, the goal is to derive a semantically equivalent
system of multivariate polynomial equations in the sense that any solution – if it exists –
will have all the properties required in the initial constructive design problem. To this end,
we consider matrices where at least one element is equal to an indeterminate from the
underlying polynomial ring. When the corresponding systems of multivariate polynomial
equations has a solution, any solution can be used to instantiate the original matrix, when
the values of the solution are substituted into the matrix in the corresponding positions
resulting in a design structure, which exhibits all the initially required properties [40].

Depending on the problem under consideration, we obtain a matrix in which in some
entries variables xi appear. Assume that there are exactly γ ∈ N variables appearing
in the matrix. In order to apply our distinguisher-based approach, we will regard this
matrix as being defined over the multivariate polynomial ring Q [x1, x2, . . . , xγ , a, b] of
rank γ+ 2. A detailed description of the used polynomial ring is given in the next section.
In the next lemma (Lemma 4.3.1), we prove that the results of the previous section do
hold for the case of candidate matrices:

4.3.1 Lemma. [40, Lemma 2] Let P be a multivariate polynomial ring in at least
two variables defined over the rational field and assume that a and b are two different
indeterminates, then (P, a, b) has the pairwise binary tuple distinguishing property. /

Proof. The requirements for the pairwise binary tuple distinguishing property hold due
to the properties of P .

4.3.2 Types of Equations

We discuss three types of equations, which model/enforce different kinds of properties
that we are interested in. First, we consider binary conditions, which are used to restrict
the values that a variable can take. Second, we consider coverage equations, which are
used to enforce the appearance of tuples and third, we consider membership-equations
as a means to restrict what kind of tuples may appear at certain pairwise selections of
matrix positions.
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Binary Conditions

We are interested in binary covering arrays, therefore we have to ensure that all entries
in the considered matrices are either zero or one. For all variables xi in a matrix, we
enforce the binary condition via an equation of the form ([40, Section 3.1]):

xi (xi − 1) . (4.13)

Necessary binary conditions will be added to all considered systems of multivariate
polynomial equations.

Coverage-equations

By Theorem 4.1.10, coverage-equations can be used to enforce coverage-conditions.
Depending on the considered structure (partial coverage system or covering array), the
corresponding coverage-equations are added to the system (cf. Corollary 4.2.3).

Membership-equations

By Corollary 4.2.4, the fulfillness of the requirements specified by an interaction-
membership function is equivalent to being a solution of a polynomial system. Therefore,
for given interaction-membership function, the corresponding membership-equations are
added to the system.

4.3.3 Solving the Systems: Treating the Parameters

We speak of those variables appearing in a matrix as X-variables (x1, . . . , xγ), whereas
we think of a and b as A-variables. So far, all matrices are defined over

Q [x1, x2, . . . , xγ , a, b]

of rank γ + 2. Concerning the A-variables, they do not appear in the solutions of the
modelled matrices. Note that all X-variables take values in {0, 1}. Since we are only
interested in the solutions w.r.t. X-components, we want to project the variety in the
subspace spanned by X [40, Section 3.4].

Gathering all the polynomials mentioned, we obtain an algebraic description. This
algebraic description is an ideal in Q [x1, x2, . . . , xγ , a, b], which is called the coverage
ideal of the candidate matrix. From the theory of Gröbner bases we know that the
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Gröbner basis is a full description of an ideal, but has a better form than a random set
of generators (as the ones we obtained by our analysis of the problem) [40, Section 3.4].

Given a constructive design problem, we consider the corresponding candidate ma-
trix and compute the multivariate polynomial system consisting of equations obtained
according to the explanations in Section 4.3.2. By Lemma 4.3.1, we can use this system
to reason about coverage statements concerning the matrix. We would like to explicitly
point out that there are no binary conditions computed for a and b [40, Section 3.3].

For solving the resulting system of multivariate polynomial equations, we rely on the
theory of Gröbner bases (cf. Chapter 3). There exist efficient algorithms for computing
Gröbner bases, such as the F4 [36] and F5 algorithms [35] and we refer to [34] for a
survey on signature-based algorithms.

Given a set of equations forming a coverage ideal I inQ [x1, x2, . . . , xγ , a, b], to solve the
system, we first choose random values for a and b. We evaluate the polynomials in this set
with the chosen values for a and b and interpret them as elements of R = Q [x1, x2, . . . , xγ ].
These equations define an ideal IR restricted to R, whereas we compute a Gröbner basis
(GB) of this ideal in the MAGMA computer algebra system [8]. When GB(IR) 6= {1}
then the resulting variety will entail all points (solutions of the algebraic system) that
correspond to actual covering arrays upon replacing the values of X-variables into the
entries of the candidate matrices. Otherwise, when GB(IR) = {1} there is no solution to
the specific algebraic system. We would like to note that whenever a nontrivial variety is
obtained, the corresponding matrices are covering arrays by Corollary 4.2.3 [40, Section
3.5].

4.3.4 Constructing Combinatorial Designs with Algebraic Methods

We formulate candidate matrices for the various combinatorial structures discussed
previously. Again, we start with partial coverage systems, continue with covering arrays,
followed by properties corresponding to an interaction-membership function and lastly
consider the case of combined models.

Partial Coverage Systems

4.3.2 Corollary. Let a partial coverage system and compatible matrix M containing
X-variables be given. Then, the following statements are equivalent.
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1. The existence of a matrix, obtained from M by replacing all X-variables in M with
a binary value, fulfilling all the conditions given by the partial coverage system.

2. The non-emptiness of a variety corresponding to a system of multivariate polynomial
equations derived from M , consisting of the resulting binary conditions and coverage-
equations determined by the partial coverage system.

/

Proof. The equivalence follows from Corollary 4.2.1.

Covering Arrays

4.3.3 Corollary. For 2 ≤ k ∈ N, let C = (2, k, 2) be a configuration, M a compatible
candidate matrix containing X-variables. Then, the following statements are equivalent.

1. The existence of a matrix, obtained from M by replacing all X-variables in M with
a binary value, such that it constitutes a covering array for the configuration C.

2. The non-emptiness of a variety corresponding to a system of multivariate polynomial
equations derived from M , consisting of the resulting binary conditions and all
coverage-equations.

/

Proof. Follows from 4.2.3.

Membership Constraints

4.3.4 Corollary ([40, Corollary 2.6]). For 2 ≤ k ∈ N, let C = (2, k, 2) be a configuration,
M a compatible candidate matrix containing X-variables and Γ an interaction-membership
function. Then, the following statements are equivalent.

1. The existence of a matrix, obtained from M by replacing all X-variables in M with
a binary value, fulfilling all the conditions given by Γ.
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2. The non-emptiness of a variety corresponding to a system of multivariate polynomial
equations derived from M consisting of the resulting binary conditions and equations
from the set E of membership-equations.

/

Proof. Follows from Corollary 4.2.4.

Combined Models

We also look at the case, where we require full coverage and have to fulfill the requirements
of an interaction-membership function. It is clear that we can consider all these require-
ments jointly, however, we note that coverage-conditions and membership requirements
may contradict each other.

4.3.5 Corollary. For 2 ≤ k ∈ N, let C = (2, k, 2) be a configuration, M a compatible
candidate matrix containing X-variables and Γ an interaction-membership function. Then,
the following statements are equivalent.

1. The existence of a matrix, obtained from M by replacing all X-variables in M with
a binary value, fulfilling all the conditions given by Γ.

2. The non-emptiness of a variety corresponding to a system of multivariate polynomial
equations derived from M consisting of the resulting binary conditions, all coverage-
equations and equations from the set E of membership-equations.

/

Proof. Follows from Corollary 4.3.3 and Corollary 4.3.4.
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CHAPTER 5
Algebraic Algorithms for

Problems of Covering Arrays

In this chapter, we present different problems that arise in the generation and computation
of covering arrays. Since, by Theorem 2.1.8, there exists for any given MCA configuration
at least one mixed level covering array compatible with that configuration – the respective
Cartesian product – the most important challenge lies in the construction of optimal or
near optimal mixed level covering arrays in terms of their size1. In particular, considerable
effort has been put into developing theoretical upper and lower bounds for the covering
array numbers CAN (t, k, (v1, v2, . . . , vk)) [109, 26, 131, 116, 119].

This chapter follows [40].

In Section 5.1, we reformulate some of the problems found in [26, 55, 85, 84] to a
proper computational or decisional version (in terms of computational complexity) and
introduce some more that will be needed in the course of this Thesis. In Section 5.2, we
formulate algorithmic approaches and exemplify how they can be used to obtain covering
arrays for some of the considered problems.

1The size of a covering array in the sense of Definition 2.1.1 is its number of rows.
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5.1 Problems for Covering Arrays

Most of the problems listed below can also be formulated for general partial coverage
systems or for a combined model with an interaction-membership function, however, we
follow the general focus of this work on covering arrays and only state them for covering
arrays.

5.1.1 Problem ([40, Problem 1]). (Decisional Existence) For given MCA configuration
C and given N ∈ N, decide whether a MCA for the configuration C with N rows exists. /

5.1.2 Problem ([40, Problem 2]). (Computational Existence (one solution), version 1)
For given MCA configuration C and given N ∈ N, construct one MCA for the configuration
C with exactly N rows or terminate with an error. /

5.1.3 Problem ([40, Problem 3]). (Computational Existence (one solution), version 2)
For given MCA configuration C and given N ∈ N with CAN(C) ≤ N , construct one MCA
for the configuration C with exactly N rows. /

5.1.4 Problem ([40, Problem 4]). (Computational Existence (all solutions), version 1)
For given MCA configuration C and given N ∈ N, construct all MCAs for the configuration
C with exactly N rows or terminate with an error. /

5.1.5 Problem ([40, Problem 5]). (Computational Existence (all solutions), version 2)
For given MCA configuration C and given N ∈ N with CAN(C) ≤ N , construct all MCAs
for the configuration C with exactly N rows. /

5.1.6 Problem ([40, Problem 6]). (Decisional Parameter Extension) Given a MCA M

of strength t and given an alphabet size v, decide whether it is possible to extend the given
matrix M with one additional column corresponding to a new parameter taking v values
such that the extended matrix constitutes a MCA of strength t without adding additional
rows. /

5.1.7 Problem ([40, Problem 7]). (Computational Parameter Extension (one solution),
version 1) Given a MCA of strength t, given an alphabet size v, construct one new
additional column such that the extended matrix constitutes a MCA of strength t with
the additional parameter taking v values without adding new rows or terminate with an
error. /

5.1.8 Problem ([40, Problem 8]). (Computational Parameter Extension (one solution),
version 2) Given a MCA of strength t, given an alphabet size v and assume an affirmative

52



5.1. Problems for Covering Arrays

parameter extension decision, construct one new additional column such that the extended
matrix constitutes a MCA of strength t with the additional parameter taking v values
without adding new rows. /

5.1.9 Problem ([40, Problem 9]). (Computational Parameter Extension (all solutions),
version 1) Given a MCA of strength t, given an alphabet size v, construct all possible new
additional columns such that the extended matrices constitute MCAs of strength t with
the additional parameter taking v values without adding new rows or terminate with an
error. /

5.1.10 Problem ([40, Problem 10]). (Computational Parameter Extension (all solu-
tions), version 2) Given a MCA of strength t, given an alphabet size v and assume an
affirmative parameter extension decision, construct all possible new additional columns
such that the extended matrices constitute MCAs of strength t with the additional parameter
taking v values without adding new rows. /

5.1.11 Problem ([40, Problem 11]). (Decisional Vertical Extension) Given a MCA
configuration C, a compatible matrix M and an integer r, decide whether it is possible
to extend the given matrix M with exactly r rows, such that after the extension the new
matrix constitutes a MCA for the given configuration C. /

5.1.12 Problem ([40, Problem 12]). (Computational Vertical Extension (one solution),
version 1) Given a MCA configuration C, a compatible matrix M and an integer r,
construct one vertical extension for M of exactly r rows such that the extended matrix
constitutes a MCA for the given configuration C or terminate with an error. /

5.1.13 Problem ([40, Problem 13]). (Computational Vertical Extension (one solution),
version 2) Given a MCA configuration C, a compatible matrix M , an integer r and
assume an affirmative vertical extension decision for r, construct one vertical extension of
exactly r rows such that the extended matrix constitutes a MCA for the given configuration
C. /

5.1.14 Problem ([40, Problem 14]). (Computational Vertical Extension (all solutions),
version 1) Given a MCA configuration C, a compatible matrix M and an integer r,
construct all possible vertical extensions for M of exactly r rows such that the extended
matrices constitute MCAs for the given configuration C or terminate with an error. /

5.1.15 Problem ([40, Problem 15]). (Computational Vertical Extension (all solutions),
version 2) Given a MCA configuration C, a compatible matrix M , an integer r and
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assume an affirmative vertical extension decision for r, construct all possible vertical
extensions of exactly r rows such that the extended matrices constitute MCAs for the
given configuration C. /

5.1.16 Problem ([40, Problem 16]). (Decisional Minimal Vertical Extension) Given a
MCA configuration C, compatible matrix M and integer r, decide whether r is the least
positive integer such that an r vertical extension of M for C is possible. /

5.1.17 Problem ([40, Problem 17]). (Computational Minimal Vertical Extension) Given
a MCA configuration C and compatible matrix M , construct the least positive integer r
such that there is an affirmative minimal vertical extension decision for r. /

5.1.18 Problem ([40, Problem 18]). (Decisional Coverage Verification) Given a MCA
configuration C and a compatible matrix M , decide whether it constitutes a MCA for the
given configuration C. /

5.2 Algorithmic Approaches using Algebraic Methods

We would like to point out that most constructions operate on the transpose of a covering
array, i.e., meaning that rows are corresponding to parameters.

5.2.1 An Algorithmic Approach to the Vertical Extension Problem

In the first example we present how to extend a given matrix, which is compatible with,
but not a covering array for, a covering array configuration C, with one additional column
such that all missing tuples will appear in the extended matrix (relates to Problem 5.1.11,
Problem 5.1.12, Problem 5.1.13, Problem 5.1.16).

Specifically, we consider the configuration C = (2, 2, 2), i.e., two binary parameters
for strength two, and the following matrix

M =

0 1 0
0 0 1

 . (5.1)

We extend with one additional column, therefore we will be working in P =
Q [x1, x2, a, b], i.e., in the multivariate polynomial ring in four variables over the ra-
tional field. The extension column consists of the first two indeterminates,

(
x1, x2

)>
,
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and is added at the end of the given matrix M :

Mext =

0 1 0 x1

0 0 1 x2

 . (5.2)

We select the first and second row of the matrix Mext and create the coverage
equations. We start with deriving the coverage equation for the

(
0, 0

)>
tuple.

v00 =
(
a, b

)0 1 0 x1

0 0 1 x2

 = (5.3a)

(
0, a, b, x1a+ x2b

)
(5.3b)

Taking the product of the elements of the vector v00 leads to the first coverage equation
coveq(1,2)

(0,0)> (Mext) = 0. As the tuple
(
0, 0

)>
appears in the matrix M , we expect the

respective coverage equation to hold which it does as can derived from equation (5.3b).
Similarly, the coverage equations for the tuples

(
1, 0

)>
and

(
0, 1

)>
hold as well. The

only nontrivial coverage equation arises for the
(
1, 1

)>
tuple:

− x1a
3b− x1a

2b2 − x2a
2b2 − x2ab

3 + a3b+ 2a2b2 + ab3. (5.4)

Next, we add the binary conditions for the variables x1 and x2:

x2
1 − x1, x

2
2 − x2. (5.5)

We now substitute random values for the A-variables

a = −13400/112, (5.6a)

b = 290349/125, (5.6b)

and denote by alleqnoab the set consisting of the polynomials occurring in the only
nontrivial coverage equation (cf. equation (5.4)) and in the binary conditions (cf. equation
(5.5)). All further computations take place in R = Q [x1, x2]. We compute the Gröbner
basis of the following ideal in MAGMA:

I_R = ideal < R | alleqnoab >,

where I_R denotes the restricted ideal IR as defined in Section 4.3.3. The following
computation returns the Gröbner basis polynomials (where rank refers to the number of
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variables in a multivariate polynomial ring) in MAGMA:

Ideal of Polynomial ring of rank 2 over Rational Field, Lexicographical Order, Variables
x1, x2, Dimension 0, Groebner basis:

(x1 − 1, x2 − 1) (5.7)

The variety consists of only one point, corresponding to the tuple
(
1, 1

)>
. Substi-

tuting this solution into the extended matrix Mext leads to the transpose of a covering
array in the sense of Definition 2.1.1 for the configuration (2, 2, 2):0 1 0 1

0 0 1 1

 . (5.8)

The pseudo-code for the Vertical Extension procedure, that has been used in this
example, is given in Algorithm 2.

5.2.2 An Algorithmic Approach to the Parameter Extension Problem

In this example, we are given a covering array with k parameters and we want to extend
it to a covering array with one additional parameter by extending the given matrix with
a new row and in particular without adding more columns (relates to Problem 5.1.6,
Problem 5.1.7, Problem 5.1.8). Consider the following matrix M , which is a covering
array for the configuration C = (2, 2, 2):

M> =

0 1 0 1
0 0 1 1

 . (5.9)

We will add a row vector of length four to the matrix, whose entries are the first four
indeterminates of the multivariate polynomial ring P = Q [x1, x2, x3, x4, a, b], leading to
the matrix

Mext =


0 1 0 1
0 0 1 1
x1 x2 x3 x4

 . (5.10)

The next step is to derive the coverage equations. We begin by selecting the first and
second row of the matrixMext, the respective row-selector vector is e3,1,2(a, b) =

(
a, b, 0

)
.

All resulting coverage equations for this pair of selected rows hold, since by choice we
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Algorithm 2 Vertical Extension
procedure Vert-ext(M)

Require: matrix M . rows corresponding to parameters
k ← NumberOfRows(M)
P ← Q [x1, . . . , xk, a, b]
E ← (x1, . . . , xk)>
Mext← HorizontalConcatenation(M,E)
eqall← ∅
for i = 1, 2, . . . , k do

for j = i+ 1, . . . , k do
for τ ∈ {

(
0, 0

)>
,
(
1, 0

)>
,
(
0, 1

)>
,
(
1, 1

)>
} do

eqall← eqall ∪ {coveq(i,j)
τ (Mext)}

end for
end for

end for

SetOfBinaryConditions← Compute binary equations
eqall← eqall ∪ SetOfBinaryConditions
Randomly replace a and b in eqall
Regard polynomials in eqall as elements of a set s over R = Q [x1, . . . , xk]
IR ← ideal < R|s >
GB ← GröbnerBasis(IR)
if GB 6= {1} then

V ← Variety(GB)
Print "Non-empty set of solutions (CAs) found."
return V

else
Print "No solutions found."
return ∅

end if
end procedure
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started with a matrix that is already a covering array of strength two for two parameters.
Therefore, we only have to consider row-selection pairs which include the newly added
row. The four coverage equations for the selection of the first and third row are:

x1x2x3x4b
4 + x1x2x3ab

3 + x1x3x4ab
3 + x1x3a

2b2 (5.11a)

x1x2x3x4b
4 + x1x2x3ab

3 − x1x2x3b
4 − x1x2x4b

4 − x1x2ab
3 + x1x2b

4+ (5.11b)

x1x3x4ab
3 − x1x3x4b

4 + x1x3a
2b2 − 2x1x3ab

3 + x1x3b
4 − x1x4ab

3+

x1x4b
4 − x1a

2b2 + 2x1ab
3 − x1b

4 − x2x3x4b
4 − x2x3ab

3 + x2x3b
4+

x2x4b
4 + x2ab

3 − x2b
4 − x3x4ab

3 + x3x4b
4 − x3a

2b2+

2x3ab
3 − x3b

4 + x4ab
3 − x4b

4 + a2b2 − 2ab3 + b4

x1x2x3x4b
4 − x1x2x4ab

3 − x2x3x4ab
3 + x2x4a

2b2 (5.11c)

x1x2x3x4b
4 − x1x2x3b

4 − x1x2x4ab
3 − x1x2x4b

4 + x1x2ab
3 + x1x2b

4− (5.11d)

x1x3x4b
4 + x1x3b

4 + x1x4ab
3 + x1x4b

4 − x1ab
3 − x1b

4−

x2x3x4ab
3 − x2x3x4b

4 + x2x3ab
3 + x2x3b

4 + x2x4a
2b2+

2x2x4ab
3 + x2x4b

4 − x2a
2b2 − 2x2ab

3 − x2b
4 + x3x4ab

3 + x3x4b
4−

x3ab
3 − x3b

4 − x4a
2b2 − 2x4ab

3 − x4b
4 + a2b2 + 2ab3 + b4.

We follow again the random replacement approach for the indeterminates a and b
and substitute the random values into the equations and interpret them as members
of R = Q [x1, x2, x3, x4]. In MAGMA, we compute a Gröbner basis of the respective
ideal and the following computation is returned (where rank refers to the number of
indeterminates in a multivariate polynomial ring):

Ideal of Polynomial ring of rank 4 over Rational Field,Lexicographical Order, Variables:
x1, x2, x3, x4, Dimension 0, Groebner basis:

(x1 − x4, x2 + x4 − 1, x3 + x4 − 1, x2
4 − x4). (5.12)

The variety consists of the following two points,

(<0, 1, 1, 0> , <1, 0, 0, 1>),

meaning that there are two possible ways two extend to a covering array with three
binary parameters of strength two while using the given matrix M as a ’seed’.
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The pseudo-code for the Parameter Extension procedure, that has been used in this
example, is given in Algorithm 3.

Algorithm 3 Parameter Extension
procedure para-ext(M)

Require: covering array M . rows corresponding to parameters
N ← NumberOfColumns(M)
k ← NumberOfRows(M)
P ← Q [x1, . . . , xN , a, b]
E ← (x1, . . . , xN )
Mext← VerticalConcatenation(M,E)
j ← k + 1
eqall← ∅
for i = 1, 2, . . . , k do

for τ ∈ {
(
0, 0

)>
,
(
1, 0

)>
,
(
0, 1

)>
,
(
1, 1

)>
} do

eqall← eqall ∪ {coveq(i,j)
τ (Mext)}

end for
end for

SetOfBinaryConditions← Compute binary equations
eqall← eqall ∪ SetOfBinaryConditions
Randomly replace a and b in eqall
Regard polynomials in eqall as elements of a set s over R = Q [x1, . . . , xN ]
IR ← ideal < R|s >
GB ← GröbnerBasis(IR)
if GB 6= {1} then

V ← Variety(GB)
Print "Parameter extension successful."
return V

else
Print "Parameter extension not possible."
return ∅

end if
end procedure

5.2.3 An Algorithmic Approach to the Computational Existence of
Covering Arrays

Given a configuration C = (t, k, v) of a covering array with a chosen value of k (i.e.,
number of parameters), one may “guess” the number of rows N required for a covering
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array in the sense of Definition 2.1.1 for C (relates to Problem 5.1.1, Problem 5.1.2,
Problem 5.1.3, Problem 5.1.18). Clearly, in the case CAN(C) ≤ N there is at least one
solution, whereas in the case CAN(C) > N there are no solutions. In the first case, our
algebraic modelling provides the means to actually construct such a matrix. The idea
is detailed in an approach called Guess. There exists a 4 × 2 covering array for the
configuration (2, 2, 2), and assume that we “guess” that there exists a 4× 3 matrix which
forms a covering array for the configuration (2, 3, 2). In contrast to Section 5.2.2, the
Guess approach constructs the complete matrix. While in this example an exhaustive
search based approach is still feasible, this might no longer be the case for a greater
number of parameters or rows. Continuing the example, we will work in

P = Q [x1, x2, x3, x4, x5, x6, x7, x8, x9, x10, x11, x12, a, b] ,

while the initialization of the candidate matrix is described in the following MAGMA
code:

1 S:=Rat i ona lF i e ld ( ) ;
P:=PolynomialRing (S , k∗N+2) ;

3 R:=PolynomialRing (S , k∗N) ;
M := ZeroMatrix (P, k ,N) ;

5 f o r i in [ 1 . . k ] do
f o r j in [ 1 . .N] do

7 M[ i ] [ j ] := P . ( ( i −1)∗N+j ) ; // Pi variable is P. i in MAGMA
end f o r ;

9 end f o r ;

MAGMA code for Guess candidate matrix generation.

In the next step, we create all coverage equations and all binary conditions. It follows,
that in the Guess approach, there arise(

k

2

)
· 22 + kN (5.13)

equations in total. In our example, we have 12 coverage equations and 12 binary
conditions, yielding a total of 24 equations. So far, these equations are defined over the
polynomial ring P in 14 variables.

Again, we choose random values for a and b, evaluate the polynomials, and interpret
the resulting polynomials as elements of

R = Q [x1, x2, x3, x4, x5, x6, x7, x8, x9, x10, x11, x12] .
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We compute a Gröbner Basis of the respective ideal comprised of the new 24 equations
in MAGMA and the computation returns that the basis consists in 17 polynomials.

The corresponding variety has 48 points, which means we have computed 48 different
3× 4 matrices, those transposes constitute covering arrays in the sense of Definition 2.1.1
of strength two for three binary parameters. With an independent exhaustive search and
simple tuple counting approach, we have verified that the transposes of these 48 matrices
are in fact all 4× 3 matrices, which constitute covering arrays in the sense of Definition
2.1.1 of strength two for three binary parameters.

The pseudo-code for the Guess procedure, that has been used in this example, is
given in Algorithm 4.

5.3 Comparison with Greedy Algorithms

We give some cases where the presented algebraic methodology compares favorably to
the IPOG algorithm, one of the most known greedy algorithms. These cases are merely
used for illustration of the algebraic method’s potential rather than a benchmark.

The NIST tables of covering arrays [65] are a publicly accessible source of covering
arrays for various covering array configurations that have been constructed using the
IPOG-F algorithm.

At [62], a covering array with 6 rows for 9 binary parameters is available. It is possible
to take this covering array and apply the Parameter Extension procedure. A successful
extension of the initially chosen matrix is possible in two ways to a covering array for 10
binary parameters of strength two, while keeping 6 rows. The best covering array for the
configuration (2, 10, 2) provided at the NIST tables is a matrix with 8 rows at [59]. The
two new matrices (in the sense of Definition 2.1.1) are given below:



0 0 1 0 0 0 1 1 1 0
0 1 0 1 1 0 0 0 1 0
1 0 0 1 0 1 0 1 0 0
1 1 1 0 1 1 0 1 1 1
1 1 0 0 0 0 1 0 0 1
0 0 1 1 1 1 1 0 0 1
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Algorithm 4 Guess
procedure Guess(k,N)

Require: k ∈ N . k is the number of parameters
Require: N ∈ N . N is the number of columns

A← k ×N matrix over Q [x1, . . . , xkN , a, b] with entries xı
eqall← ∅
for i = 1, 2, . . . , k do

for j = i+ 1, . . . , k do
for τ ∈ {

(
0, 0

)>
,
(
1, 0

)>
,
(
0, 1

)>
,
(
1, 1

)>
} do

eqall← eqall ∪ {coveq(i,j)
τ (A)}

end for
end for

end for

SetOfBinaryConditions← Compute binary equations
eqall← eqall ∪ SetOfBinaryConditions
Randomly replace a and b in eqall
Regard polynomials in eqall as elements of a set s over R = Q [x1, . . . , xkN ]
IR ← ideal < R|s >
GB ← GröbnerBasis(IR)
if GB 6= {1} then

V ← Variety(GB)
Print "Non-empty set of solutions (CAs) found."
return V

else
Print "No solutions found."
return ∅

end if
end procedure



0 0 1 0 0 0 1 1 1 1
0 1 0 1 1 0 0 0 1 1
1 0 0 1 0 1 0 1 0 1
1 1 1 0 1 1 0 1 1 0
1 1 0 0 0 0 1 0 0 0
0 0 1 1 1 1 1 0 0 0


Continuing in this direction, we started with a covering array for 16 binary parameters

of strength two and 8 rows available at [60]. This covering array is given in a specialized
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format, where the described matrix contains entries which are undefined so as to indicate
that the algorithm determined during its construction that these entries in the matrix
are irrelevant from the standpoint of ensuring the pairwise coverage properties. In a
preprocessing step, we replaced these entries with zeros and denote the resulting matrix
as M̂ . Again, when applying the Parameter Extension procedure to the matrix M̂ ,
yielded twelve possible extensions while keeping 8 rows. The best covering array for the
configuration (2, 17, 2) provided at the NIST tables is a matrix with 10 rows available at
[61].

A table listing the best known sizes of binary covering arrays of strength two is
available at [24].
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CHAPTER 6
Experimental Design Theory

Applications

In this chapter, we move to the application of combinatorial design structures in applied
computer science, specifically, to a branch of software testing called combinatorial testing.
This rather novel application of these structures fits perfectly into the well-established
understanding that not only do combinatorial design structures have lots of applications
in real-world scenarios, but also that problems in real-world application domains have
given rise to the definition of new combinatorial structures. For a treatment of this rich
and fascinating interplay and exchange we refer to [66].

In Section 6.1, we introduce combinatorial testing and accentuate how covering arrays
and their properties are leveraged to design efficient test sets for software. In Section
6.2, we briefly review some concepts from enumerative combinatorics and use them to
present combinatorial structures, which can be interpreted for event sequence testing as
part of combinatorial event sequence testing.

6.1 Combinatorial Testing

Combinatorial testing is a specialized branch of software testing using abstract models
and providing combinatorial test case generation strategies. Input models for software are
based covering array configurations, where the range of values which in the mathematical
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formulation are assumed to be in the set1 [v] for some v ∈ N are replaced2 by actual
values specific to the SUT. Dedicated modelling methodologies have been reported in the
literature [112, 7, 113, 52]. For a general treatment of and a list of software which have
successfully been tested with combinatorial testing we refer to [79, 78].

Modern software operates in a complex environment making exhaustive testing
attempts infeasible due to the combinatorial explosion of possible inputs3.

Results from empirical studies investigating what degree of interaction occurs in real
failures in real systems [74, 75, 76, 77, 123, 6, 53] have led to the formulation of the
following hypothesis [78]:

Interaction Rule: Most failures are induced by single factor faults or by the
joint combinatorial effect (interaction) of two factors, with progressively fewer
failures induced by interactions between three or more factors.

The implications for software testing are now immediate [78]:

Failures appear to be caused by interactions of only a few variables, so tests
that cover all such few-variable interactions can be very effective.

Covering arrays provide exactly this mentioned “interactions of only a few variables” and
state-of-the-art covering array generation algorithms and tools have the capabilities to
produce covering arrays that are significantly smaller than the full Cartesian product
space and provide the means to generate such combinatorial test sets.

Given an input model of an SUT, then some parameter value combinations might not
be valid or executable. As a result, constraints are imposed on what kind of parameter
value combinations are valid. Such constraints can either be given in the form of logical
expressions or as a list of forbidden tuples. The notion of constraints given in the form of
a list of forbidden tuples can be algebraically semantically-equivalently captured with the
notion of an interaction-membership function. The notion of constraints is indispensable
for practical applications of combinatorial testing [130, 51, 129, 39, 17, 103].

1Often times MCAs are used instead of covering arrays.
2This replacement results in a relabeling of array entries.
3The word input is to be understood in a generic sense referring to either configuration options of

software, inputs in the literal sense or any other modelled property for the software testing problem at
hand.
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For certain applications in practice, even more conditions are imposed upon the
structure of the underlying covering arrays [11, 12, 110, 22] and a combinatorial fault-
localization tool has been developed [45].

6.2 Enumerative Combinatorics for Combinatorial
Sequence Testing

In this section, we switch to design structures where the defining notion is based on
nonempty finite sequences over a fixed nonempty finite alphabet those elements are
called events. The constructed combinatorial objects also exhibit characterizing coverage
criteria, but of a different kind: coverage is understood in terms of appearances of all
permutations of t-selections of events, but not necessarily adjacent to each other. A
meta-model is created by following a weight-based selection strategy for the selection of
events. The underlying formalism for the weight-based approach is given by partitions
of positive integers. This way, the modelling methodology is very general and can be
instantiated not only specific to each application, but can be tuned or updates within
one application via an iterative process. The meta-model for event selection is built upon
enumerative combinatorics. Once events have been selected, we impose combinatorial
sequence coverage and the resulting artifacts will be collected in a set of sequences4

We briefly review essential definitions for enumerative combinatorics and partitions
of positive integers in Section 6.2.1. In Section 6.2.3, we consider coverage properties
of sequences, including the notion of a sequence covering array. A meta-model called
weighted t-way sequences is presented in Section 6.2.4.

6.2.1 Enumerative Combinatorics

One of the main problems of enumerative combinatorics is that of enumeration, i.e.,
determining the number of combinatorial configurations described by a finite number of
rules for all possible sizes. The astonishing connection between set theoretic operations on
objects and operations on formal power series has put the notion of generating functions
at the core of enumerative combinatorics.

4One of the capabilities of the meta-model is that the constructed sequences might not have uniform
length, which makes a uniform array/matrix representation impossible.
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6.2.1 Definition ([37, Definition I.1]). A combinatorial class (abbrv., simply class) is
a finite or denumerable set on which a size function is defined, satisfying the following
conditions:

1. the size of an element is a non-negative integer;

2. the number of elements of any given size is finite.

For a class A, the size of an element α ∈ A is denoted by |α|A (or simply |α| if the
underlying class is clear from the context) and the set of objects in A of size n by An. /

6.2.2 Definition ([37, Definition I.2.]). The counting sequence of a combinatorial class
is the sequence of integers (An)n≥0, where An = |An| is the number of objects in class A
that have size n. /

6.2.3 Definition ([37, Definition I.3.]). Two combinatorial classes A and B are said
to be combinatorially isomorphic, denoted by A ∼= B, iff their counting sequences are
identical. /

6.2.4 Definition ([37, Definition I.4.]). The ordinary generating function (OGF) of a
sequence (An) is the formal power series

A(z) =
∞∑
n=0

Anz
n. (6.1)

The ordinary generating function of a combinatorial class A is the generating function of
the numbers An = |An|. Equivalently, the OGF of class A admits the combinatorial form

A(z) =
∑
α∈A

z|α|. (6.2)

/

6.2.5 Notation ([37, I.1. Symbolic enumeration methods]). For given OGF f(z) =∑
fnz

n, we denote the operation of extracting the coefficient of zn in the formal power
series f(z) with [zn]f(z), i.e.,

[zn]

∑
n≥0

fnz
n

 = fn. (6.3)

/
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6.2.6 Definition ([37, Definition I.5.]). Let Φ be an m-ary construction that associates
to any collection of classes B(1), . . . ,B(m) a new class

A = Φ
(
B(1), . . . ,B(m)

)
. (6.4)

The construction Φ is admissible iff the counting sequence (An) of A only depends on the
counting sequences (B(1)

n ), . . . , (B(m)
n ) of B(1), . . . ,B(m). /

6.2.7 Remark ([37, I.1. Symbolic enumeration methods]). For an admissible con-
struction, there exists a well-defined operator Ψ acting on the corresponding ordinary
generating function:

A(z) = Ψ
(
B(1)(z), . . . , B(m)(z)

)
. (6.5)

/

6.2.8 Proposition ([37, I.2. Admissible constructions and specifications]). The classes
of combinatorial sum (disjoint union), Cartesian product, sequence construction (denoted
by SEQ ()) and multiset construction (denoted by MSET ()) are basic constructions in the
specification language for combinatorial structures. /

6.2.9 Theorem ([37, Theorem I.1.]). (Basic admissibility, unlabelled universe) Assume
that B0 = ∅, then the constructions of Cartesian product, sequence and multiset are
admissible. For the associated operators, the following holds:

A = B × C =⇒ A(z) = B(z) · C(z); (6.6a)

A = SEQ (B) =⇒ A(z) = 1
1−B(z) ; (6.6b)

A = MSET (B) =⇒ A(z) =
∏
n≥1

(1− zn)−Bn = exp
( ∞∑
k=1

1
k
B(zk)

)
. (6.6c)

/

Proof. We only prove the case of the multiset operator in the only to this Thesis relevant
case of a finite set B (with B0 = ∅ by assumption). The multiset class A = MSET (B) is
definable by

MSET (B) ∼=
∏
β∈B

SEQ ({β}) . (6.7)

Equation (6.7) holds, since any multiset can sorted and subsequently interpreted as a
sequence of repeated elements of B. This relation translates into generating functions
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via the product and sequence rules and an application of the exp− log transformation,
resulting in:

A(z) =
∏
β∈B

(
1− z|β|

)−1
=
∞∏
n=1

(1− zn)−Bn = exp
( ∞∑
k=1

1
k
B(zk)

)
. (6.8)

6.2.10 Proposition ([37, I.3. Integer compositions and partitions]). (Integers, as a
combinatorial class) Let I = N× denote the combinatorial class of all integers at least
one (the summands), and let the size of each integer be its value. Then, the OGF of I is

I(z) =
∑
n≥1

zn = z

1− z , (6.9)

since In = 1, for n ≥ 1, corresponding to the fact that there is exactly one object in I for
each size n ≥ 1. /

6.2.11 Proposition ([37, I.3. Integer compositions and partitions]). For partitions
specified as multisets, the general translation mechanism of Theorem 6.2.9 leads to

P = MSET (I) =⇒ P (z) = exp
(
I(z) + 1

2I(z2) + 1
3I(z3) + · · ·

)
, (6.10)

and we obtain the expression

P (z) =
∞∏
m=1

1
1− zm . (6.11)

The corresponding counting sequence is EIS A000041 [101]. /

The case where the partition itself has to fulfill some properties (e.g., number of parts,
bounds on summands, etc.) can also be dealt with via OGF.

6.2.2 Partitions of positive Integers

We state the definition of a partition of a positive integer and also reuse some notation
from [3]:

6.2.12 Definition ([3]). A partition of a positive integer n is a finite nonincreasing
sequence of positive integers λ1, λ2, . . . , λr such that

∑r
i=1 λi = n. The λi are called the

parts of the partition. The partition function p (n) is the number of partitions of n. The
function plistall (n) returns all possible partitions of n. As the order in which the parts
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of a partition appear is not relevant, we denote a partition as λ = (λ1, λ2, . . . , λr) =(
λf1
i1
, λf2

i2
, . . . , λ

fρ
iρ

)
. The exponential notation uses pairwise different λij , 1 ≤ j ≤ ρ,

making explicit the number of times a particular integer occurs as a part. The number of
parts occurring in a partition including multiplicities is denoted as |λ| = r =

∑ρ
i=1 fi. /

6.2.13 Example. The sequence (4, 2, 2, 1) is a partition of the positive integer 9. /

6.2.14 Remark ([3]). It follows from Definition 6.2.12 that the order in which the
parts of a partition appear is not relevant. As a result, instead of using the notation
for partitions given in Definition 6.2.12 as λ = (λ1, λ2, . . . , λr), one can employ the
following exponential notation λ =

(
λf1
i1
, λf2

i2
, . . . , λ

fρ
iρ

)
for pairwise different λi. Using the

exponential notation, we have that n =
∑ρ
i=1 fiλi.

/

6.2.3 Combinatorial Sequence Testing and Sequence Covering Arrays

The definition of sequence covering arrays was motivated by an applied testing scenario
where a list of peripherals had to be connected to a computing device, and it was
suspected that the order in which they are connected may give rise to errors when these
peripherals then (try to) cooperate with each other. Since all peripherals had to be
connected for full operational functionality (note that it only makes sense to connect
them once), it follows naturally that in this case permutations were employed for the
abstract modelling. In particular, this implies that in each test sequence, each event
appears exactly once and that the length of each test sequence is constant, and equal to
the total number of events [42, Section 2].

6.2.15 Definition ([80]). A sequence covering array, SCA (N,S, t), is a N × s matrix,
where the entries are from a finite set S of s symbols, such that every t-way permutation of
symbols from S occurs in at least one row and each row is a permutation of the s symbols.
The t symbols in the permutation are not required to be adjacent. That is, for every
t-way arrangement of symbols x1, x2, · · · , xt, the regular expression . ∗ x1. ∗ x2 · · · . ∗ xt.∗
matches at least one row in the array. /

6.2.4 Weighted t-way Sequences

The concept of combinatorial weighted t-way sequences can be seen as an extension of the
notion of sequence covering arrays. This more general definition is motivated both from

71



6. Experimental Design Theory Applications

the theory and application sides. Combinatorial methods based on permutations have
been applied to develop methodologies for event sequence testing in a branch of software
testing called combinatorial testing [78], leading to the notion of SCAs. In general event
models for the real world, neither the appearance of all events nor the total lengths of the
considered sequences can be fixed a priori in general, making a permutation model not
universally applicable. For example, if a sequence codifies occurring weather phenomena
per day, the multiple appearance of an event (e.g., rain) interleaved with another event
(e.g., sunshine) is a correct sequence. Also, in modelling team sport movement strategies,
only a subset of all possible moves will appear in a single attack (sequence). Furthermore,
in the modern pervasive computing landscape, the appearance, disappearance, and re-
appearance of devices – not only in a classical client-server model, but also in the growing
IoT landscape – is of utmost importance with regard to functionality and is also at the
core of the computing services provided today regarding security and security testing [42,
Section 1].

To address these issues, the notion of weighted t-way sequences was developed. The
integration of a weight-based modelling (based on partitions of positive integers) increases
the expressiveness of the generated sequences considerably, while on the application
side gives the power to incorporate current knowledge into the weights and therefore
to tune or optimize generated test sequences for the application at hand. Moreover,
the weight-based approach immediately gives reasons why certain sequences will be
considered and provides a genuine justification of resulting sequence lengths as well as
possible multiple occurrences of the same event[42, Section 1].

6.2.16 Definition ([42, Definition 4.1]). We denote the positive integers with N. Let
E be a nonempty finite set those elements are called events, and let ω be a positive
integer-valued weight function defined on the set of events; i.e. ω : E −→ N. Let S be the
set of all nonempty finite sequences over the alphabet E. Based on the weight function
ω defined on the set of events E, we define a weight function for elements in S, which
will, par abus de notation, also be denoted with ω. For µ ∈ N and given nonempty finite
sequence s = (s1, s2, . . . , sµ) = (si)i=1,...,µ ∈ S of length µ, we define the weight of s as

ω(s) =
µ∑
i=1

w(si). (6.12)

/
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6.2. Enumerative Combinatorics for Combinatorial Sequence Testing

For given R ∈ N, let ∅ 6= B ⊆ {1, 2, . . . , R}, and for β ∈ B consider the set plistall (β).
Let λ =

(
λf1
i1
, λf2

i2
, . . . , λ

fρ
iρ

)
∈ plistall (β) and ζ ∈ {1, . . . , ρ}. The part λiζ now encodes a

specific weight, and we consider all events which get assigned this weight; i.e., we consider
the set5

ω−1[{λiζ}] ⊆ E . (6.13)

Starting from the partition λ, we now build a Cartesian product of sets of events that
correspond to the appearing parts in λ via their weight as shown in (6.13):

Cλ = ω−1[{λi1}]× · · · × ω−1[{λi1}]︸ ︷︷ ︸
f1 times

× · · · × ω−1[{λiρ}]× · · · × ω−1[{λiρ}]︸ ︷︷ ︸
fρ times

. (6.14)

For t ∈ N and C ∈ Cλ, artificially consider all of the elements appearing in the coordinates
of C as pairwise different and forming a set T (C); then it is possible to generate6 a SCA
S(T (C), t) of strength t for the alphabet T (C) in the sense of Definition 6.2.15. Let t ∈ N
be the desired t-way coverage, then the complete weighted t-way sequences test set is
defined as7:

T =
⋃
β∈B

⋃
λ∈plistall(β)

⋃
C∈Cλ

S(T (C), t) ⊆ S. (6.15)

6.2.17 Remark ([42, Remark 4.2]). Instead of considering all possible partitions of a
positive integer, one might only consider a proper nonempty subset. For example, one
could restrict the parts that are allowed to appear in the partitions to make sure that
the set defined in relation (6.13) is nonempty; or allow only parts which are greater or
smaller than a given threshold, or restrict the number of appearing summands. Any such
condition can be interpreted as a condition on the events that are allowed to appear in
the sequence (via their weight) or on the length of the sequence. /

6.2.18 Proposition ([42, Proposition 4.3]). We list below some observations about the
generated test set T in relation (6.15), which immediately follow from the construction
process described above:

5Let A,B be sets and f : A −→ B a function. For C ⊆ B, we denote the preimage of the subset C of
B under the function f by f−1 [C] = {a ∈ A : f(a) ∈ C}.

6In this Thesis, we regard the problem of practical generation of a SCA for given parameters t ∈ N
and alphabet size µ ∈ N as solved and are not concerned with its efficiency.

7In relation (6.15) the appearing SCAs are interpreted as sets of sequences derived from the rows of
the SCAs, where the respective matrices are regarded as sets of rows.
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• The set B determines those cumulative weights of sequences, which will be considered
in the test sequence generation process, and thus makes it possible to limit the testing
to exactly those cumulative weights of interest.

• Individual test sequence lengths might be nonuniform across all partitions. This is
due to the fact that various partitions may have a differing number of parts.

• Events may appear multiple times in test sequences, or not at all. Multiple appear-
ances happen, when a partition contains a part multiple times. However, from the
point of generated t-SCAs, these events are regarded as different.

• The determination of the weight function ω and the set B is application domain
specific and can be adapted in an iterative testing setting.

• The construction given above also works if the value t for the t-way coverage is
nonuniform and depends on β, λ and Cλ.

/

6.2.19 Remark ([42, Remark 4.4]). It is possible to extend this approach, mutatis
mutandis, to a setting where the weight of an event e ∈ E depends on the considered
partition and cumulative weight, and where the weight of a finite nonempty sequence
s ∈ S is a positive-valued function of the elements of the sequence and not necessarily
their sum. These extensions might make it easier to tune the weights in an application
domain, however, the connection to partitions of positive integers is then lost. /

The concept of weighted t-way sequences has been used to derive test cases for security
testing of the TLS protocol [43].
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CHAPTER 7
Conclusion

In this Thesis, we used algebraic techniques to reason about certain design structures, in
particular covering arrays. This was possible due to a connection between the statement
of appearance “at least once” and zeros of multivariate polynomials. An algebraic
enforcement of coverage conditions means the expression of the existence of a certain
tuple as a zero of a multivariate polynomial.

Based on this building block, algebraic descriptions of designs and design problems
concerning their characterization were successfully treated.

A routine application of symbolic computation techniques, including the theory of
Gröbner bases, resulted in the formulation of algorithmic approaches for the algebraic
treatment of certain constructive design problems. Points in corresponding nonempty
varieties were used to instantiate matrices, which when interpreted as designs structures
exhibited all required coverage properties.

We discussed applications of experimental design theory to the field of software testing.
The defining notion of coverage regarding tuples in covering arrays and permutations
of events in sequence covering arrays can be leveraged with great success in these real-
world domains. Furthermore, a weight-based modelling approach called weighted t-way
sequences built upon integer partitions and sequence covering arrays was presented, which
offers additional meta-modelling capabilities.

Finally, the presented results in this Thesis confirm and extend the versatility of
combinatorial structures inside and outside of discrete mathematics.
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Glossary and Notation

M> denotes, for a matrix M , its transpose.

N denotes the natural numbers, including zero.

N× denotes the natural numbers excluding zero. This notation applies in this sense to
any set.

K̄ denotes, for a field K, the algebraic closure of K.

|S| denotes, for a set S, its cardinality.

[n] is for n ∈ N by definition equal to the set {0, 1, . . . , n− 1}.

P (S) denotes, for a set S, its power set.

Ik is for k ∈ N by definition equal to the set {(i, j) | 1 ≤ i < j ≤ k} ⊆ [k]× [k].

radical (I) denotes, for an ideal I, its radical.
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