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Abstract

This thesis addresses the challenge to provide personalized offers to users.
The level of personalization directly depends on the quality of the match-
making process, i.e. finding those offers that are most attractive to a
particular user based on his or her interests. We study the matchmak-
ing process in the context of e-tourism. The goal is to support tourists
in their decision-making during the pre-trip phase and to facilitate the
process of identifying those tourism objects of a specific destination that
best fit the tourists’ preferences.

To achieve this goal, we propose an iterative matchmaking process
that matches tourist profiles with the characteristics of tourism objects in
order to obtain a ranked list of appropriate tourism objects for a partic-
ular tourist. The matchmaking process is composed by two main steps.

For the first step, we devise a stereotype approach based on tourist
types to model a basic user profile, reflecting tourists’ preferences ac-
cording to travel-related categories (e.g., culture, sightseeing, sports or
nature). This profile is then related against the generic characteristics
of the tourism objects in order to recommend a top-N list of tourism
objects. The generic characteristics of the tourism objects are modeled
based on the same typology. To continuously enhance the quality of the
matchmaking process, we exploit tourist feedback to dynamically adapt
and refine tourist profiles (e.g., a tourist may be a cultural type but may
express a dislike of museums).

This is achieved by the second step. Its task is to consider posi-
tive/negative tourist feedback in order to derive specific interests and to
re-adapt the matches between one particular tourist and the set of rel-
evant tourism objects by taking into account his/her specific interests.
We develop a tourism ontology and use it as basis in order to model the
specific interests of the tourists and the specific attributes of the tourism
objects.

The first and second matchmaking steps can be combined. Tourists
can criticize the proposed items by stating positive/negative feedback,
which will be used to refine their profiles and to deliver a new set of
tourism objects. As long as they are not satisfied with the recommenda-
tions, they can repeat this process.

Our approach is tested through a prototypical recommendation sys-
tem that recommends tourists visiting Vienna appropriate tourism at-
tractions that are tailored to their personal needs. We conduct a user
study by asking users to interact with the system and fill in a question-
naire afterwards.
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Kurzfassung

Diese Arbeit befasst sich mit der Thematik Nutzern personalisierte Ange-
bote bereitzustellen. Zentrales Element dafür ist das Zusammenführen
von Nutzerpräferenzen mit Angeboten (Matching), um aus dem Gesam-
tangebot geeignete Objekte auszuwählen. Als Anwendungsbereich dient
der Tourismussektor. Ziel ist, Touristen in der Phase der Entscheidungs-
findung zu unterstützen, indem ausgewählte Sehenswürdigkeiten einer
Tourismusregion vorgeschlagen werden.

Um dieses Ziel zu erreichen stellen wir einen iterativen Matching-
Prozess vor, der das Interessenprofil eines Touristen mit dem Profil
der Sehenswürdigkeiten einer Region vergleicht und eine Rangliste an
geeigneten Sehenswürdigkeiten generiert. Der Prozess wird in zwei
Schritte unterteilt.

Im ersten Schritt werden die generischen Präferenzen eines Touris-
ten anhand von Stereotypen ermittelt und in einem Benutzerprofil er-
fasst. Die Merkmale der Stereotypen basieren auf einer bestehenden
Typologie von Touristen und bilden die Präferenzen anhand von Kat-
egorien wie Sightseeing, Kultur, Sport, Natur, etc. ab. Dieses Profil
wird einem generischen Profil der Sehenswürdigkeiten gegenübergestellt,
um eine Liste mit Top-N Sehenswürdigkeiten zu erstellen. Das gener-
ische Profil der Sehenswürdigkeiten wird anhand derselben Typologie
erstellt. Touristen können eine Bewertung zu den vorgeschlagenen Se-
henswürdigkeiten abgeben, die in die Verbesserung ihres Profils einfließt
(z.B. kann ein Tourist ein Kulturliebhaber sein, aber keine Museen mö-
gen) und somit die Qualität des Matchings kontinuierlich verbessert.

Die Berücksichtigung dieser Bewertungen erfolgt im zweiten Schritt.
Anhand des positiven/negativen Nutzer-Feedbacks werden spezifische In-
teressen abgeleitet und das Benutzerprofil dynamisch erweitert. Für
die Erstellung der spezifischen Profile des Touristen als auch der
Sehenswürdigkeiten verwenden wir eine Tourismus-Ontologie, deren
Konzepte für die Modellierung der spezifischen Interessen aber auch der
qualitativen Eigenschaften von Sehenswürdigkeiten dienen.

Die beiden Schritte sind kombinierbar. Die initial vorgeschlagenen
Sehenswürdigkeiten können bewertet werden. Die Bewertungen fließen
in das Profil des Touristen ein und bewirken eine gezielte Verfeinerung
der Vorschläge. Dieser Prozess kann beliebig oft durchgeführt werden,
bis der jeweilige Tourist mit dem Ergebnis zufrieden ist.

Der Matching-Prozess wird prototypisch in einem Empfehlungssys-
tem implementiert. Dieses empfiehlt potentiellen Wien-Touristen
geeignete Sehenswürdigkeiten, die auf ihre persönlichen Bedürfnisse
zugeschnitten sind. Die Evaluierung erfolgt im Rahmen einer Nutzer-
studie, bei der die Teilnehmer aufgefordert werden, das System zu testen
und im Anschluss einen Fragebogen auszufüllen.
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1 Introduction

Formerly being regarded as a pure information search & presentation
channel, the Internet is nowadays used to communicate with people
(email or instant messaging), buy physical goods (books or clothing),
digital goods (music or games) as well as purchase tickets for events or
travel related items (flights or hotels) [42]. According to the Eurostat
report titled “E-commerce statistics for individuals“ [1], 53% of all con-
sumers aged 16-74 in the EU28 have purchased goods or services via the
Internet in 2015. E-commerce is therefore widely used in the EU.

Tourism is one of the most important domains in the World Wide Information and
Communication
Technology (ICT) as
a driver for travel and
tourism.

Web [152]. This is confirmed by a survey by Universal McCann (2008),
which reveals that the type of products/services Internet users worldwide
most searched for is holidays/destinations (61.9%), followed by consumer
electronics and travel items such as flights/trains (New Media Trend
Watch). Hence, the tourism sector has gained enormously from the use
of the Internet. Information technology has created an online travel mar-
ket where tourism businesses are able to sell their travel products and
communicate with their customers through electronic media [42]. On the
other hand, the richness of information that is available online has em-
powered tourists to exploit the World Wide Web to search travel-related
information and even partially book objects for their trip online. This
way, both stakeholders (suppliers as well as consumers) benefit from the
use of the Internet for information research and as (additional) selling
channel. The provision and consumption of online travel services have
become for both nearly a ’daily’ business.

1.1 The tourist life cycle
In the ideal case, travel services should support tourists with travel-
related information in the different stages of their travel process [64, 51]:

o travel decicision-making and anticipation
o travel to a tourism destination or attraction
o the on-site experience
o return travel and
o recollection of the experience and influcence on future decision-

making

These stages can be mapped to the tourist life cycle [152], which is shown
in (Figure 1.1) and consists of the pre-trip, on-trip and post-trip phases.

In the pre-trip phase, tourists need information for planning purposes Pre-trip phase.
and decision-making. During decision-making, only an abstract model of
the product is avaible [153]. Therefore, gathering sufficient information
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Figure 1.1
The tourist life cycle
and its phases [152].

from a variety of information sources is a vital task for tourists to facilitate
travel decision making.

Trip planning is a process that includes several decision steps. Ac- Travel decision
making is a complex
process.

cording to a study by Zins [164], mode of transportation (84%) and travel
companions (82%) is given highest attention, followed by accommodation
and the destination. Decisions on accommodation, travel duration and
destination require the most input from external information sources,
comprising Internet sources (e.g., tour operator or travel agency Web
sites) and traditional sources (brochures, friends or travel guides). Be-
sides internal information (personal experience), information from friends
and relatives are the most consulted sources.

As stated by [80], tourists heavily utilize the Internet to compare Online travel agencies
are used to find low
prices.

the prices of travel-related products from different online travel agencies,
as they might offer similar products but with different prices. In fact,
finding low prices, followed by security and ease of use are the most
critical attributes when choosing an online travel agency.

In addition, online reviews are gaining more importance and influ- User generated
content is getting
important.

ence tourists in their decision making. Yoo and Gretzel investigated in
[58] the importance of reviews in the different stages of planning and
point out that travel reviews are mostly used to narrow down choices
in the middle of the planning process, but are also used for idea gen-
eration at the beginning of the process as well as to confirm decisions
in later stages. At the same time, tourists increasingly participate in
online travel communities (e.g., VirtualTourist.com, CouchSurfing.com,
Lonelyplanet.com) as well as blogging communities (e.g., Travelpod.com,
Travelblog.com). The main reasons for their participation are, besides
social-psychological benefits (seeking identity, forming relationships) and
hedonic benefits (enjoyment), information acquisition benefits as they
can obtain up-to-date, freely available and trustworthy tourism-related
content [157].

With the growth and evolution of mobile Internet-based devices, On-trip phase.
tourists increasingly use mobile information services in the on-trip phase.
Such services are used for getting routing support while traveling to the
destination but also at the destination itself as tourists act in unknown
environments. There, they need personalized, up-to-date on-trip assis-
tance in the form of information about accommodation, points of interest
(POIs) (e.g., environmental and landscape attractions or gastronomy),
flight delays, events weather forecasts, news or safety issues [60]. Mobile Mobile tourist guides

address needs of
tourists in the on-trip
phase.

tourism services that can be used independently of temporal and spa-
tial constraints and that are accessed through a mobile handset, may
address these issues. Mobile information systems comprising services for
the tourism domain are often referred to as mobile tourist guides. These
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systems usually constitute a number of mobile services for supporting
tourists during their destination stay [61]. Gretzel et al. state in [144]
that the provision of such ubiquitous services will have a big impact on
travel planning behavior and travel patterns. Due to mobile technologies,
more travel decisions will be made while being on the move.

In the post-trip phase, focus is on reminiscing about the journey Post-trip phase.
and sharing the gained impressions and experiences with friends. Here,
online travel communities and travel blogs [41] enable members to
collect, view and exchange travel items such as blog entries or pictures
or to add own content and reviews.

As conclusion, ICT-based services are becoming more and more
popular among tourists to satisfy their varying requirements in the
different trip phases. Although such services help to access reliable and Tourists are

confronted with
overwhelming
information.

accurate information as well as to undertake reservations in a fraction of
time, cost and inconvenience required by conventional methods [105], the
huge amount and variety of information available on the Internet entails
high cognitive costs and might lead to daunting information overload.

Hence, researching and booking a trip might be a time-consuming
process and a frustrating experience for tourists when they cannot locate
the information they are looking for in the pre-trip phase nor the right
mobile service to access during the destination stay [101].

1.2 Recommendation systems in the travel &
tourism domain

To counteract the risk of information overload, intelligent systems are
needed that assist users in searching through the vast amount of infor-
mation that is available for them. However, users typically have different
needs and would like to receive suggestions that are tailored to their indi-
vidual situation. Therefore, personalization plays a crucial role. However,
to address the needs of thousands of different users, mass customization
is necessary. This can be achieved by recommender systems.

Recommender systems are defined as applications that e-commerce
sites exploit to suggest products and provide users with information to
support them in their decision-making [76]. Recommender systems have
been successfully deployed in the domain of travel & tourism. Their
task is to mimic the traditional interaction process with travel agents
when users would like to receive personal trip suggestions and advice on
planning their trip [133].

Building a personalized travel plan is a complex process and involves Travel planning is a
complex process,
involving several
stages.

several stages, consisting of one or more destinations to visit, tourism
objects (e.g., museums, palaces or theatres), accommodation and means
of transportation [113]. Systems that provide personalized support in the
vacation planning process are based on three main functionalities [7]:

a) content selection
b) user model adaptation, and
c) presentation of results
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Content selection refers to delivering useful information with respect to
the different process stages, ranging from information about the desti-
nation, its attractions, to accommodation offers and route suggestions.
Systems that provide support in all stages of the tourist’s decision-making
process are rare (e.g., trip@dvice). Most systems rather focus on deliver-
ing support according to a specific stage. User model adaptation refers to
the process of creating user profiles reflecting their needs and constraints,
and keep them up-to-date by incorporating feedback obtained from users
over time. Recommendations are then generated by matching user pro-
files against travel-related items and presented to the users. Hereby, the
usability of the system is a crucial issue as the interaction and interface
design affect the user’s decision-making process. If the recommendations
are useful, but the presentation is poor, users might refuse to use the
system [113].

1.3 Challenges
The development of travel systems that provide such adaptive, personal-
ized travel plans poses several issues:

o Integration of travel-related information. This issue deals
with the integration of travel-related information from heteroge-
neous touristic data sources. In each of the three trip phases,
tourists have varying information needs that have to be satisfied
by tourist services. Such services provide travel-related informa-
tion about hotels, flights, tourist attractions, events & activities,
public transport, car rentals, weather forecasts or geospatial in-
formation in form of maps or routing advices. These services
should cover the whole value chain of tourism, which consists of
the phases information/-booking, transport, accommodation and
destination/information [42].

o User modeling. Key for the provision of customized, user-tailored
information is the user profile. A system that has no a priori knowl-
edge about the tourist has little chance to offer personalized infor-
mation. It would need too much interaction to extrapolate the
tourist’s interests in real time. The main goal is to build a model of
the interests and preferences of the user in the pre-trip phase and
keep it up-to-date while the tourist is on the move.

o Matchmaking task. The third issue is the matching of tourist
profiles against tourist attractions in order to come up with a ranked
list of attractions. If the interest profile of the tourist matches the
characteristics of a certain attraction, the attraction contributes to
the tourist’s satisfaction and thus should be recommended to the
tourist. Thereby, both the tourist profile and the touristic resources
offered by service agents have to be intersected by the matchmaking
algorithm to examine whether they share similar structures. The
top-N ranked matches can then be proposed to the tourist.

Next generation tourism information systems have to integrate these is-
sues in order to help tourists in their decision-making process and to
better satisfy their information needs in the respective trip phases.



1.4 Research questions 5

1.4 Research questions
A study by Xiang & Gretzel [155] investigates the ’semantic’ representa-
tion of the tourism domain by analyzing information provided on tourism
Web sites as well as tourists’ information needs expressed through search
engine queries. Their study shows that there is a gap between the domain
ontology derived from tourism Web sites and the ontology that results
from search engine queries. The results of this study imply that tourists
and tourism providers do not use the same ’language’ and do not share
the same view on the objects (cf. Figure 1.2). Thus, the major problem
is to combine the user’s view (tourist’s personality and preferences) with
the supplier’s perspective (tourism objects).

Figure 1.2
Matching the tourist’s
view with the travel
suppliers’ perspective.

This thesis addresses the needs of the two above-mentioned two user
groups, tourists and tourism organizations by matching their respective
views. In this way, tourism organization can provide more personalized
services and tourists can better satisfy their information needs. The work
presented within this thesis targets to support tourists in their decision-
making and to facilitate the process of identifying those tourism objects
of a specific destination that best fit the tourists’ preferences and per-
sonality. This goal directly depends on the quality of the matchmaking
process (i.e., finding those tourism objects that are most attractive to the
tourist).

We propose a matchmaking process that matches tourist profiles with
the characteristics of tourism objects in order to obtain a ranked list of
appropriate tourism objects for a particular tourist.

Specifically, the thesis addresses three main research questions:

o Q 1: Can tourist types existing in scientific tourism literature be
used to obtain a high-level user profile?
Tourist typologies have been introduced in order to explain the
motivations of people to go on vacations and their different travel
styles. In this work, tourist types are used in order to generate
high-level profiles of users’ interests.

o Q 2: Can user feedback be exploited to improve the matchmaking
process?
User feedback in form of positive or negative ratings of the proposed
set of tourism objects can be a valid source to refine the user’s
specific interests and deliver a new set of objects that better fit the
user’s interests.



1.5 Main contributions 6

o Q 3: Can we exploit the semantic relations within a tourism on-
tology to infer the user’s interest in objects not having been rated
yet?
Given that the tourism objects are semantically annotated with
concepts from a tourism ontology, these semantic relations within
the ontological graph may help to infer a user’s interest in concepts
that have not been rated by the user yet. The semantic relations can
be exploited to propagate user interests between parent and child
concepts and thus allow a fine-granular tracking of users’ interests.

1.5 Main contributions
In order to provide highly personalized trip recommendations for tourists,
we propose an iterative matchmaking process (see Figure 1.3) that
matches tourist profiles with the profiles of tourism objects in order to
propose personalized recommendations (i.e., a list of appropriate tourism
objects) for a particular tourist. The process consists of two sub-processes
(cf. Fig. 1.3, no. 1a and 2a), which are described in the following.

Figure 1.3
Overview of the
matchmaking process.

o For the first matchmaking process (cf. Fig. 1.3, no. 1a), a stereo-
type approach is devised to model tourists’ generic preferences and
to establish a basic user profile. Tourists are typically not able to
exactly specify all their interests during trip-planning but rather de-
scribe their predispositions through statements such as “I am more
interested in culture than in history”. In order to model such state-
ments, the concept of tourist types (e.g. Cultural Visitor, Sight
Seeker, Nature Lover, etc.) is leveraged.

o This profile is then related against the generic characteristics of
the tourism objects in order to recommend a top-N list of tourism
objects (cf. Fig. 1.3, no. 1b) to a tourist, by showing him or her
the N closest, i.e. most similar, tourism objects with respect to his
or her profile. For that, we propose a semi-automatic way to model
the generic characteristics of the tourism objects. In a first step,
domain experts mark manually for each of the prototypical tourist
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factors (e.g., Action Seeker or Cultural Visitor) a small sample of
typical tourism objects that are closely related to these types. In a
second step, the ratings of the domain experts can be propagated
to other tourism objects that are similar to the ones rated by the
domain expert by using a semantic similarity measure.

o The focus of the second matchmaking process (cf. Fig. 1.3, no. 2a)
is to refine the generic tourist profile and to enrich the generic pref-
erences of a tourist through more specific interests (e.g., a tourist
may be a Sight Seeker but may dislike churches). This is achieved
by exploiting user feedback on the proposed top-N list of objects
(cf. Fig. 1.3, no. 2b) and by using this information to derive a
more specific profile that is capable to model statements such as
“dislike of churches” (cf. Fig. 1.3, no. 2c). In order to generate
these specific profiles, the main ideas of spreading activation over
ontologies [128] are applied. In our case, a specific profile is repre-
sented as an overlay of an ontological domain model describing the
tourism objects.

o The first and second matchmaking processes are combined and ex-
ecuted iteratively (cf. Fig. 1.3, no. 3), thus resulting in consecu-
tive recommendation cycles. At the beginning, tourists state their
generic preferences and obtain a first top-N list of recommendations.
As long as they are not satisfied with the recommendations, they
can criticize the proposed tourism objects by stating positive/neg-
ative feedback, which will be used to refine their profile and to
deliver a new set of top-N objects. The combination of the two
matchmaking processes is done with the help of a weighting factor
that controls the influence of the two processes on the resulting
similarity value between a tourist and a certain tourism object.

o A tourism ontology is used by both sub-processes as pivotal ele-
ment to drive the matchmaking. The tourism ontology consists of
concepts (e.g. museum, church, palace, historical architecture, city
highlight, etc.) to describe the tourism space and contains tourism
objects as instances.

Our approach is tested through a prototypical recommendation system
that recommends tourists visiting Vienna appropriate tourism attractions
that are tailored to their personal needs.

1.6 Methodological approach
The methodological approach of this thesis has its theoretical foundations
in Information Systems design theory. It is based on the design-science
paradigm presented in Hevner et al. [68]. The design science paradigm
seeks to create knowledge and understanding of a problem domain and its
solution through the building and application of innovative design arti-
facts. Thereby, one can distinguish between design processes (e.g., build
and evaluate) and design artifacts. Artifacts are defined not only as the
resulting instantiations (working prototype), but also comprise constructs
(vocabulary), models (abstractions & representations) and methods (al-
gorithms & practices) applied in the development as well.
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Figure 1.4
Methodology
framework.

The problem domain that is tackled within this thesis refers to help
tourists in selecting appropriate tourism objects and activities during
their destination stay, which is an information-intensive task. Much
research has been conducted in this area, targeting information search
behavior, travel destination choice models [47] as well as recommender
systems [45]. Thereby, the gap between the mental model of tourists and
the model of the tourism space (i.e., the destination) is still a crucial
issue [101, 155]. Obviously, this has a negative impact on the planning
experience of tourists. They might not be satisfied with the proposed
objects and can get frustrated when they cannot find the objects they
are looking for.

The ontology-driven matchmaking process which is presented in this
thesis aims to make a contribution to this area (cf. Figure 1.4). The
matchmaking process is able to generate customized trip proposals by
(a) modeling and integrating the customers’ and suppliers’ perspective,
(b) leveraging the concept of tourist types, (c) exploiting ontologies, and
(d) integrating tourist feedback to revise the current recommendation of
tourism objects.

To evaluate our work, we conduct a user study by asking users, mainly
students, to interact with the prototypical recommendation system and
fill in a questionnaire afterwards.

1.7 Structure of this thesis
The remainder of this thesis is split into the following chapters.

In Chapter 2 we discuss related work related to the topic of this thesis,
comprising recommendation techniques, user modeling, tourist typologies
and Semantic Web technologies.

In Chapter 3, we outline the first matchmaking process, which exploits
the notion of tourist types to generate both a high-level profile of the user
and of the tourism objects. We show that these profiles can be represented
in form of vectors and use vector-based matchmaking between the user
profile and the profiles of the tourism objects in order to come up with
a ranked list of top-N objects. The tourism ontology which is a key
component of the matchmaking process is described as well.

Chapter 4 then describes the second matchmaking process. User feed-
back on the proposed set of tourism objects is used in order to derive a
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more fine-granular profile of the user. An ontology-based approach is
used to exploit the user feedback given for certain objects and propagate
the user interests within the ontological graph to predict the interest in
other tourism objects, that have not been rated yet by the user.

In Chapter 5, we show how the two matchmaking processes can be
combined based on a weighting function that controls the influence of
each of the two matchmaking processes.

Chapter 6 presents the implementation of the matchmaking process
in form of a Web-based prototype. The user interface and functional-
ities are described, including a basic routing service that calculates a
route between the proposed tourism objects. In addition, the different
data sources used to describe the tourism objects as well as the system
architecture and technologies are stated.

Chapter 7 presents the evaluation of the matchmaking process, which
has been carried out in form of a user study. It comprises the set up of
the user study, the dataset used and the results.

Finally, Chapter 8 concludes this thesis by pointing out the main
contributions and giving an outlook on further research issues.
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2 State of the art

The design of a matchmaking process in the domain of e-tourism covers
different research areas. In detail, this thesis draws on previous work
in the area of recommendation systems, user models, tourist typologies
and Semantic Web technologies. This chapter first gives an overview of
recommendation systems in the tourism domain and outlines the most
important recommendation techniques (Section 2.1). Recommendation
systems exploit user information in order to provide personalized con-
tent. Thus, we analyze different forms of user models and methods to
acquire such user models in (Section 2.2). For modeling tourist pro-
files, we leverage a novel approach based on tourist types. Therefore, we
review existing tourist typologies in (Section 2.3) as well. Finally, we de-
scribe in (Section 2.4) how Semantic Web technologies have been applied
in the domain of e-tourism and review classification schemes of tourism
attractions and ontologies that have been developed in this area.

2.1 Recommendation systems in tourism
In the following, projects, systems and techniques are mentioned that pro-
vide travel-related recommendations in the specific stages of the decision-
making process before going on vacation and during the destination stay.
These recommendation systems support tourists in selecting the right
destination, accommodation, a set of tourism objects, appropriate means
of transportation as well as mobile services during their stay at the des-
tination that satisfy ad-hoc information needs.

Tourism recommendation systems use a variety of approaches to de-
liver personalized travel items or products to users [47]. Burke [25] clas-
sifies these approaches based on the used knowledge source and proposes
a classification in demographic-based, collaborative-based, content-based,
and knowledge-based recommendation approaches. An overview of these
approaches is depicted in (Figure 2.1). Within this section, their basic
principles as well as related problems are outlined. Often, a combination
of such approaches is used in order to improve the accuracy of recommen-
dations and to overcome the shortcomings of the individual approaches.
Therefore, hybrid approaches [160] have been introduced which are dis-
cussed as well.

The Destination Recommender presented in [36] follows a hybrid ar- Destination
recommendations.chitecture that leverages content-based filtering and case-based reasoning

to generate an initial list of destinations that might be attractive for a
given user. Social attributes of destinations (e.g., crime rate, volume of
traffic, noise level), which are captured in a destination context ontol-
ogy, are used to revise the initial recommendations based on the social
attribute preferences of the user.



2.1 Recommendation systems in tourism 11

Figure 2.1
A classification of
recommendation
techniques based on
their knowledge
source [25].
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In the project Reisewissen [111], a hotel recommendation engine has Accommodation
recommendations.been developed that exploits Semantic Web technology to enhance the

quality of the hotel search process. User requirements are semantically
matched against hotel resources, resulting in a ranked list of suitable
hotels. TrustYou [141] is a semantic hotel search engine, which recom-
mends hotels based on user reviews, which are aggregated from different
platforms such as Trip Advisor, Expedia or Qype. The user reviews are
examined through linguistic analysis (negative, neutral and positive com-
ments can be distinguished) and annotated semantically. In this way, a
search query for Barcelona hotels at the beach for good value thus also
finds hotels described with cheap rate, incredible rate as well as beach-
side location or great beach. For a specific hotel result, all positive and
negative comments gathered from the different reviews are presented in
aggregated form to the user. In [159] an approach is presented that de-
rives semantic annotations of tourism products based on the proximity to
certain accommodations and recommends the accommodation with the
highest utility score for the user.

Systems that focus on the second stage of planning a trip propose Tourism objects
recommendations.tourism objects at the destination which was selected beforehand during

the destination selection stage. Tourism objects, including attractions
and activities, are often the reason for tourists to visit a particular desti-
nation as they expect their needs will be satisfied during their stay [118].
Huang & Bian [72] present an intelligent system that provides personal-
ized recommendations of city attractions. The recommendation process
utilizes Bayesian network techniques to generate personalized suggestions
by taking account different factors, comprising tour motivation, traveler
type, occupation and personality. The system provides an interactive
geographic interface for displaying the recommendation results.

Heracles II [4] is a constraint-based framework for interactive plan- Route &
transportation
recommendations.

ning and allows tourists to select a suitable means of transportation to
reach the destination, including flying, taking a train, renting a car or
taking a taxi.

The penetration of high-end mobile devices together with the de-
crease in mobile data prices have resulted in tourists asking for personal-
ized advices not only in the trip planning process, but also during their
destination stay [62]. In this (mobile) context, the information overload
problem even becomes more evident because of the intrinsic features of
mobile phone usage (e.g., small screen, no keyboard, low data transfer
rates). However, mobile recommender systems can exploit two pecu- mobile recommender

systemsliarities which come up with mobility [114]. The first one is related to
context-awareness, i.e., the ability to exploit context factors (e.g., user



2.1 Recommendation systems in tourism 12

location, time, weather situation) to adapt user interaction and appli-
cation behavior to the current situation of the user. For example, the
etPlanner system [70] delivers personalized information regarding events,
sights, restaurants or accommodations and provides push messages with
information about changing weather conditions. The second refers to
ubiquity, which was first stressed by Mark Weiser [151], envisioning a
scenario in which computers will be available throughout our physical
environment while making them effectively invisible to the user. Almost
every object in our everyday environment will be equipped with embed-
ded processors and wireless communications to facilitate interaction with
users and to perform and control a multitude of tasks and functions. In
the area of mobile tourism services, ubiquity is not seen in this highly
pervasive sense but rather as a challenge for tourists to be anywhere
at anytime and to consume travel-related information. Research with
respect to mobile, context-aware services has resulted in a wide range
of mobile tourist guides [61]. Since one of the first famous prototypes
[10], the sophistication of mobile guides has increased, and research in
this field now specializes on features such as personalization, recommen-
dation, context-awareness together with new forms of user interaction,
collaborative usage and social integration.

2.1.1 Demographic-based recommendations
One of the simplest approaches is to propose recommendations based on
the demographic profile of a user. The demographic profile may con-
sist of user characteristics such as age, gender, language or area code.
These characteristics can be used to find similar users and then, rec-
ommend items that are preferred by those similar users. Schiaffino &
Amandi present in [124] an expert software agent named Traveller that
(besides other recommender techniques) exploits demographic informa-
tion of tourists in order to propose travel tours. In detail, the agent
compares attributes (e.g., age, marital status, travel party composition)
in the user profile against corresponding attributes in a sightseeing tour
to filter appropriate tours.

Advantages & problems

The advantage of demographic-based recommendation systems is that a
new user can receive recommendations without being required to provide
any preference information. However, this strategy comes along with
certain problems. As only limited user information is available, it is not
possible to propose highly personalized recommendations.

2.1.2 Collaborative-based recommendations
Collaborative filtering (CF) is a technique that produces recommenda-
tions for a given user and a set of items by exploiting the opinions of
other people on these items [67]. Usually, the opinions of other people
are expressed in form of ratings. In this way, it does not need to exploit
the features or characteristics of the items that should be recommended.
Basically, a rating is a value on a set of items from a specific user and
represents to which extent the user likes these items. As shown in Table
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2.1, ratings can be visualized in form of a user-item preferences matrix
whereby the fields represent individual rating values. If a field of the
matrix is empty, it indicates that the user has not yet rated this item.
A rating can be either given in an explicit form (e.g., the user can

Table 2.1
A matrix depicting
the ratings of a set of
items by users.

Ratings Item 1 Item 2 Item 3 Item 4 Item 5
User 1 5 8 7 8
User 2 10 1
User 3 2 10 9 9
User 4 2 9 9 10
User 5 1 5 1
User 6 2 9 10

be asked explicitly about his/her opinion on an item after purchasing
it) or implicitly (e.g., through observing the user’s interaction with the
recommendation system and monitor his/her clicks or based on his/her
transaction data). In Table 2.1, the ratings are given exemplary in a
scale between 1 and 10. Such scalar ratings are heavily used within col-
laborative filtering approaches, but other rating schemes can be used as
well, including binary models (e.g., agree/disagree) or unary models (e.g.,
clicked/purchased/bookmarked items) [23].

The two main functionalities of collaborative filtering approaches are
recommending a set of suitable items for a specific user or for a given item,
calculate its predicted rating. For doing so, collaborative filtering needs
ratings for these items in order to make any predictions. However, it
does not need to analyze the content of the items as required by content-
based approaches. According to Breese et al. [21], collaborative filtering
algorithms can be classified in either memory- or model-based algorithms.

o Memory-based algorithms exploit the entire database to make pre-
dictions. Basically, these algorithms use statistical techniques (e.g.,
Pearson correlation) to find highly correlated users known as neigh-
bours. Therefore, they are also called nearest-neighbour algorithms.
After identifying the set of neighbours, their ratings are used to
create a prediction or recommendation for the current user [121].

o Model-based algorithms propose recommendations by learning a
model of the user ratings. To build such models, a variety of ma-
chine learning algorithms can be used, such as Bayesian networks,
clustering and rule-based approaches. Bayesian network models
form a probabilistic model of the user’s predicted ratings. Clus-
tering approaches (e.g., k-means [84]) classify users into groups
and then calculate the probability of a specific user to belong to
a certain group, which is finally used to estimate the probability of
his/her ratings. Association rules identify the sets of items that are
typically purchased together. Those items that have been not yet
purchased are then proposed to the user [122].

As model-based algorithms pre-compute the user model offline and only
need to access this model in the runtime-phase, such algorithms scale
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better if the recommender system has to manage a huge number of items
or users. Nevertheless, memory-based approaches are quite popular for
mid-sized user bases due to their simple algorithms.
Basically, two forms of collaborative-filtering algorithms are distinguished
in literature, comprising user-based and item-based collaborative filtering
(CF). User-based CF techniques look at the similarities between users
(based on their ratings) while item-based CF techniques are based on the
similarities between items (based on the items’ ratings) [123].

2.1.2.1 User-based collaborative filtering

User-based collaborative filtering techniques work by first finding highly
correlated users and then, recommend items that are preferred by those
users [67]. The basic idea behind this technique is that if like-minded
users prefer an item, then there is a high probability that the target user
will also like this item. Their similarity can be calculated by comparing
the other users’ ratings with the ratings of the target user.

Table 2.2
An example for
user-based
collaborative filtering,
which exploits the
similarity between
users (rows).

Ratings Item 1 Item 2 Item 3 Item 4 Item 5
User 1 5 8 7 8
User 2 10 1
User 3 2 10 9 9
User 4 2 9 9 10
User 5 1 5 1
User 6 2 9 10

As depicted in Table 2.2, User 3 is highly correlated with User 6.
At the same time, User 3 prefers Item 5, which has not yet been pur-
chased by User 6. Therefore, Item 5 might be recommended to User 6.
In order to identify highly correlated users, different similarity measures
can be used such as Cosine similarity or Pearson correlation similarity.
These similarity measures require a vector representation of the user in-
formation. In general, Pearson correlation computes the correlation of
two vectors in a scale between the values 1 and -1. A value near to 1
indicates that the values from the two vectors are rather similar whereas
a value towards -1 indicates dissimilarity. A value around 0 states that
the two vectors are rather independent from each other. Using Pearson
correlation, the similarity between the User u and a Neighbour n is cal-
culated by comparing the ratings of all these items which are rated by
both persons [123]. I denotes this set of co-rated items, while R̄ depicts
the average rating of the respective person.

sim(u, n) =

∑
i⊂I

(Ru,i − R̄u)(Rn,i − R̄n)√∑
i⊂I

(Ru,i − R̄u)2
√∑
i⊂I

(Rn,i − R̄n)2
(2.1)

Once the set of neighbors is identified, a recommendation can be
proposed by looking at the items that are preferred by those neighbors.
Then, a ranked list of recommendations can be generated by taking, for
example, the weighted average of their ratings.
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2.1.2.2 Item-based collaborative filtering

Item-based collaborative filtering techniques target at finding items that
are highly correlated with the known preferred items [123]. The idea is
that a user is likely to have the same preference for similar items. How-
ever, in contrast to content-based filtering methods which exploit item
features to obtain a similarity value, item-based CF techniques calculate
the similarity between items by exploring how other users have rated
these items. As shown in Table 2.3, User 6 gave a high score to Item

Table 2.3
An example for
item-based
collaborative filtering,
which exploits the
similarity between
items (columns).

Ratings Item 1 Item 2 Item 3 Item 4 Item 5
User 1 5 8 7 8
User 2 10 1
User 3 2 10 9 9
User 4 2 9 9 10
User 5 1 5 1
User 6 2 9 10

4. At the same time, this item is similar to Item 5 as users who pre-
ferred Item 4 also rated Item 5 with a high value. Thus, Item 5 might
be recommended to User 6. In order to find items that are similar to
the known preferred items, Pearson correlation can be used as well [121].
The following equation computes the similarity between Item i and Item
j. U depicts the set of users who rated both Item i and Item j:

sim(i, j) =

∑
u⊂U

(Ru,i − R̄i)(Ru,j − R̄j)√ ∑
u⊂U

(Ru,i − R̄i)2
√ ∑
u⊂U

(Ru,j − R̄j)2
(2.2)

The main difference between the two Pearson correlation formulas
above is that in the former Equation (2.1) the average rating of a user is
used whereas in the latter Equation (2.2) the average rating of an item
is exploited.

Advantages & problems

The advantage of collaborative filtering techniques is that they do not
require to analyze the characteristics of the individual items. However,
a critical issue is the cold-start problem [121]. In case that there are too
few ratings available, the quality of the proposed recommendations is
rather low. This is certainly a big problem when a recommender system
is introduced the first time and there are no ratings by the community
yet. But also well-established recommenders may have to fight against
sparsity problems. This is because in general only a few members of a
community tend to be very active. Most of the items are only rated
by a few people. To tackle such problems, different strategies can be
used such as utilizing hybrid recommenders (together with content-based
approaches) [25] or giving incentives for users in order to boost the users’
willingness to make ratings. Such strategies can also be used if a new
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item is inserted in the database. As long as there are no ratings for
this item, it will not be recommended to any user. In case that a new
user is registered to the system, stereotypes may be used to initialize a
basic profile, or the user might be asked to rate a set of items during the
registration process to elicit some basic information about him/her.

2.1.3 Content-based recommendations
Content-based recommendation systems are based on similarities between
item descriptions and the preferences of users [102]. The idea is to find
items that have similar features compared to the known preferred items
or the user model. Thereupon, the items with the highest similarity are
recommended to the user. In case of unstructured data (e.g., news arti-
cles), information extraction techniques might be used in order to convert
the unstructured data to a structured representation. For example, texts
are usually represented in a vector space model based on TF-IDF (term
frequency - inverse document frequency) values [11]. Besides describing
the items in a structured form, it is also important to look at what the
user has liked in the past and use this kind of information to learn a user
model. This can be accomplished either through implicit user feedback,
which monitors the interaction behavior of the user with the system (e.g.,
by tracking items clicked or purchased) or explicit user feedback, in which
the user rates items through an interface (e.g., clicking on thumbs up and
thumbs down buttons to express like/dislike). Obviously, implicit user
feedback methods have a higher level of uncertainty than explicit user
feedback methods. To put it in other words, the latter shows a higher
level of confidence as the user expresses his/her interests in a direct way.
A number of algorithms have been proposed in order to estimate the
user’s interest in a new item based on his/her known preferred items
[102]. For example, in case of vector space models, a simple method is
to use Cosine similarity between keyword vectors in order to find similar
items the user may like.

Advantages & problems

Content-based recommendation systems avoid problems related to spar-
sity as they do not depend on the ratings of other users. Pure content-
based recommendation systems perform well if the items can be properly
represented in form of features. In some situations, however, this might
be rather challenging. For example, in case of multimedia content such
as images or video, extracting such a feature set might be difficult. More-
over, content-based recommenders might suffer from over-specialization.
Due to the applied similarity metrics, users are restricted in viewing
rather similar items and are not capable of exploring completely new
items that are very different in terms of features with respect to the
previously rated item set.

2.1.3.1 Case-based recommenders

Case-based recommenders are a special kind of content-based recommen-
dation systems and avoid some of the previous mentioned problems. Ba-
sically, they have their origin in case-based reasoning techniques [148].
In contrast to knowledge-based recommenders which rely on a strong
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domain model and pure content-based approaches that deliver recom-
mendations based on what the user has liked in the past, case-based
recommenders exploit a case base that stores past problem solving expe-
riences in form of cases [130]. Such a case usually consists of two parts,
namely a specification and a solution part. The specification part de-
scribes the problem to be solved, which represents some needs of the
user and is specified by him/her through a query language. The solution
part details the solution that is used to solve the user needs. When a
query with a new problem description is received by the case-based rec-
ommender, it retrieves a set of cases with similar problem descriptions,
whose solutions might be valid for the current problem. In case that
they do not fit the current problem’s specification, they can be adapted
and finally, the problem specification and proposed solution is inserted as
new case in the case base. Case-based recommendation systems are quite
popular in the domain of tourism. One reason for this is that travel ex-
periences of tourists can be adequately modeled in form of cases, another
reason that travel items can be represented in a structured way based on
a set of features, which are used to define a similarity measure between
cases. For example, a specific destination might be represented in form of
its price, duration, accommodation, location or proposed activities [130].
Examples for a case-based recommender in tourism are the Intelligent
Travel Recommender System (ITR) [115] and the travel advisory system
Dietorecs [14] that guide travelers through their travel decision making
process in form of a conversation. In detail, a case consists of follow-
ing components (cf. Figure 2.2), namely travel wishes (e.g., biking in
Trento), user information (e.g., John, aged 42, German), travel bag that
depicts all the travel items the user selects during the recommendation
process (e.g., accommodation), navigation history of the user as well as
reward which is a rating given by the user for the items in the travel bag.

Figure 2.2
A case base depicting
the components of a
particular case and
associated items in a
travel catalogue [14].

in a recommendation session, i.e. the items that form the travel bag, are actually
pointers to items in catalogues. The case base provides good candidate products
to be recommended and the information about aggregations of such products. We
use the case base for learning such knowledge and for ranking items selected in
the catalogues (see Figure 1). The catalogues are exploited for obtaining up-to-
date information about currently available services. So, instead of reusing exactly
the same recommendations in past, we always recommend up-to-date items to the
user. Simply, having the Reference Set (and hence good candidate items to be rec-
ommended to the user), we go to the catalogues and select up-to-date items that are
similar to those in the Reference Set (as shown in Figure 1), if necessary re-bundle
them, and deliver to the user already revised (updated) recommendations.

Figure 1: Case Base and Catalogues

4 Reference Set

As we have said elsewhere, the dynamic computation of the Reference Set requires
the comparison of two non-trivial structures, i.e. similarities between hierarchi-
cally structured cases. If we denote the active case (the current recommendation
session in which the travel bag is under construction) byc = (tw, tb, u, nh, r), we
compute the similarity betweenc and an other casec′ = (tw′, tb′, u′, nh′, r′) from
the case base as follows:

Sim(c, c′) =
1

5
(wwSim(tw, tw′) + wbSim(tb, tb′)

+ wwbSim(tw, tb′) + wuSim(u, u′) + wrRew(r′)) (1)

As soon as the user issues a query which includes a set of travel
wishes (e.g., travel party ’family’, accommodation ’hotel’, period ’July’),
a set of similar cases has to be retrieved from the case base. Measuring
similarity is a complex issue as different features (e.g., numeric features
such as price and nominal features such as travel party composition) have
to be compared against each other. Hence, different similarity metrics
are required to measure similarity for the individual features (e.g., for
the feature price, an asymmetric similarity measure may be used as a
lower price should be rated higher than a price that exceeds the target
price). Other features such as vacation types may be even more difficult
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to compare. An example is given in [130], arguing whether a skiing hol-
iday is more similar to a walking holiday than it is to a countryside or
a beach holiday. If the holiday types and their relations are modeled in
an ontology, ontological similarity measures can be used to estimate the
similarity/distance between the different concepts as shown in (Figure
2.3). After a set of similar cases is identified, they are used as candi-

Figure 2.3
Ontological fragment
depicting different
vacation types and
their relations,
adapted from [130].
The similarities
between the concepts
can be measured
according to the
length of the shortest
path between them
within the hierarchical
structure.dates in order to retrieve up-to-date items from travel catalogues. The

reason is that the items recommended in the past might be already out-
of-date and not appropriate for the tourists anymore. Hence, another
similarity metric is applied to retrieve items from the catalogues that are
similar to those in the case set. In case that no results can be retrieved
that satisfy the requirements of the user, query relaxation is used to re-
lax some constraints (e.g., choose another accommodation category or
accommodation location). Consequently, the number of items returned
by the query is increased.

Advantages & problems

The advantage of case-based reasoners is that they can be used also in
cases of unprecise queries and problem specifications. However, prereq-
uisite for this is that some cases must already exist in the case base that
can be adapted for such problems, otherwise no solution might be found
[87]. In this way, case-based reasoning suffers from a kind of cold-start
problem as well as a minimum set of reference cases covering different
problem areas is needed in order to work properly. Such cases might be
defined by domain experts at the beginning.

2.1.4 Knowledge-based recommendations
Knowledge-based recommendation systems propose recommendations
based on a user’s needs and requirements [24]. A knowledge base stores
all the domain knowledge that is needed to associate certain user needs
with products or items. Hence, a knowledge-based recommender does not
need any kinds of ratings and it also does not need to obtain any informa-
tion about a particular user before its usage. They are typically used in
application domains that require deep knowledge about the product do-
main. For simple products such as books conventional recommendation
approaches (content-based or collaborative-based filtering) are sufficient.
In contrast, when selling financial services, recommendations must adhere
to legal regulations, suit the customers’ financial restrictions and are in
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line with a company’s sales strategy. For such complex products, more
intelligent interaction mechanisms are required that engage the user in
form of a dialogue in order to find those services that fit the user’s needs
and pre-defined constraints. The conversation is used to elicit the re-
quirements of the user which serve as input in order to find appropriate
solutions. If no solution can be found, different approaches such as re-
laxation of filter constraints can be used to come up with at least one
suggestion [46].

Advantages & problems

Knowledge-based recommendation systems do not have a cold-start prob-
lem as their recommendations are not based on user ratings. They also
do not require a pre-defined user model as they follow a conversational
approach that elicits all users’ needs and requirements within an interac-
tion process. In this way, they react to short-term user requirements and
are not capable of raising the accuracy of recommendations by learning
the long-term user interests. Moreover, establishing a knowledge base is
quite an extensive engineering task, which has to be done manually by
domain experts.

2.1.5 Hybrid recommenders
Hybrid recommendation systems combine different techniques such as
content-based and collaborative-based ones in order to eliminate their
individual shortcomings and thus, to improve the quality of the recom-
mendations. For example, Schiaffino and Amandi [124] propose for their
expert software agent named Traveller an approach that combines demo-
graphic information about users with collaborative filtering and content-
based approaches in order to deliver tour recommendations to tourists.
Another approach in the domain of tourism is presented by Huang &
Biang in [72] and [73], which utilizes Bayesian network techniques in
order to recommend tourist attractions to a specific user. A Bayesian
network is a directed acyclic graph that consists of a set of nodes and
arcs. The nodes represent variables and the arcs encode the probabilistic
relationships between those variables. The Bayes’ theorem to calculate
the conditional probability of Y given X is stated as:

P (Y |X) = P (X|Y )P (Y )
P (X)

P(Y) is called the prior proability as no information about X is included.
P(Y|X) is the conditional probability of Y, also expressed as the posterior
probability as its probability depends on X.

In order to estimate the tourist’s preferred activities, Huang & Biang
utilize the travel behaviors of similar users as well as the tourist’s char-
acteristics within a Bayesian network. The characteristics are modeled
through the variables age, occupation and personality. These three vari-
ables influence the variable traveler type. And finally, both this vari-
able and the variable tour motivation influence the preferred activities,
comprising natural-based sightseeing, cultural-based sightseeing, outdoor
activities, entertainment activities and events. (Figure 2.4) depicts the
probability distributions of the variables. The conditional probability
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tables for the variables have been defined based on a review of existing
research in the travel domain. After obtaining feedback from the tourists
based on the recommendations, this data can be used to adjust the proba-
bility tables. An example to calculate the posterior probabilities is given

Figure 2.4
Bayesian network to
infer the probabilities
of preferred activities
[72].

in [72]. As destinations differ from each other in the variety of offered
activities and tourist types, the authors suggest to adapt the probabilistic
influences for each destination based on destination-specific surveys.
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2.2 User modeling & personalization
As tourists have individual preferences, user modeling plays an essential
role in the provision of personalized travel information. As stated by
[23], a user model is a representation of information about an individual
user. This information is needed to provide customization, i.e., adapting
an application towards the particular user’s characteristics, which are
often labelled as features. The most important features that are typically
represented in a user model, are [23]:

o the user’s knowledge, which is typically modeled in adaptive ed-
ucational systems and represent the level of knowledge of certain
items/topics within a particular domain.

o the user’s interests, which are vital for recommendation systems in
order to propose items that are preferred by the user.

o the user’s background, which comprises features that influence the
adaptation process, including the user’s profession, language abili-
ties or previous experience with the system.

o the user’s individual traits, which describe the individuality of a
user. Similar to the features describing the background of a cer-
tain user, these features are rather stable and do not change over a
short period of time. They comprise features reflecting the person-
ality (e.g., introvert/extrovert) or referring to cognitive factors (e.g.,
working memory capacity). Typically, such features are collected
based on specially-designed psychological tests. For example, in
[56], effects of the Big Five personality factors regarding adaptivity
of mobile museum guides were explored.

With the rise of ubiquitous systems, features that describe the context
of the user are getting important and have to be represented in the user
model as well. This is especially the case for mobile, context-aware rec-
ommender systems that leverage such factors to pre-filter the list of rec-
ommendations based on the situation of the mobile user. According to
Dey et al. [40], context is any information that can be used to characterize
the situation of an entity, where entity means a person, place, or object,
which is relevant to the interaction between a user and an application, in-
cluding the user and applications themselves. Hence, a system is context-
aware, if it utilizes contextual information to provide tailored information
or services to the user. Chen & Kotz [29] distinguish between two classes
of context-awareness, namely active and passive context-awareness. The
former refers to applications that automatically adapt to (newly) dis-
covered context. Such systems are also called adaptive as they perform
the adaptation task without explicitly asking the user for permission.
Passive context-awareness means that applications present new context
information to the user who can then make the decision. Such systems
are called adaptable systems as the user is in control of the customization
step. Context factors can be classified into following categories, whereby
the first three categories stem from Schilit et al. [125], while the last one
was proposed by Chen & Kotz [29]:

o computing context, referring to network connectivity, communica-
tion costs and communication bandwidth
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o user context, including the user’s current location, as well as social
context such as people nearby

o physical context, such as temperature, weather conditions, light-
ning or noise levels

o time context, reflecting the current time or the opening hours of
buildings

2.2.1 User model representation
User models have to be represented in a machine-processable form in
order to allow personalization systems to access user-related information.
In the most simple form, user models can be represented in form of key-
value pairs. Strang & Linnhoff-Popien [134] list additional representation
approaches, including object-oriented, logic-based and finally, ontology-
based models.

2.2.1.1 Key-value models

Key-value models represent the simplest data structure for representing
user models. Typically, the values represent the level of relevance/knowl-
edge of the key concepts either on a quantitative (e.g., a number ranging
from 0 to 6) or qualitative (e.g., expert, intermediate, and novice) scale.
The INTRIGUE recommendation system [12] that proposes tourism at-
tractions is a good example for such a model. It uses the key-value
structure to model both the properties of attractions as well as the pref-
erences of users. For example, the property ’artistic current’ can take
a value from the set Baroque, Gothic, Romanic. For each property, an
importance value is given that scales from 0 (no interest) to 1 (high in-
terest).

2.2.1.2 Object-oriented models

Object-oriented models leverage the benefits of any object oriented ap-
proach, including encapsulation and reusability. The details of user pro-
files is encapsulated on an object level and hidden to other components.
An example of an object oriented model is the GUIDE system [30], which
provides a context-sensitive tourist guide for visitors to the city of Lan-
caster. Its information model represents three types of information, com-
prising geographic information, hypertext information and active com-
ponents that can react to events. As soon as a request for information
about a specific attraction is received by the system, the corresponding
information items are dynamically composed and displayed on the user’s
device.

2.2.1.3 Logic-based models

Logic-based models represent user information in form of facts, expres-
sions and rules. Hence, logic based models show a high degree of for-
mality. Based on asserted facts and predefined rules, new information
items can be inferred and added to the knowledge base. One approach in
the domain of tourism is the IDUM system [74], which exploits Answer
Set Programming (ASP) in order to select holiday packages that best fit
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the customer needs. Hereby, information about touristic offers is auto-
matically extracted from touristic leaflets and used as input to a logic
program which matches the offers to the information about tourists.

2.2.1.4 Ontology-based models

Ontological information can be used by reasoner engines to infer addi-
tional higher-level elements from the given ones based on automatic clas-
sifications and rules. Thereby, specialization and generalization features
based on the hierarchical structure of an ontology as well as different
kinds of semantic links allow for interest propagation within the ontolog-
ical network. Furthermore, ontology-based models are especially suited
for representing contextual information due to their high expressiveness
and reasoning capabilities [89]. For example, different low-level contex-
tual information (e.g., location and social context) can be combined to
classify the situation of an individual as business-related (ontology frag-
ment from [89]):

Business := Situation u (∃location.Business_placet
(∃location.Public_place u ∃time.Office_hour))

Ontology-based models are heavily used by applications in the
tourism domain. For example, Tomai et al. [140] explored the use of
ontologies to assist tourists in planning their trip. A user ontology is
proposed that includes the concepts kind of trip, time, money, accom-
panying persons, interests as well as preferred leisure activities, while
touristic offers are described via a separate tourism domain ontology.
The user ontology is populated with instances via an interface (cf. Figure
2.5) that poses ontology-driven queries to elicit the required information
form the user. In this way, any information given by the user can be

Figure 2.5
Ontology-driven user
interface [140].

easily added as instances within the ontology. However, if the ontology
is modified the user interface has to be adapted as well. Therefore, it
is vital that the ontology is designed thoroughly in order to prevent
frequent changes. As soon as a user profile is created, it is inputted to a
semantic matchmaking algorithm that filters out the offers that do not
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fit the information in the user profile. For that it is necessary to match
the concepts of both ontologies.

Ontology-based overlay models
The purpose of an overlay model is to represent the user model based on
the concepts of the domain ontology as well [128]. The advantage of this
approach is that a separate user ontology is not required and that the
matchmaking process between different concepts of both ontologies can
be omitted. In fact, the user model is represented as a weighted (sub)
set of the domain model, while the weights indicate the level of user
interest in the particular domain concepts. (Figure 2.6) represents the

Figure 2.6
Overlay model of
user’s interests on
domain concepts.

ontological fragment of a tourism domain model. The individual weights
reflect the degree of interest in the corresponding concepts. Overlay
models are highly effective when they utilize the structure of the seman-
tic network for interest propagation. The concepts are linked through
different kinds of semantic links (e.g., is-a, part-of) which may result
in different propagation strategies. Overlay models clearly outperform
conventional vector-based models, which model user features as sets of
unrelated concepts. By leveraging the relations between concepts, a
change of the interest weight of a particular concept can be propagated
to related concepts that are semantically similar. For example, if the
user shows disinterest in the concept cultural architecture, this
information can be automatically propagated to the subclasses museum
and theatre, and thus, the interest weights of both these values will
be decreased. In addition, automatic interest propagation tackles the
sparsity problem [23], which is a critical issue as soon as new users with
unknown preferences are added to the system. By propagating interest
weights within the domain network, a few elicited user preferences are
sufficient in order to infer the weights of other (yet) unknown concepts.

2.2.2 User model acquisition methods
In general, user-related information is acquired in different ways, which
vary with respect to the degree of user involvement. Firstly, such infor-
mation can be inserted explicitly by the user. Secondly, information can
be inferred by the system based on monitoring user behavior. Thirdly, in-
formation about the user can be inferred based on stereotype approaches.
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2.2.2.1 Explicit user information

First-time visitors are often required to fill in questionnaires in order to
elicit personal information before they can receive customized informa-
tion. Usually, such kind of data is rather static and does not change fre-
quently, such as the age, language spoken, skills or food habits. However,
inputting personal data into the system is a tedious task for users and
involves privacy concerns as well. Experiments have shown that users
faced to more than four prompts for information from a query system
tend to give up using the system [158]. Besides, users may not be able
(or may not want) to describe themselves, to state their preferences and
personal motives. For example, some basic questions may not be enough
to derive the personality profile of users, which can only be revealed by
comprehensive psychological tests. Besides, some preferences might be
just described at a very high level, which may result in imprecise (travel)
suggestions. For example, tourists may state that they are interested in
museums without referring to the category of the museum. In this sit-
uation, the system cannot infer whether it should favor a technical to a
cultural museum.

In general, the accurateness of information given explicitly by the
user can be assumed to be very high (unless the intention of the user is
to betray the system). However, if not being updated on a regular basis,
the information could get inaccurate after some time. Therefore, some
applications combine such kind of information with a kind of forgetting
factor, which decreases the accuracy level over time.

2.2.2.2 Implicit user information

Another approach is to update the user model implicitly by the system
through observing the behavior of the tourist, his/her interaction and sit-
uation. Typical indicators for inferring interests of users are time spent
reading a Web page, bookmarks of Web pages, clicks on specific links
or repeated visits of Web pages [31]. A common drawback of implicit
feedback methods is that they mainly rely on capturing positive interest.
When a user spends quite much time reading a page, it is reasonable to
assume that the user is interested in its topic. However, not clicking on
a link or not reading a page is no reliable indicator for disinterest [53].
Therefore, implicit methods are rather used to obtain positive feedback
as users mainly pursue information they find interesting. However, Lee
& Brusilovsky [82] tested negative implicit user feedback in a job recom-
mendation system that delivers job descriptions to users. If users save
such a description, positive feedback is indicated. In contrast, if a user
closes a job description, this action is regarded as implicit negative feed-
back. The results of this study showed that negative implicit feedback
reinforced the distinction between good and bad jobs and improved the
quality of the recommendation process.

A method to derive positive interest in certain topics based on usage-
data is stated by Kobsa [48], which has been utilized in the context of a
personalized city tour guide. It is based on the assumption that the oc-
currence of object features (in this case topics) in the navigation history
of users is normally distributed. If a feature in a specific user’s navigation
history appears less frequently than in a random sample, it is assumed
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that the user is not interested in this feature. In contrast, if a feature
appears more frequently in his/her navigation history, this confirms that
he/she is interested in this feature. The probability of a user’s interest

Figure 2.7
Normal distribution of
users’ interest in a
certain feature [48].
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in a random sample, the user can be considered not to be interested in it. If a feature appears
more frequently than in a random sample, the user can be assumed to be interested in this
feature. In order to determine those non-interests and interests that are statistically significant, we
introduce two confidence limits cl and cu for the lower and upper limit, respectively. If the actual
number of feature occurrences in a user�s navigation history is above cu or below cl, we classify
him as being interested in this feature or as not being interested, respectively. If the value is
between the two limits, then no assumption is justified. The three cases are depicted in Figure 10.

Not interested

cl cuµ cl cuµ cucl µ

Not significant Interested

Figure 10: Classification of a user�s interest

ULC maintains the following assumptions about a user�s interest in an object feature:

� the probability of the user�s interest based on feature occurrences in his navigation history
(henceforth called individual probability pi),

� the probability of the user�s interest based on feature occurrences in his navigation history in
relation the occurrences distribution for all users (henceforth called normalized probability
pn), and

� a classification whether the user can be considered to be significantly interested in an object
feature or whether this assumption is not justified.

4.1.3 Usage Scenario
In the following scenario, we want to determine whether and to what extent Peter Smith is inter-
ested in the feature Environmental Burden. WebGuide sends event vectors containing this
feature to the UMS, e.g. whenever a user requests documents that discuss environmental burden
in Heidelberg. We further assume that the UMS already collected in its Usage Model n = 216
occurrences of Environmental Burden for all users, and a total of N = 715 occurrences of
all features for all users. Thus, the probability p to randomly select this feature is

(E 1) p
n

N
= = =

216

715
0 3.

We further assume that WebGuide reported Na = 30 event vectors for Peter Smith and that na =
15 of them contained the feature Environmental Burden; hence, the individual probability
pi for this feature being contained in Peter Smith�s event vectors is

                                                                                                                                                           

parabolic) with a single stochastic model and only a few model parameters. An early user modeling system that employed the
Beta distribution for modeling user interests was Doppelgänger [Orwant 1995].

in a certain feature is calculated using a sigmoid function based on the
feature occurrences in his/her navigation history in relation to the occur-
rences distribution of all users. µ is the means of the distribution and
cl and cu are the lower/upper confidence limits that determine whether
a user’s interest/disinterest is statistically significant. This means if the
number of occurrences of a certain feature is greater or lower the confi-
dence limits, the user has interest/disinterest in this feature.

2.2.2.3 Stereotypes

The usage of stereotype user modeling in computer systems was intro-
duced by Rich in 1979 [116]. These models attempt to classify users into
several groups and afterwards, to make predictions about them based on
a stereotype that is associated with each group [3]. This procedure allows
to build models of individuals quickly, as only a small amount of infor-
mation is needed to assign them to stereotypical descriptions. Systems
that apply stereotypes for user modeling are required to have following
two kinds of information:

o the set of stereotypes, i.e., the clusters of characteristics that define
the different groups. The particular set of characteristics are deter-
mined by the domain and purpose of the envisioned application.

o the set of triggers, which are events that assign a user to a partic-
ular stereotype as soon as they occur. Typically, more than one
stereotype will be active for a certain user. After assigning a user
to a stereotype, all the assumptions it makes about different char-
acteristics need to be inserted in the user model.

An example for stereotype modeling is given in [26], which uses this
approach to initialize a user model. It utilizes two stereotypes, namely
the specific cultural tourist and the general cultural tourist, which differ
in characteristics such as user profession, gender, age and education level.

As shown in the upper part of (Figure 2.8), the weights of the char-
acteristics belonging to the same type are normalized. In the lower part,
the set of predicted interest weights is depicted that users attached to this
stereotype are assumed to have. The stereotypes are activated based on
the information about the characteristics (e.g., profession) that is given
by the user as he/she first registers to the system. In a follow-up step,
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Figure 2.8
Specific cultural
tourist type [26].

 
Figure 4.8 Representation of user stereotypes 

 

SPECIFIC CULTURAL TOURIST 

Profile characteristics 

Profession Set Gender Age Set Education Level 

UpperClass MiddleClass Worker Male Female < 23 23-40 >40 Higher Secundary Primary

0.55 0.40 0.05 0.5 0.5 0.05 0.6 0.35 0.80 0.15 0.05 

Predictions on general interests (FunctionalType) 

Architectural Cultural Natural Recreational Traditional Sportive 

HIGH HIGH MEDIUM LOW MEDIUM LOW 

 
Table 4.1 Description of the specific cultural tourist stereotype 

 

GENERAL CULTURAL TOURIST 

Profile characteristics 

Profession Set Gender Age Set Education Level 

UpperClass MiddleClass Worker Male Female < 23 23-40 >40 Higher Secundary Primary

0.5 0.10 0.85 0.5 0.5 0.50 0.15 0.35 0.05 0.10 0.80 

Predictions on general interests (FunctionalType) 

Architectural Cultural Natural Recreational Traditional Sportive 

MEDIUM LOW MEDIUM HIGH MEDIUM MEDIUM 

 
Table 4.2 Description of the general cultural tourist stereotype 

 60

the interest of a user in a certain category (e.g., architecture) is calcu-
lated based on the weighted average of the interests’ predictions for each
category according to the degree of match with the respective stereotypes.

The usefulness of stereotype modeling depends on the number and
quality of stereotypes, the accuracy of matching users against the stereo-
types as well as on the quality of assumptions made from the assigned
stereotypes [3].

One drawback of stereotype user modeling is the fact that users be-
longing to a certain stereotype are treated the same way, although they
might differ with respect to various features. However, these features may
not be covered by the stereotypes and thus might be ignored. In this way,
stereotypes are a promising way to initialize a user model. However, dur-
ing application usage, new (more specific) features might be added and
some might change. Therefore, it is vital to track those changes and
keep the user model consistent and up-to-date, so that a high quality of
personalization can be ensured.
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2.3 Tourist typologies
Tourists are not always able to exactly specify all their interests before
a trip but rather describe their predispositions through statements such
as ’I am more interested in culture than in history’. Such statements can
be modeled based on tourist types found in scientific tourism literature,
which distinguishes tourist types according to their generic interests and
emotional attitudes. For example, a thrill seeker can be described as
type of person ’interested in risky, exhilarating activities which provide
emotional highs for the participant’.

Before giving an overview of existing tourist typologies, it is interest-
ing to have a look at how the term tourist is defined.

Basically, tourism is a rather fuzzy concept. According to the World A traveller is someone
who moves between
different geographic
locations for any
purpose and any
duration. (UNWTO
[145]).

Tourism Organisation (UNWTO), tourism represents the activity of
visitors, while visitors are travelers who take a trip to a destination
outside their normal environment for less than a year and for any main
purpose [145]. The UNWTO classifies visitors as tourists, if their trip
includes an overnight stay.

Instead of merely classifying a tourist being a subcategory of visi-
tors, Cohen introduces 6 dimensions to describe the characteristics of a
tourist. As stated in [33], a tourist is

1. a temporary traveller : a tourist has a fixed place of abode, even
during his trip. This distinguishes him/her from a nomad, who is
a permanent traveller.

2. a voluntary traveller : a tourist can, whenever he wants, abandon
his trip and return home.

3. a traveller on a round-trip: a tourist leaves his home to go on a trip
but returns to the point of departure after his trip, opposed to an
emigrant, who rather moves on a one-way-trip and does not return
to his former abode.

4. on a relatively long journey: while a day-tripper or a visitor is
on a relatively short trip or excursion, the journey of a tourist lasts
longer, but Cohen does not specify a minimum time frame, as given
by the UNWTO specification.

5. on a non-recurrent trip: this means, that he does not undertake a
specific trip at regular time intervals, as done by owners of week-end
houses.

6. on a trip, whose purpose is non-instrumental: a trip is not a means
to achieve another goal (e.g., having a business meeting) but is a
goal itself. Cohen argues that the central non-instrumental pur-
pose, which distinguishes a tourist from other traveler roles, is the
expectation of pleasure from the trip. A tourism trip offers elements
of novelty and strangeness which tourists cannot experience in their
daily routines within their home environment.

2.3.1 Cohen’s classification of tourist types
According to Cohen, the concept of a tourist is based on these 6 di-
mensions and defined as ’a voluntary, temporary traveller, traveling in
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the expectation of pleasure from the novelty and change experienced on a
relatively long and non-recurrent round-trip’ [32].

However, as the dimensions leave a wide scope, the distinction be-
tween a tourist role and other forms of traveling remains fuzzy. In his
opinion, the classification between a tourist and a traveller should not
merely be based on the objective characteristics of a trip (e.g., length of
trip, travel party composition), but rather on the expectation of pleasure
derived from novelty or change offered by the trip. In this way, novelty
and strangeness are central elements in the tourist experience.

Based on the combination of these values, Cohen distinguishes be-
tween four kinds of tourist types. (Figure 2.9) depicts the four tourist
types on an axis, which reflects their degree of novelty and familiarity.

Figure 2.9
Cohen’s classification
of tourist types [32].

o the organized mass tourists are the least adventurous kind of
tourists. Their trip is organized in advance, they do not have to
make any decisions for themselves and contact with the host com-
munity is minimal. These tourists tend to become aware of their
host environment only when they reach important attractions.

o the individual mass tourists are similar to the organized ones, but
like to visit sights that are included in the trip package. However,
the major parts of the trip are still organized by the travel agency.

o the explorers organize the trip alone. They like to visits places
that are not crowded by other tourists and try to experience the
social lifestyle of the local people although they do not identify
with the natives emotionally. They rather look for comfortable
accommodations and reliable means of transportation.

o the drifters have no fixed itinerary or timetable and completely
immerse in their host environment (e.g., by living together with
the local people).

To conclude, the interaction of themass tourists with the host community
is limited. They need a host environment that is similar to their home
environment. The explorers like to experience new things and interact
with the host community, but do not get involved in the life of the locals
as much as the drifters do.

2.3.2 The travel career patterns (TCP) by Pearce &
Lee

Pearce developed a travel motivation theory which is based on Maslow’s
needs hierarchy theory of motivation. Compared to Maslow’s theory, the
needs of travelers can be organized in a hierarchy or ladder [103]. There-
fore, the model is called the Travel Career Ladder (TCL). Its core idea is
that with the increase of travel experience, travelers’ motives change and
motives organized more on the top of the ladder (e.g., self-development
and self-actualization needs) become important. Later, Pearce & Lee
de-emphasized the importance of the hierarchical structure of the model
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and changed the model to the Travel Career Pattern (TCP) model [104],
in which they investigated different travel motivation patterns and how
they are influenced by different levels of travel experience and age of
travelers. They identified a set of 13 motivation patterns (cf. Table 2.4).
Novelty (having fun, experience something different), escape/relax (re-

Table 2.4
List of travel factors
by Pearce et al. [104].

Travel factors
Novelty Self-development (Host-

site involvement)
Isolation

Escape/relax Stimulation Nostalgia
Relationship (strengthen) Relationship (Security) Romance
Autonomy Self-actualize Recognition
Nature

laxing, being away from daily routine) and relationship (being together
with friends/family) motivations are the most important factors in form-
ing travel reasons. Pearce et al. found out that these factors are not
influenced by different levels of travel experience. They thus declared
these three dimensions as being the core factors in all travel motivation
patters and constitute the main motivations for people traveling regard-
less of their travel experience. Travel motives concerning self-development
through host-site involvement (e.g., learning new things and experienc-
ing different cultures) are reported to be more important for people with
more travel experience. In contrast, people with lower levels of travel
experience emphasize more motives such as personal development (e.g.,
developing my personal interests, knowing what I am capable of) and
relationship (security) (e.g., feeling personally safe and secure). Finally,
factors such as nostalgia, romance and recognition are considered to be
the least important travel motives for people regardless of their level of
travel experience.

2.3.3 Plog’s model of personality types
Plog developed a psychocentric/allocentric model of personality types,
which was first published in 1974 and has been applied since then to study
the relationship between travel personalities and destination selection
[106]. This model is based on the findings of a study by Plog and his
colleagues, which was initiated in 1967 and in which they were asked to
explore reasons why a certain amount of the population refuses to travel
by airplanes. They claimed that non-flying people share three personality
characteristics:

o generalized anxieties, these individuals suffer from a constantly anx-
iety

o sense of powerlessness, they believe that they have no influence on
what is happening around them,

o territory boundness, they have not travelled a lot during their life-
time
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Plog call such people dependables (originally, he called them psycho-
centrics) as they invest all their energy to make their lives predictable.
According to Plog, the typical dependable personality can be charac-
terized as being rather conservative and passive in his daily-life, less
venturesome as well as desire to be surrounded by friends and family.
In contrast, people showing the opposite behavior are called venturers
(originally, allocentrics). The typical venturer makes decisions quickly,
likes to choose new products, is curious about what is happening
around and faces everyday life full of personal energy. In national
samples the dependable and venturer dimensions are distributed on a
normal curve (cf. Figure 2.10). The largest group falls into the segment
of the mid-centrics, who exhibit a mixture of personality characteristics.

Figure 2.10
Plog’s psychographic
personality types
[106].

These personality types are also useful in the domain of tourism
as they determine travel patterns and preferences of tourists. Much
research has been done in this field. (Table 2.5) outlines some differences
in terms of travel patterns between the two personality types. Based

Table 2.5
Differences between
dependables and
ventures with respect
to travel patterns (cf.
Plog [106]).

Dependables Venturers
• travel less frequently • travel more frequently
• select well-defined, escorted tours • prefer to be on their own, partici-

pate in local customs and habits
• prefer highly developed touristic
spots

• prefer not crowded destinations

• are likely to return to a destination
again

• tend to seek new destinations

on these travel personalities’ characteristics, Plog explores in [106]
why destinations rise and fall in popularity. According to his model,
destinations follow a predictable but uncontrolled development pattern
that comprises different stages, from birth to maturity and finally, to
decline. He argues that at each stage, the destination appeals to a
different segment of travelers. At first, a strange and rather unknown
destination offers only a small range of tourism services (such as small
hotels or restaurants). At this stage, the destination is only attractive
to a few venturers, who like to experience the destination on their own.
Over time, based on word-of-mouth recommendation, the destination
becomes attractive to the group of near-venturers and more people are
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visiting the destination. As demand increases, the destination invests
more money to provide more tourism services. As the destination
becomes more touristic, mid-centric tourists, who comprise the largest
group according to (Figure 2.10) become visitors of this destination.
Gradually, the destination begins to look like many other overdeveloped
destinations. Venturers refuse to visit this destination as it looses its
distinctive character. On the other hand, dependables are likely to visit
this destination, but they travel less and are a smaller group than the
mid-centrics. Following this development, the destination’s popularity
declines.

Plog argues that that the ideal positioning for most destinations lies
in the middle of the near-venturer segment as at this stage, a destination
attracts the largest portion of the psychographic curve.

2.3.4 Yiannakis & Gibson’s model of tourist roles
Based on a number of quantitative studies, Yiannakis and Gibson [156]
identified 14 different tourist roles (cf. Table 2.6). For example, a thrill
seeker can be described as type of person interested in risky, exhilarat-
ing activities which provide emotional highs for the participant. In order
to delineate the roles from each other and to emphasize their individual
characteristics, Yiannakis & Gibson proposed a three-dimensional frame-
work to structure these types along three bipolar dimensions (cf. Figure
2.11).

Figure 2.11
Framework by
Yiannakis & Gibson
to position tourist
roles [50].

The three axes are defined as follows [50]:

o Stimulation-Tranquillity: Tourist roles preferring tranquil environ-
ments do not immerse in their host environment, they rather like
to relax and escape from their daily routines. In contrast, certain
tourist roles exhibit a high desire to interact with the host environ-
ment (e.g., by partaking in adventure or cultural activities).

o Strangeness-Familiarity: Those roles with a preference for familiar
environments prefer traveling to destinations that are similar to
their home environment, while roles scoring high on strangeness
like to visit destinations that are rather dissimilar to their home
environment.
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o High-Low Structure: Tourist roles that prefer very structured travel
arrangements make use of travel operators in order to fully plan
their trip in advance. Roles preferring a low structure arrange their
trip rather themselves and adapt their plan to peculiarities happen-
ing during their trip.

Table 2.6
A typology of
leisure-based tourist
roles by Yiannakis &
Gibson [54].

Sun Lover Jetsetter

Action Seeker Seeker

Anthropologist Independent Mass Tourist

Archaeologist High Class Tourist

Organized Mass Tourist Drifter

Thrill Seeker Escapist

Explorer Sport Lover

Educational Tourist

Hence, drifters (cf. the description by Cohen [32]) seek stimulation and
novelty in rather strange environments, while thrill seekers prefer more
structured environments as their activities (e.g., bunjee jumping) are al-
ready connected with a higher amount of risk. In contrast, organized
mass tourists are rather low-risk takers. They seek stimulation in famil-
iar environments, while the independent mass tourists tend to travel to
less familiar settings. They avoid package tours and are more sponta-
neous than the organized mass tourists. Escapists appear to avoid stimu-
lation at all. As they suffer from stimulation overload during their work,
they seek vacations without any form of stress and hectic life. Gibson
& Yiannakis also reported some differences with respect to gender. For
example, males associate the organized mass tourist with a higher setting
for stimulation than females.

2.3.5 Typologies revisited
Understanding the travel-decision-process and the motivations why peo- Push and pull

motivations.ple travel is a complex problem. To explain touristic behavior, Dann
already introduced in 1977 [35] the concepts of push and pull factors.
Push factors are motivational variables internal to an individual, which
predispose him/her to travel (e.g., escape, novelty). Pull factors relate
to the characteristics of a particular destination. They govern the desti-
nation selection process and are crucial for the tourist to select his/her
favourite destination.

As pointed out by Yiannakis & Gibson [50], the relationship between Further research is
needed.motivation (push) factors and preference for tourist roles needs to be

further researched. In addition, Poria et al. [107] argue that most existing
frameworks are classifications of reasons why people travel rather than
a theory of travel motivation. Due to the interdisciplinary of tourism
research, the frameworks utilize different theoretical foundations. It is
still an open issue to reconcile them and to form a consolidated theory
that explains the linkage between them.
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(Table 2.7) depicts an overview of the different frameworks focusing
on travel motives.

Table 2.7
An overview of
frameworks targeting
travel motives.

Authors Purpose Keywords Tourist types
& motivation
patterns

Cohen [32] characteristics
and motivations
of tourists

familiarity vs.
strangeness

4 tourist types

Pearce & Lee
[104]

travel motives
and their
relation to
travel
experience

travel career
patterns

13 motivation
factors

Plog [106] destination’s
lifecycle

allocentrics vs.
psychocentrics

5 personality
types

Yiannakis &
Gibson [156]

tourist roles stimulation vs.
tranquility,
strangeness vs.
familiarity, high
vs. low
structure

14 tourist types

Exploring the psychological needs and motives is often difficult as
tourists are not able to express their real travel motives [35]. Apart
from core motivation factors (cf. TCP model [104]), they might not
be aware of other motivations that are a decisive factor for traveling
and that push them to engage in tourist roles. However, to enact
their preferred roles, they need destinations that provide an optimal
balance of stimulation-tranquilty, familiarity-strangeness, and structure-
independence [50]. Next to travel motives, also other variables such as
socio-demographic variables (e.g., income, age, sex, education) and travel
characteristics (e.g., party size, length of stay) have an influence on travel
decisions [93].

Plog’s model of allocentrics and psychocentrics is well known in Plog’s model of
allocentrics and
psychocentrics.

tourism research. At the same time, it has been critized a lot. It is
rather a model to explain destinations’ attractiveness for certain tourist
types and does not explain tourist motivations per se [131].

McKercher [91] critizes the assumption that destinations should be at Critiques of Plog’s
model.(only) one definitive life cycle stage within the psychocentric-allocentric

continuum. In fact, destinations attract people from different (geo-
graphic) markets. Therefore, destinations seem to exist at multiple stages
simultaneously, as they might experience growth with some markets (e.g.,
Asian tourists) and may be in decline with others (European tourists).

Second, McKercher argues that markets can never evolve fully
through the continuum. For example, New Zealand will never become a
psychocentric destination for European tourists because of the large dis-
tance. In addition to physical distance, cultural distance has an impact
on the markets as well. As Cohen states in [33], tourists like to experience
novelty and change during their travel, but only to such an amount that
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is not threatening to them. In this way, adventure travels to natives in
some outbacks will never attract the psychocentric market segment.

Litvin [86] tested Plog’s model as well and conducted a study that
revealed that Plog’s model fails to represent people’s current travel
patterns. While Plog’s model depicts that any population of tourists
distributes approximately along a normal curve, the results of Litvin’s
study showed that the majority of tourists select close-by, psychocentric
destinations rather than mid-centric destinations as predicted by Plog.
However, if they were asked to describe their ideal destination, Plog’s
model proved to be rather robust. Hence, it seems that there is a gap
between intentions and actual travel behavior. In this way, Plog’s model
rather reflects people’s generic travel attitudes. Travel decisions are not
only influenced by travelers’ attitudes and needs, but assumed to be
rational in the sense that travelers choose destinations based on other
factors, such as costs or length of stay. Yet, the strength of Plog’s model
lies in its capability to identify the segment of tourists that might be
willing to visit a specific destination [91].

Moscardo et al. [93] state that the critical link between travel Tourism activities
relate travel motives
to destinations.

motives and destinations are activities. Travel motives provide tourists
with expectations for activities (e.g., visiting attractions, shopping) while
destinations offer a specific set of activities to their visitors.

Tourists evaluate destinations with respect to the mix of activities
they can perform there and which may satisfy their needs. The results
of their study indicate that the three identified travel benefit clusters
social status, self-development and escape had significantly different
activity preferences. In detail, the self-development group preferred
activities related to taking guided touris, visiting galleries and museums,
and to go sightseeing, whereas the escape group tended to engage in
sunbathing, beach activity and visiting entertainment places. Finally,
the social status group preferred nightlife & shopping as well as casinos
& gambling facilities, and activities such as golf and hunting.

Andreu et al. [88] argue that motivations for travelling to a spe- Different travel
motivations may be
dominant during a
decision-making
process.

cific destination may not only vary from one person to another, but also
from one decision-making process to the next. For example, a tourist
may be visiting a psychocentric destination in summer in order to relax,
but an allocentric destination in winter to seek adventure.

Therefore, it is essential to grasp the needs of a tourist during Gathering tourists’
travel motivations
based on stereotypical
tourist types.

the decision-making process. The results of studies by Gretzel et al.
in [57] confirmed that users can identify with particular travel types.
Thereby, users preferred to choose several specific tourist types (e.g.,
sight seeker, culture creature) instead of a more generic one (e.g.,
all-arounder). Moreover, the studies showed that travel types are closely
related to activities and that they can adequately be used in order to
predict those activities, in which tourists wish to engage during the des-
tination stay. However, no correspondence between travel personalities
and travel destinations was found, as the destinations that were chosen
for the study are rather homogenous and are able to serve the needs of
different tourist types simultaneously.
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In a next step, all the knowledge about the selected tourist types
can be used to build a user model by inferring his/her preferences, which
may be then used to propose appropriate destinations and to facilitate
the choice of activities while being on vacation. In this way, tourist types
facilitate the decision-making process. In addition, they are fun to use
and allow users to revise their selection if the recommendations do not
match their interests.
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2.4 Semantic Web technologies and the
tourism sector

This section starts by describing the vision of the Semantic Web and
explains that ontologies are a core element to build Semantic Web-based
applications. Following that, a number of tourism applications that
exploit Semantic Web technologies are described. As they all make use of
tourism ontologies, various classification schemes of tourism attractions
are stated and existing ontologies in the tourism domain are evaluated.
Finally, an overview of semantic similarity measures is given. Our
matchmaking approach (see Section 3.4) uses such a measure in order
to calculate the similarity between tourism resources and to facilitate
profile propagation.

The Semantic Web is the vision of a Web whereby all Web data is Applying Semantic
Web technologies in
the tourism domain.

stored and linked in a machine-processable way [17].
Much research has been done to take advantage of Semantic Web

technologies and apply them within the domain of tourism. As e-tourism
is an information-intensive business, the tourism industry already utilizes
Internet technologies in an extensive way. By the way, it has been re-
garded as a forerunner for using information technologies since the 1960s
when airlines started to develop CRS/GDS (central reservation system-
s/global distribution systems) [153]. However, due to its large and com-
plex structure (apart from few big players the tourism industry mainly
consists of SMEs), tourism data is stored in heterogenous information
systems which hamper exchange and integration of tourism resources
difficult for tourism suppliers. At the same time, tourists searching the
Web for travel-related services are confronted with a huge number of Web
sites offering heterogenous tourism products. Often, these are described
with different terms, thus making it hard to compare them. Hence, the
tourists have to invest much time for their trip planning and decision
making.

The goal is to counteract these problems and to facilitate the integra-
tion, linkage and finding of travel-related services and information with
the help of Semantic Web technologies. To reach this goal it is necessary
to semantically describe tourism resources based on controlled vocabular-
ies so that they can be automatically accessed, processed and interpreted
by machines.

One form of controlled vocabularies are ontologies. As such, they are Tourism resources
can be semantically
described by tourism
ontologies in order to
create a shared
understanding of the
domain.

a core element to realize the Semantic Web vision as they allow to anno-
tate Web resources with information that enables machines to interpret
and reuse these resources across different information systems. Accord-
ing to Gruber [59], an ontology is a specification of a conceptualization.
Thereby, a conceptualization is a simplified view on the part of the world
that should be represented in a formal way through a set of concepts and
relationships between them. In this way, an ontology provides a shared
description of the domain of interest.

The application of ontologies has the potential to cope with a num-
ber of challenging requirements related to the tourism sector. Firstly,
having a common vocabulary compensates the interoperability problem
[37] that comes along with the integration of heterogeneous data sources.
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This vocabulary is important to bridge between the languages of the dif-
ferent information systems and helps to create a shared representation
of meaning. Secondly, an ontology provides a formal basis which is the
prerequisite for formal rule statement creation and inferential analysis in
the tourism domain [38]. Thirdly, an ontology provides enhanced possi-
bilities for information search and for automatic discovery, negotiation
and adaptation/personalization of tourism services [22].

In this way, ontology-based models are a promising approach for mod-
eling tourism information because of their high expressiveness and rea-
soning capabilities [83]. By understanding the semantics of user queries
and reasoning over service descriptions, personalized recommendations
can be provided based on matching techniques between prospect tourist
demands and service offerings.

The following example explains how three semantic sources can be
aligned in order to relate certain types of attractions to the preferences
and interests of tourists. These interests can be aggregated to describe
certain tourist types such as an art lover. Using this approach, the se-
mantic mapping can take place on a more abstract level, i.e., between
tourist objects and tourist types.

A geographical information knowledge base of the city of Vienna
might contain the statements:

AustrianTheatreMuseum : GeoSite
AustrianTheatreMuseum hasLocation V ienna

A destination management organization might have defined the addi-
tional statement:

AustrianTheatreMuseum isAttractiveFor (Person u ∃interestedIn.Art)

The official Vienna tourism board might have developed a tourism ontol-
ogy including following statements:

ArtLover := Person u ∃interestedIn.Art

CulturalAttraction := GeoSite u ∃isAttractiveFor.ArtLover

Based on these concept definitions and by leveraging the pertinent in-
formation from the other semantic sources, it is possible to infer that
the Austrian theatre museum is a cultural attraction for tourists cur-
rently staying in Vienna, who are interested in arts. In order to facilitate
semantic matching between tourism objects and user profile, a specific
vocabulary for the (tourism) domain, user type and contextual informa-
tion such as time and location is needed [16].

2.4.1 Semantic Web-based tourism applications
In the following, we describe a number of tourism applications that take
advantage of Semantic Web technologies. [97] proposes a framework Tourism

recommendation
systems that exploit
Semantic Web
technologies.

which uses Semantic Web technologies to support customers in finding
suitable hotels. The framework provides the integration of hotel data
and additional location-based information regarding points of interest,
restaurants or WLAN hotspots. Both user requirements and aggregated
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hotel information are described at a conceptual level and compared based
on semantic similarity, thus achieving a selection of the hotels ranked
according to the customer’s requirements. In this project, two main on-
tologies, comprising a person and a hotel ontology, together with small
sub-ontologies to describe hotel features, points of interest and means of
transportation have been developed.

A prototypical knowledge-based e-tourism system that leverages on-
tologies in order to recommend tourism information services is presented
in [36]. Two ontologies were developed in order to enable the system
to provide both destination and accommodation recommendation capa-
bilities. The Destination Context Ontology (DCO) describes the differ-
ent dimensions of a destination at a semantic level, including security,
population size, flow of traffic, weather temperature or crime rate. The
Accommodation Ontology (AO) is used to describe the attributes of the
various types of tourism accommodation and was modeled based on the
Harmonise Ontology [49]. The main concepts are accommodation, attrac-
tion, facilities, services, gastro and state. Both ontologies are encoded in
OWL-DL. Semantic Web technologies are used to compare the content
descriptions of accommodation instances with the preferences of the user
based on semantic similarity in order to generate a list of recommenda-
tions.

The work done in [15] presents a partial ontological model for cul-
tural spaces and describe an approach to link that model to touristic
services, including means of transport, hotels and restaurants as well as
information services. For describing the cultural spaces semantically,
concepts from different standard vocabularies are integrated. In detail,
these comprise the upper-level ontology OpenCyc 2.9, the Art & Archi-
tecture Thesaurus (AAT) vocabulary in order to describe art styles as
well as the standard for learning object metadata IEEE LOM to repre-
sent basic information objects. A cultural tourism itinerary generator for
the city of Alcalá de Henares in Spain has been developed that proposes
a tourist route through the city. The route is customized based on the
preferences of the user regarding historical figures or architectural styles
which have to be selected in advance.

[75] presents an ontology-based trip planner using semantic web tech-
nologies. Users can specify their travel requirements (e.g., departure date,
stay duration, number of stars of accommodation, means of transporta-
tion) in a graphical user interface. The system matches these require-
ments with vendor offerings in order to propose an appropriate itinerary.
The AuSTO (Australian Sustainable Tourism Ontology) ontology embod-
ies knowledge about the tourism domain and consists of concepts such
as involved party (e.g., vendor or traveler), traveler requirements, offer-
ing, resource (storing information regarding tourism resources), traveler
preference, tourism related events (e.g., conference vent, entertainment
event), traveler (basic information about the traveler) and destination
(e.g., city).

2.4.2 Classification schemes of tourism attractions
In the following, we describe different classification schemes found in lit-
erature that focus on tourism attractions. These comprise rather abstract
typologies (cf. Prentice’s typology [108]), more detailed classifications (cf.
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the National Monuments Record Thesaurus of Monuments Type [2]) as
well as non-hierarchical typologies (cf. Richard’s typology [117]). Fur-
thermore, we have a look at existing tourism ontologies (cf. Section 2.4.3)
and explore whether they include concepts that are related to tourism
attractions.

In 1993, Prentice [108] proposed a general typology of heritage at-
tractions, which are visited by tourists and visitors (cf. Table 2.8). The
list also contains terms for which the term ’tourism attraction’ might be
not well suited, such as the term ’genocide monuments’ but which are
visited by many people as well.

The National Monuments Record (NMR) is the public archive of
English Heritage and covers millions of plans, photographs and reports
concerning England’s archaeology, architecture, social and local history.
To classify this knowledge, different thesauri have been developed. A the-
saurus is a collection of terms, which are related to each other over dif-
ferent relationships such as broader term (BT) and narrower term (NT),
which reflect the hierarchical structure of the classification as well as re-
lated term (RT) which points to similar subjects [66]. One of the thesauri
is the Thesaurus of Monuments Types [2] which classifies types of mon-
uments relating to the built and buried heritage in England. It contains
about 7500 terms, which are categorized under 18 main classes. (Figure
2.12) depicts a fragment of this thesaurus. It shows some information re-
lated to the term ’art gallery’. We get to know that this term is contained
in the class ’recreational’. The broader term is ’art and education venue’,
but it is also related to the term ’commercial art gallery’. Although this

Figure 2.12
A fragment of the
Thesaurus of
Monuments Types,
depicting the term
’art gallery’ [2].

thesaurus is quite comprehensive, in [143] some issues are mentioned that
arise when the thesaurus is incorporated in a tourism ontology. First, as
this thesaurus is owned and maintained by English Heritage, it only can
be used under a license which prevents modification of the reference data
set. In addition, it contains very specific terms that might only be ad-
equate to classify monuments in England as these terms are not used
somewhere else.
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Table 2.8
Prentice’s typology of
heritage attractions.

Term Description

Natural history attractions Nature reserves, wildlife parks,
cliffs, etc.

Science-based attractions Science museums, technology
centres, etc.

Attractions concerned with primary
production

Farming museums, vineyards,
fishing, etc.

Craft centres and craft workshops Water & windmills, Potters,
Woodcarvers, Glass Makers, etc.

Attractions concerned with
manufacturing industry

Pottery and porcelain factories,
breweries, cider factories, etc.

Transport attractions Preserved railways, canals, civil
aviation, motor vehicles, etc.

Socio-cultural attractions Prehistoric and historic sites
(domestic houses, costume
museums)

Attractions associated with historic
persons

Sites and areas associated with
writers and painters

Performing arts attractions Theatres, street-based performing
arts, circuses, etc.

Pleasure gardens Ornamental gardens, period
gardens, etc.

Theme parks Nostalgia parks, adventure parks,
fairytale parks, etc.

Galleries Art galleries, etc.

Festivals and pageants Historic fairs, festivals, etc.

Stately and ancestral homes Palaces, country homes, manor
houses

Religious attractions Cathedrals, churches, abbeys,
priories, etc.

Military attractions Castles, battlefields, military
museums

Genocide monuments Sites associated with the
extermination of other races

Towns and townscape Historic townscape, buildings in an
urban setting

Villages and hamlets ’Rural’ settlements, usually of
pre-twentieth century architecture

Countryside and treasured
landscapes

National parks, other countryside
amenity designations

Seaside resorts and ’seascapes’ Seaside towns of past eras and
marine ’landscapes’

Regions Pays, landes, counties, or other
historic or geographical areas
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Within the PICTURE project [143], which targets at exploring the
impact of cultural tourism on the urban environment, a conceptual layer
has been proposed that distinguishes attractors in objects, events and
places. Based on a literature review and discussions with the project
partners, a set of attractors has been identified (comprising ones such as
fountain, church, theatre, garden) which are classified under these terms.

Figure 2.13
Classification of
attractor types
proposed within the
PICTURE project
[143].

Richards [117] presents a non-hierarchical typology, in which cultural
attractions are positioned in a field that is spanned by two axes named
Function and Form. The Function axis covers the dimensions Educa-

Figure 2.14
A typology of cultural
attractions along two
axes labelled function
and form [117].

tion to Entertainment while the Form axis goes from Past to Present.
In this way, quadrant 1 contains rather traditional cultural attractions
that are related to cultural products of the past such as museums, art
galleries and monuments. Quadrant 2 focuses on contemporary cultural
attractions that have an educational setting such as language courses or
art exhibitions. Quadrants 3 and 4 reflect attractions that are related to
entertainment, ranging from present art festivals to historical pageants.

In this typology, there are no distinct categories anymore. Attrac-
tions can be described based on different dimensions that reflect various
characteristics of attractions. Taxonomies that show a pure hierarchi-
cal structure are well suited to describe what kind of thing the object
is. An attraction is, for example, either a museum or a church. In this
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way, an attraction is assigned to predefined categories. Certain charac-
teristics of tourism objects being classified are however more imprecise
and uncertain and have to be modeled in a quantitative way in order to
answer questions like ’How adventurous is the fun-fair? How historically
afflicted is the St. Stephen’s Cathedral compared to the Schönbrunn
Palace in Vienna?’ In order to model such knowledge, strict taxonomy-
or ontology-based approaches can be relaxed through the use of Bayesian
probabilities, vector-based models or fuzzy sets [143]. As all typologies are
an approximation of reality, it depends on the focus of an application and
on the user needs to determine which characteristics should be covered
in the classification scheme.

2.4.3 An evaluation of existing tourism ontologies
With the increasing number of Semantic Web tourism application, there
is a proliferation of ontologies (Harmonise [49], an OWL Ontology for
E-Tourism [27], ebSemantics [129], DERI OnTour [39], EON Traveling
ontology [43]) that have been developed in the area of e-tourism either by
industry, academia or within collaborative projects. Based on a literature
review, we have analyzed a number of tourism ontologies [16], thereby
focusing on their purpose, set of vocabularies as well as on their advan-
tages and shortcomings. Most of them focus on the domain of tourism in
general and do not exhibit a detailed set of different tourism attraction
types. To put it in other words, most of them just cover the concept
tourism attraction but restrain from a more fine-granular classification.

In the following, those ontologies are described that contain more
specific attraction types. However, they do not represent a uniform rep-
resentation of tourism attractions. Each of them classifies attractions in
a different form. Thus, it may be very difficult to exchange knowledge
about tourism attractions across different ontologies.

(Figure 2.15) depicts the most relevant ones and compares them based
on their support for modeling tourism objects, tourism activities, tourism
events and user context. Furthermore, in case that they are linked with
upper-level ontologies these are mentioned as well.
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Figure 2.15
Evaluation of relevant
tourism ontologies.
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According to our evaluation, they show following shortcomings:

o Their vocabulary covers only a limited set of tourism concepts, due
to a restricted application scope.

o They hardly integrate existing, domain-independent ontologies,
that already define commonly used concepts such as time, currency
or geo-location.

o They often contain a diversified mix of concepts, thus making on-
tology mediation and (automatic) exchange of data a difficult task.

As the tourism ontologies are partly based on upper-level ontologies, (Ta-
ble 2.9) provides some details about them.

The QALL-ME Ontology. QALL-ME [94] is an EU-funded The QALL-ME
Ontology.project that aims at establishing a shared infrastructure for multilingual

and multimodal question answering in the tourism domain. Thereby,
it allows users to pose natural questions in different languages using a
variety of input devices and returns a list of answers in the most ap-
propriate modality. The QALL-ME ontology provides a conceptualized
description of several aspects of the tourism domain, including tourism
destinations, tourism sites, tourism events and transportation. It contains
122 classes and 107 properties that indicate the relationships among the
classes. QALL-ME is encoded in the ontology language OWL-DL.

The CRUZAR Ontology. CRUZAR [9] is based on the upper- The CRUZAR
Ontology.ontology DOLCE in order to model visitor’s profiles, travel routes and

attractions. To describe attractions, it further reuses properties from the
Dublin Core, FOAF and SKOS-Core.The CRUZAR ontology [9] contains
the concept tourism resource in order to depict the places of interest
which tourists tend to visit. In detail, 8 subclasses are distinguished that
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Table 2.9
Overview of
upper-level ontologies
and their purpose.

Upper-level Ontologies
DBpedia DBpedia extracts structured data from Wikipedia.
DOLCE Descriptive Ontology for Linguistic and Cognitive Engineering.

It aims at capturing the ontological categories underlying nat-
ural language and human commonsense.

FOAF The Friend of a Friend (FOAF) project describes people, the
links between them and the things they create and do in a
machine-readable way.

GETTY The Getty vocabularies contain terms, names, and other infor-
mation about people, places, things, and concepts relating to
art, architecture, and material culture. For example, the Art &
Architecture Thesaurs (AAT) comprises terms related to fine
art and architecture, while the Thesaurus of Geographic Names
(TGN) contains around 1 million records about names, place
types and coordinates.

OpenCyc OpenCyc is the open source version of the Cyc technology, one
of the largest general knowledge bases.

SKOS The Simple Knowledge Organization System (SKOS) is a com-
mon data model for sharing and linking knowledge organization
systems via the Semantic Web.

SUMO The Suggested Upper Merged Ontology (SUMO) was created
by merging publicly available ontological content into a single
and comprehensive structure. As it is also aligned with Word-
Net, it is used in text search and linguistics and reasoning.

UMBEL The Upper Mapping and Binding Exchange Layer(UMBEL)
is a lightweight ontology for relating external ontologies and
their classes to UMBEL subject concepts. It links to the most
fundamental concepts from within OpenCyc.

W3C Geo The W3C Geo is a basic RDF vocabulary that provides names-
paces for representing geo locations using WGS84 as a reference
datum.

YAGO YAGO is part of the YAGO-NAGA project at the Max-Planck
Institute for Informatics in Saarbrücken/Germany. It stores
about more than 2 million entities (like persons, organizations,
cities, etc.) and knows about 20 million facts about these enti-
ties.

are categorized in monuments and green zones. As depicted in (Figure
2.17) the subclasses of monument are rather mixed. One might argue
whether buildings should be categorized under monuments.

The SPETA Ontology. SPETA [52] exploits concepts from the e- The SPETA
Ontology.tourism ontology [27] in order to describe tourist services. In addition, it

links to concepts from DBpedia and YAGO to describe concepts such as
attractions or activities and FOAF to describe social links of tourists. The
SPETA ontology [52] models more detailed knowledge regarding different
types of attractions. The main categories are depicted in (Figure 2.18).
These categories contain more subcategories that are not shown in this
figure due to space restrictions. The ontology allows to represent different
characteristics of attractions. An attraction can be related to a specific
theme (culture, leisure, modern art, etc.). The context of an attraction
can be modeled, including weather constraints as well as location (indoor
or outdoor) and time context (opening-hours). Rules can be defined to
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Figure 2.16
QALL-ME ontology
[94]. Fragment
depicting different
types of attractions.

Figure 2.17
CRUZAR ontology
[9]. Fragment
depicting different
types of attractions.

constrain the assumption that an attraction is always open. They allow
to define that an attraction is closed for a specific time frame each day
or is even closed for a whole day.

The INREDIS Ontology. INREDIS [26] classifies points of inter- The INREDIS
Ontology.est in 4 different types, comprising events, attractions, restaurants and

accommodation (cf. Figure 2.19). Thereby, each point of interest can be
further described in form of feature types. However, only feature types
that describe attractions have been modeled in the ontology as only data
about tourism attractions was available during the development of the on-
tology. Attractions are thus represented through following feature types.
The entrance type describes whether the attraction provides free or dis-
counted entrance. The POI facility type describes different services of-
fered at the attraction’s site (e.g., restaurants, shops) as well as whether
the attraction is accessible for disabled visitors. The educational subject
categorizes the attraction by the type of education offered to the tourist,
including sports, music, archaeology, art, history, religion and science.
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Figure 2.18
SPETA ontology [52].
Fragment depicting
different types of
attractions.

The functional type classifies attractions according to their function. It
comprises the cultural, architectural, natural and recreational type. For
example, the architectural type includes different kinds of buildings (mar-
itime, civil, urban, religious buildings) as well as distinguishes among
different architectural styles such as romanesque, ghotic or renaissance.

Figure 2.19
INREDIS ontology
[26]. Fragment
depicting different
types of points of
interest and their
features.

The Harmonise Ontology. The Harmonise [49] ontology, first de- The Harmonise
Ontology.veloped within the Harmonise project, is now the central element within

the HarmoNET (Harmonisation Network for the Exchange of Travel and
Tourism Information) that aims to create an international network for
harmonization and data exchange in the tourism industry. The ontology
focuses on two sub-domains of the tourism domain, namely events (e.g.,
conferences, sport) and accommodation (private rooms, hotels, guest-
houses), modeled in the language RDFS. Members of this network can
share data by mapping their specific data model to the Harmonise ontol-
ogy, which acts as the central data model of the network. The mapping
proceeds at the site of each individual member, since there is a propri-
etary mapping between the member’s legacy system and the Harmo-TEN
ontology.

The GETESS Ontology. The GETESS (German Text Exploita- The GETESS
Ontology.tion and Search System) [132] project focused on retrieving information
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Figure 2.20
Harmonise ontology
[52]. Fragment
depicting different
attributes of a site.

from touristic websites. This information is semantically interpreted and
can be queried by the user through natural language processing tech-
niques. It contains 1043 concepts and 201 relations. As depicted in
(Figure 2.21), the GETESS ontology [132] represents the concept sight,
but lists all different types of sights more or less as a flat list under this
concept. For example, the concept museum, church and fortress appear
at the same level of the hierarchy (all of them are direct subclasses of
sights). No further classification is available to group them into different
categories according to their individual characteristics.

Further ontologies. The Hi-Touch ontology [83] was developed Further ontologies.
during the IST/CRAFT European Program Hi-Touch, which aimed at
establishing Semantic Web methodologies and tools for intra-European
sustainable tourism. The goal was to formalize knowledge on travelers’
expectations and to propose customized tourism products. The ontology
was mainly developed by the company ’Mondeca’ and is encoded in the
ontology language OWL. The ontology classifies tourist objects, which
are linked together in a network by semantic relationships. The seman-
tic network is provided by a Topic Map. The top-level classes of the
Hi-Touch ontology are documents (any kind of documentation about a
tourism product), objects (the tourism objects themselves) and publica-
tion (a document created from the results of a query, e.g., a PDF doc-
ument). The tourism objects can be further indexed by keywords using
the thesaurus on tourism and leisure activities by the World Tourism Or-
ganisation [99]. This standard terminology ensures the consistency of the
tourism resources categorization managed on distributed databases and
enables semantic query functionalities. DTG’s ontology is built lever-
aging some existing taxonomies from DAML and GETTY. The DERI
e-Tourism ontology [39] was developed by STI Innsbruck. The ontol-
ogy focuses on the description of accommodations and infrastructure and
should facilitate a user who queries a tourism portal to find a package of
relevant accommodations and infrastructure. The Travel Agent Game in
Agentcities (TAGA) [137] is an agent framework for simulating the global
travel market on the Web. The TAGA ontology defines travel concepts
such as itineraries, customers, travel services, and service reservations as
well as different types of auctions. The EON Travelling Ontology [43]
was developed by the Institut National de l’Audiovisuel in France. It
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Figure 2.21
GETESS ontology
[132]. Fragment
depicting different
types of sights.

describes tourism concepts that are divided into temporal entities (e.g.,
reservations) and spatial entities, which further comprise dynamic arte-
facts (e.g., means of transportation) as well as static artefacts which
comprise town sights or lodging facilities.

Ontologies revisited

In the following, we briefly summarize the results of the evaluation of
existing tourism ontologies [16].

Semantic matching between tourism objects and tourist
types. Existing tourism ontologies neglect to model user preferences,
which are fundamental to provide personalized information about tourism
objects. In the tourism domain, these user preferences can be aggregated
to a set of tourist types.

Temporal context of tourism objects. Information about
tourism objects is of little value without a valid temporal description.
Receiving up-to-date information about events, opening-hours of points
of interest, or delays of means of transportation is essential for tourists
in order to have a successful trip. Existing tourism ontologies rather ne-
glect temporal information. Some of them create proprietary concepts to
model time or date periods.
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Location context of tourism objects. Information needs in the
tourism domain are typically assigned to a geographical context. Current
ontologies rather use a simple geospatial model.

Boolean values and the open world assumption (OWA). Or-
ganizations tend to store their data in relational databases, thereby fol-
lowing a closed world assumption. This means that if something cannot
be found in these databases, it is assumed to be absent and therefore
false. As the uplifting of existing resources to an ontological level is a
very labor-intensive process, using Boolean values in ontologies is still a
common way, although it is regarded as a bad style. Following example
does not model the intended semantics:

CafeSacher live-music ’true’

Does this mean that there is live music? Every day or at certain recur-
rent days? How do we get information about the band? What, if the
boolean value is missing at all? In this case, a database would infer that
the Café Sacher does not offer live-music. However, the OWA assumes
incomplete information by default, which means that a fact can be true
even if it is not present in the knowledge base. Something is false only if
it can be proved to contradict other information in the ontology.

2.4.4 Semantic similarity measures
In this section, we give an overview of relevant semantic similarity metrics
based on a comprehensive literature review. In detail, we outline their
basic principles and for each metric, we give an example to illustrate their
approach and discuss advantages and disadvantages.

In literature, a number of models have been proposed to define sim-
ilarity measures between objects of interests, focusing, for example, on
similarity between strings [65], vectors [120] or trees [150]. Similarity
measures are heavily utilized in different fields such as data-mining, in-
formation retrieval, matchmaking or recommendation systems [6].

In the following we restrict to the set of semantic measures that have
become popular with the development of the Semantic Web and present
a set of approaches that have been proposed in literature. Such mea-
sures are used in different areas. For example, they are used to enhance
information search in unstructured documents. In this way, ontological
knowledge (e.g., in form of a thesaurus such as WordNet) is exploited
to improve the similarity measure between documents by evaluating the
semantic relations between relevant terms.

If we, for instance, consider the terms Austrian Capital and Vienna
and apply string-based similarity measures, the two terms would be
rather dissimilar. If, however, we take into account the information from
WordNet that defines the term Austrian Capital as synonym for the
term Vienna, the result can be greatly improved. In this case, semantic-
based measures clearly outperform purely syntactic methods, which have
been previously used in information-extraction.
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Semantic measures exploit ontological knowledge (i.e., descriptions
of objects and their relationships, for a more formal definition cf. [59])
to find objects which are conceptually close but not identical.

Basically, one has to distinguish between single ontology semantic Single ontology vs.
cross ontology
measures.

measures that compute the similarity between nodes within the same
ontology and cross ontology methods that compare nodes or set of nodes
from different ontologies [147]. Methods that enable the comparison of
nodes between different ontologies belong to the field of ontology matching
(cf. [44] for an overview of ontology matching). In our case, we assume
that all required domain knowledge is modeled within a single ontology.

In literature, different terms are used to describe the closeness be- Semantic relatedness
is the broader term of
semantic similarity.

tween nodes in an ontology, comprising terms such as semantic related-
ness, semantic similarity and semantic distance [19]. Semantic related-
ness evaluates the resemblance between nodes based on the strength of
their semantic link. The strength of the semantic link depends on their The strength of a

semantic link between
nodes is composed of
the type of relation,
the shared properties
and their depth in
hierarchy.

relationship with other nodes, the number of shared properties, and espe-
cially their level (general vs. specific) within the hierarchical component
of an ontology [127].

In contrast, semantic similarity calculates the closeness between two
nodes based on a subset of semantic links (e.g., considering only is-a rela-
tions). In this way, semantic similarity can be considered as a special case
of semantic relatedness. For example, the terms car and gasoline seem
to be more closely related than car and bicycle, but car and bicycle
are more similar according to their taxonomic context [112], as both are
some means of transportation. In the following, the term semantic simi-
larity is used to describe the closeness between two nodes. If a measure
is more complex and utilizes different forms of semantic links and thus
rather belongs to the class of semantic relatedness measurements, it is
explicitly stated.

The semantic distance is an inverse notion to the semantic relatedness
and semantic similarity. If the similarity value between two given nodes
scales between [0..1], the semantic distance is stated as 1 - similarity value
and vice versa.

According to [161], ontology-based measures can be classified into
three main categories:

o Path-based measures: These measures, also called edge-based mea- Path-based measures.
sures, are based on the path length between nodes. They make
use of the fact that nodes within an ontology are usually organized
hierarchically in form of a tree. More specific nodes are located
nearer to the leaves, while more general nodes are located nearer
to the root of the tree. The most intuitive similarity measure of
two nodes in an ontology is to calculate the shortest path between
them (i.e., by counting the number of edges on the path connecting
them). In this simple case, every edge represents the same seman-
tic information and is weighted with value 1. The shorter the path
between these nodes is, the more related they are.
For example, science museums are closer related to natural
history museums than to palaces. To model this statement in an
ontology, science museums and natural history museums might
be both subclasses of the node museum, which has, together with
the node palace, the parent node building. In this case, only
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the taxonomic is-a relations have been considered to calculate the
semantic similarity. In contrast to a taxonomy, which is restricted
to is-a relations, an ontology allows to use a diverse set of relation
types. Hence, nodes can be linked in an arbitrary way (e.g., utilizing
user-defined relations such as ’part-of’ or ’related-to’). These vari-
ous relation types obviously have different meanings, which should
be reflected by assigning different weights to the various relation
types, which are represented through edges in the graph.
In addition, some exploit the level of generality or specificity of
nodes in an ontology (i.e., their taxonomic position) to compute
weights on edges. Nodes that are close together and lower in the
hierarchy (more specific ones) should have a higher similarity than
nodes that are equally close but more nearer to the root (more
general ones) [147].

o Information-based measures: Such measures are similar to the path- Information-based
measures are also
called node-based
measures.

based measures, but assign weights to nodes rather than to edges.
The weight represents the information content of the node, which
is expressed as its probability of occurrence in a text corpus. The
more specific a concept is, the higher is its information content.

o Feature-based measures: In contrast to the path-based measures, Feature-based
measures rely on the
shared properties
between nodes.

which exploit the taxonomic relationships between nodes, these
measures look at the set of properties (i.e., the features) that are
used to describe the characteristics of each node. The similarity
betweeen two nodes depends on the number of common and dis-
tinct features. While common features increase the similarity, non
common features rather decrease it.

o Hybrid measures: Such measures combine the advantages of the Hybrid measures
combine edge- and
node-based measures.

different measurements [77]. Othman et al. propose a hybrid mea-
sure in [100] that combines path-based and information content
measures, and considers node depth as well as node density within
the taxonomy. Cross ontology methods make use of hybrid and
feature-based methods as the structure of different ontologies are
not directly comparable and therefore edge-based methods may not
be adequate [147].

Following parameters have an impact on the quality of the similarity
measures [119]:

o Node density: The density of an ontology (distribution of nodes Node density.
within the graph) is in most cases not equally balanced. Some parts
in an ontology are more dense than other parts. Consequently, an
edge in a dense part represents a smaller distance than an edge
in a more wider part. For example, the ontology might contain a
high number of different museum categories, each category having
again many subclasses. In contrast, the category palace might only
have two subclasses. The distance between these two subclasses is
obviously greater than the distance between two subclasses of the
category science museum. Hence, if there are irregular densities of
edges between the nodes, this might have a negative impact on the
similarity metric.

o Depth in hierarchy: The depth of the nodes within the hierarchical Depth in hierarchy.
component of the ontology is an important means to indicate the
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similarity between nodes. The reason for this is that the distance
shrinks as one goes down in the hierarchy. Adjacent nodes, located
at the top, are more general and therefore have a wider distance
than nodes located nearer to the leaves, which are more specific.

o Strength of connotation between parent and child nodes: The Strength of
connotation.weights for a specific type of relation (e.g., is-a relation) between a

parent and its child nodes might not be equal. In [119], an example
is stated whereby the parent node life form is more strongly con-
nected with its child nodes animal, plant and person than with
other nodes such as plankton. A solution to this problem is to esti-
mate the weights of the various is-a relations by taking into account
the information content of the single nodes.

o Type of relations: Edge-based measures are typically based on is-a Mixed relations.
relations to calculate the similarity between two nodes. However, to
improve the similarity metric, other types of relations (e.g., domain-
specific ones) should be considered as well. This certainly leads to
a more realistic estimation of the semantic strength between two
nodes.

o Parent vs. sibling [13]: The distance between siblings should be Parent vs. sibling
similarity.greater than the distance between parent and child nodes.

In the following, we discuss 11 similarity measures (cf. Table 2.10), which
are classified with respect to the categories listed above.
We describe their theoretic foundation and outline which parameters they
use in order to calculate the semantic link strength between adjacent
nodes, and finally the distance between arbitrary nodes. For that, we use
the definitions depicted in (Table 2.11).
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Table 2.10
Summary of similarity
measures discussed in
this section.

Measure Basic principle

Path-based

Rada et al. [109] Shortest path length between nodes
Wu & Palmer [154] Shortest path length to most specific common par-

ent (ccp), scaled by depth of ccp

Zhong et al. [162] Shortest path length to most specific common par-
ent (ccp), scaled by weighted depth of nodes

Sussna [136] Shortest path length between nodes, considering
type & number of relations as well as depth within
hierarchy

Information-based

Resnik [112] Information content of most informative subsumer
(mis)

Seco et al. [126] Calculation of an intrinsic information content for
each node

Feature-based

Tversky [142] Common vs. distinctive properties of nodes

Knappe et al. [81] Ratio shared nodes vs. ’own’ nodes, scaled by gen-
eralization and specialization factor

Hybrid

Jiang & Conrath [77] Extension of Resnik, accounting for path between
nodes and most informative subsumer (mis)

Lin [85] Extension of Resnik

Mazuel et al. [90] Extension of Jiang & Conrath and Knappe et al.,
shortest mixed-relation path between nodes, which
is semantically correct

Path-based measures

Rada et al. [109]. This distance metric is one of the most sim-
ple approaches and is based on computing the shortest path on an is-a
hierarchy between nodes in the Mesh ontology, which is distributed by
the National Library of Medicine and used to describe articles from
biomedical periodicals. Consequently, the distance is equal to the
minimum number of edges that connect two particular nodes.
The formula and the result of calculating the distance between nodes
c1, c2 are as follows:

distRada(c1, c2) = min
path∈πpaths(c1,c2)

lene(path) (2.3)

= 2

In this approach, all edges represent uniform distances. The resulting
distance also adheres to the similarity: the shorter the distance between
two nodes, the more similar they are. However, this approach ignores
the depth of the nodes within the hierarchy. In this way, if two specific
nodes and two rather generic nodes have the same distance, they also
share the same similarity. This contradicts the principle, that specific
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Table 2.11
Definition of variables
used by the listed
similarity measures.

c a certain node within the ontology
ccp closest common parent, i.e. the most specific

common parent of two given nodes
depth(c) the depth of node c within the taxonomy
ic(c) the information content of node c
lene(path) the length of a path as the number of edges
ls(c1, c2) the link strength of the edge between nodes c1

and c2

maxr maximum weight assigned to relation r
milestone(c) a weighting factor for the depth of node c

within the hierarchy
minr minimum weight assigned to relation r
mis the most informative subsumer (normally

equals to the cpp
nr(c) number of relations of a given type leaving

node c
p parent node of node c
P (c) set of features (i.e., properties) of node c
path a certain path in the graph
pr(c) probability that a node c occurs in a corpus
prop a RDF property (similar to a relation r)
propCard(c, prop) the cardinality of a specific property prop leav-

ing node c
r relation of a given type between two adjacent

nodes
r′ inverse relation of r
root root node of the hierarchical ontology fragment
TCr a static weight factor, which represents the

strength (weight) of a particular relation type
wr weight of a directed relation between two ad-

jacent nodes
λ a weighting factor for generalization vs. spe-

cialization
πnodes set of nodes
πpaths set of paths

Figure 2.22
Distance measure by
Rada et al. [109].
The distance is based
on the shortest path
between two given
nodes by counting the
number of is-a edges
between them.

nodes are more similar than more generic ones. Simply summing up the
number of edges between nodes is therefore insufficient.
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Wu & Palmer [154] propose a measure to describe the similar-
ity of verbs which is used to translate English to Chinese verbs. They
define the similarity between the nodes c1 and c2 based on the closest
common parent ccp (i.e., the most specific common node that subsumes
both nodes). However, opposed to the approach of Rada et al., the rela-
tive position of the nodes within the hierarchical structure is regarded.

Figure 2.23
Similarity measure by
Wu & Palmer [154].
The similarity is
calculated by the path
length to the ccp,
scaled by its depth
within the hierarchy.

simWu&Palmer(c1, c2) = 2 ·D3

D1 +D2 + 2 ·D3
(2.4)

cpp is the closest common parent of c1 and c2. D1 is the number of
edges on the path from c1 to cpp. On the other hand, D2 is the number
of edges on the path from c2 to cpp. D3 is the number of edges on the
path from cpp to the root node of the hierarchy [154]. The values range
between 1 (similar nodes) and 0.

Zhong et al. [162]. In this measure, the similarity between two
nodes c1 and c2 is determined based on their distance, which is obtained
by calculating their relative positions in the hierarchy. Thereby, the
distance measurement reflects following two principles, i) the difference
between upper level nodes is larger than that between lower level nodes,
and ii) the distance between siblings is larger than that between child
and parent nodes. Each node in the hierarchy has assigned a milestone
value, which is calculated with the formula:

milestone(c) = 1/2
kdepth(c) (2.5)

k is a predefined value that expresses the rate at which the value de-
creases along the hierarchy. depth(c) indicates the depth of the node c
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in the hierarchy. The root node of the hierarchy is assigned the depth 0.
The distance between two nodes can thus be calculated based on their

Figure 2.24
Distance measure by
Zhong et al. [162].
The distance is
calculated based on
the path length to the
ccp. The depth of the
nodes within the
hierarchy is
incorporated through
assigning a milestone
value for each
hierarchical level.

milestone values and the shortest path between them and their closest
common parent node ccp. For obtaining the milestone values, k was set
to value 2:

distZhong(c1, c2) = dist(c1, ccp) + dist(c2, ccp) (2.6)
distZhong(c, ccp) = milestone(cpp)−milestone(c)

distZhong(c1, c2) = (1
8 −

1
32) + (1

8 −
1
32) = 0.18

The distance between two nodes has always a value between 0 (nodes
are similar) and 1 (nodes are dissimilar). This is ensured by setting the
numerator of (Equation 2.5) to 1

2 so that the distance between the two
deepest nodes with the root as their closest common parent will be 1. As
the distance values are in the range of [0..1], similarity can be defined as

simZhong(c1, c2) = 1− dist(c1, c2) (2.7)

Hence, the similarity between the two nodes can be stated as

simZhong(c1, c2) = 1− 0.1875 = 0.8125

This approach was applied by Bizer et al. [5] in the job recruitment
domain. Thereby, they compared job descriptions and applicants’
profiles based on their semantic similarity.

Sussna [136] proposes a more advanced measure to calculate the
similarity between two nodes in the WordNet network. This measure
cannot only calculate the distance of nodes based on the shortest path
of is-a links between them, but allows to determine the distance based
on any type of relation. Moreover, it considers the hierarchical position
of the particular nodes within the taxonomy graph. In addition, it takes
into account the number of relations of a certain type leaving each of
the corresponding nodes. The number of relations reflects the principle
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of connotation. It is assumed that the more relations are connected
to a certain node, the less is the importance of each of these relations.
For example, the St.Stephen’s Cathedral of the city of Vienna has
different architectural styles as it contains elements from the ghotic,
baroque and renaissance epoch. On the other hand, the Schönbrunn
Palace, the former imperial summer residence in Vienna, is rather built
in baroque style. Therefore, the palace is assumed to be more closely
related to baroque than is the St.Stephen’s Cathedral.

In addition, the different types of relations can have assigned a weight
range to reflect their importance for the similarity of nodes. Thereby, for
each relation of type r, a weight vs. a weight range [minr,maxr] is defined
by stating minimal and maximal values (e.g., Sussna set the weights for
the relation types hypernymy, hyponymy, holonymy and meronymy to
[1,2]). The exact weight value depends on the number of relations of type
r (nr) leaving a given child-parent node pair and reflects the connotation
between them. Other relation types, where the number of relations is not
important, can be assigned a constant weight. For example, Sussna set
the weight for the relation type antonymy to the value 2.5.

Figure 2.25
Distance measure by
Sussna [136]. It is
based on the shortest
path between nodes.
Its strength is the
consideration of
different types of
relations. In addition,
the number of
relations of each node
which belongs the the
shortest path is taken
into account. Finally,
the distance is scaled
by the depth of the
more specific node.The weight of a relation r connecting node c1 with node c2 is calcu-

lated by:
wSussna(c1 →r c2) = maxr −

maxr −minr
nr(c1) (2.8)

For each directed relation of type r, a weight w is calculated by consid-
ering the number of relations of type r which leave a particular node. As
pointed out, the exact weight is within the given interval [minr;maxr].
If a node has many relations of type r, the value of weight w approaches
maxr. In (Equation 2.9) an example of such a weight calculation is given.
For this example, the weight range of [1,2] is set for the is-a relation. Ac-
cording to (Figure 2.25), node c2 has only 1 is-a relation, which links
to node c1, w(c2 →r c1) converges to the minimum value of the weight
range. On the other hand, node c1 has 4 incoming is-a relations, one of
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them being c2, w(c1 →r c2) gets a higher weight range.

wSussna(c2 →r c1) = 2− 2− 1
1 (2.9)

= 1
wSussna(c1 →r c2) = 2− 2− 1

4
= 1.75

The edge between adjacent nodes c1 and c2 has distance or weight

wSussna(c1, c2) = w(c1 →r c2) + w(c2 →r′ c1)

2 ·max
[

min
path∈πpaths(c1 ,root)

lene(path); min
path∈πpaths(c2 ,root)

lene(path)
]

(2.10)
The (total) weight w of the edge between these nodes is calculated based
on their relation r and its inverse r′. It is the average of the weights of
these relations and is scaled by the depth of the edge within the overall
semantic graph.

lene(path) is the length in number of edges of the path and π(c1, root)
are all paths from node c1 to the root node of the taxonomic hierarchy.
From this set, the path with the smallest number of edges that con-
nects one of the corresponding nodes with the root node is selected. If
both nodes have many relations of type r, weight w gets larger. Hence,
the numerator in (Equation 2.10) increases, which implies an increase
of the total weight (distance) as well. (Figure 2.26) depicts the weights
(distances) of all edges within the graph. The weight range of an is-a
relation is set to [1,2]. The domain-specific relation related-to is set to
the constant weight 1.5.

Figure 2.26
Distance measure by
Sussna [136]. The
edge values represent
the distance between
the connected nodes.
The lower the
distance value, the
higher is the
similarity.

Sussna has defined this measure for adjacent nodes. Consequently, to
calculate the distance between nodes that are not directly connected, a
path between these nodes has to be found. Commonly, the shortest path
(i.e., the path where the sum of the distances is minimal) is used. Using
the shortest path, the distance between node c2 and node c3 is obtained
by

distSussna(c2, c3) = 0.45 + 0.45 + 0.50 = 1.40
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Information-based measures

Resnik [112]. A problem with simple edge-counting measures is
that they assume that an edge between two nodes always has the same
weight and thus represents the same distance. However, as Resnik points
out in [112], parts of a taxonomy (e.g., biological categories) are much
denser than others and therefore have varying edge distances.

To counteract this problem, Resnik proposes in [112] an approach
to measure semantic similarity between two nodes based on the notion
of information content, which expresses how specific and informative a
node is. The information content ic of a node c is quantified as negative
the log likelihood, −log pr(c). pr(c) is the probability of encountering an
instance of the node c in a specific text corpus and is evaluated with a
value in the interval between [0,1].

Resnik used the taxonomy of WordNet for his experiment, whereby
the nouns represented the nodes. Node probabilities were computed as
the relative frequency of occurrence within the Brown Corpus of Ameri-
can English, which is a collection of different text articles. A node (noun)
with a high ic is very specific as the probability of its occurrence is rather
low. pr(c) increases monotonically as one moves up in the taxonomy.
However, as the node’s probability increases, its informativeness or infor-
mation content decreases. Thus, more general concepts have a lower ic.
The root of the taxonomy has the probability 1 and consequently, its ic
is evaluated with 0 (as log(1) equals to 0). To put it in another way, if
instances of a node appear frequently within a text, the informativeness
of this node is rather low. In (Figure 2.27), the amount of informative-

Figure 2.27
Similarity measure by
Resnik [112]. The
size of the grey circles
represent the
information content
of the nodes. The
more specific the
nodes, the higher is
their information
content.

ness of a node is visualized through the size of the grey circle surrounding
the node. More specific nodes have a higher informativeness than more
general nodes, which are located nearer to the top of the taxonomy.

Resnik argues that the similarity between two nodes is dependent
on the amount of information they have in common. The information
shared by the nodes is indicated by the maximal information content of
the (lowest) node in the taxonomic hierarchy that subsumes both nodes.
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Hence, the similarity between c1, c2 is defined by:

simResnik(c1, c2) = max
c∈πnodes(c1,c2)

[log−1 pr(c)] (2.11)

πnodes(c1, c2) is the set of nodes that subsume both c1 and c2. The node
that is selected based on (Equation 2.11) is termed the most informative
subsumer (mis). This is normally the closest common parent (ccp), but
other approaches exist as well. As nodes can have various ccp nodes,
Couto et al. propose in [34] an approach to take the average ic of all
ccp nodes. Resnik’s approach does not include the information content
of the nodes themselves, whose similarity should be computed, nor the
path length to the mis node. In this case, all nodes that share the same
mis are assigned the same similarity value. Hence, some extensions have
been introduced that focus on these issues (cf. Jiang & Conrath [77]).

Seco et al. [126]. Measuring the information content of nodes
based on their frequency within a text corpus is time consuming.
Besides, the content of the text corpus has to correspond to the terms of
the ontology. Seco et al. state that ic values obtained from very general
text corpora maybe different from those derived from rather specific
text corpora. To overcome these limitations, they suggest an approach
to calculate the intrinsic ic of a certain node based on the taxonomic
structure of the ontology and not from a text corpus. More specific, the
measure to calculate the ic of a specific node is based on its number of
hyponyms. Nodes, representing leaves in the taxonomy, are assigned an
ic value of 1, as they do not have any hyponyms. The more hyponyms a
node has, the higher is its probability of appearing and thus, its ic has a
lower value.

Feature-based measures

In contrast to the path-based measures (similarity determined based
on the path length) and the information-based measures (similarity
determined based on the information content of a node), feature-based
measures define the similarity between nodes by looking at their shared
and distinctive features. The intuition is that common features tend to
increase the perceived similarity of two corresponding nodes whereas
distinctive features tend to decrease their similarity.

Tversky [142] proposes a method to measure the similarity of
nodes based on the ratio of their common and distinctive features. The

Figure 2.28
Similarity measure by
Tversky [142]. The
more properties two
nodes have in
common, the more
similar they are.

ratio model is given by (Equation 2.12) and expresses similarity between
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c1 and c2 through a value between 0 and 1:

(2.12)

simTversky(c1, c2) = f(Pc1 ∩ Pc2)
f(Pc1 ∩ Pc2) + αf(Pc1 − Pc2) + βf(Pc2 − Pc1) ,

α, β ≥ 0

Pc1 and Pc2 are sets of features (i.e., properties) that belong to the
corresponding nodes c1 and c2. f(Pc1 ∩Pc2) represents the set of features
shared by both concepts, f(Pc1 − Pc2) represents the features held by c1
but not by c2 and f(Pc2 −Pc1) represents the features held by c2 and not
by c1. f measures the prominence of the various features. Commonly,
the cardinality of the features is taken. The constants α and β are
used to specify the importance of each nodes. If α = β = 1

2 , Tversky’s
measure can be simplified to 2f(Pc1 ∩ Pc2)/(f(Pc1) + f(Pc2)).

Knappe et al. [81] define a similarity measure, which is not
only based on taxonomic relations but also considers other, property-
based relations between nodes. They agree that approaches calculating
the shortest path based on the number of is-a relations between nodes
(e.g., Wu & Palmer [154] or Zhong et al. [162]) are straightforward
and do not exhibit high computational costs. However, not only the
shortest path between nodes may contribute to similarity as multiple
paths between nodes may exist.

For example, the degree of similarity between node c1 and node c2
should be higher if they both have a property to node c3 in addition.
Hence, node c1 and node c2 are connected over two paths. This exam-
ple shows that a measure that considers multiple paths between nodes,
returns a better similarity value, but also raises issues of computational
issues as calculating all possible paths between nodes is a complex task.

To solve the complexity problem, Knappe et al. exploit a subset of
all possible paths for measuring similarity, which is based on the notion
of shared nodes. Shared nodes are all nodes, that are (upwards) reachable
from the corresponding nodes and reflect the set of nodes π(c1) ∩ π(c2),
they have in common. In (Figure 2.29), an example ontology is given, in
which all shared nodes between nodes c1 and c2 are visualized through
non-colored circles.

Knappe et al. define the similarity between these nodes as:

(2.13)

simKnappe(c1, c2) = λ · |πnodes(c1) ∩ πnodes(c2)|
|πnodes(c1)| +

(1− λ) · |πnodes(c1) ∩ πnodes(c2)|
|πnodes(c2)|

λ is a weighting factor with range [0,1] that defines the relative impor-
tance of generalization vs. specialization. The similarity function outputs
a value which scores between 1 (for similar nodes) and 0 (for dissimilar
nodes). Setting λ to 4

5 , the similarity of nodes c1 and c2 according to the
ontological fragment shown in (Figure 2.29) is

simKnappe(c1, c2) = 4
5 ·

4
5 + (1− 4

5) · 4
6

= 0.77



2.4 Semantic Web technologies and the tourism sector 63

Figure 2.29
Similarity measure by
Knappe et al. [81].
This measure is based
on the set of shared
nodes between two
given nodes. This set
is represented in this
Figure through
non-colored circles.

Hybrid measures

Jiang & Conrath [77] present a mixed approach that combines a
path-based with an information-based method. They use the approach
proposed by Resnik to measure the similarity between nodes based on
the information content of their mis. However, this approach does not
consider how distant the nodes are from their common mis. Therefore,
Jiang & Conrath extended the approach of Resnik by exploiting not only
the information content of themis, but also take into account the distance
between the nodes and the mis.

To measure the distance, weights are assigned to the edges along the
shortest path to the mis of the two corresponding nodes. The weight of
an edge is defined as the link strength ls, which is computed by taking
the difference of the information content ic values between a child node
c and its parent node p:

ls(c, p) = |ic(c)− ic(p)| (2.14)

Next, the semantic distance between nodes c1, c2 can be computed by
adding all the edge weights along the shortest path. It is therefore defined
as:

distJiang&Conrath(c1, c2) =
∑

c∈{path(c1,c2)−mis(c1,c2)}

ls(c, p)) (2.15)

= ic(c1) + ic(c2)− 2 · ic(ccp(c1, c2))

Lin [85] proposes a similar measure that takes into account the ic
of the individual nodes and the ic of the mis. Instead of calculating the
difference, he uses a ratio in the formula.

Mazuel et al. [90] propose a similarity measure, which can be seen
as a generalization of the approach by Jiang & Conrath [77]. On the
other hand, it is closely related to the approach presented by Knappe et
al. [81]. It is related to the latter as it emphasizes that two nodes can
be connected to each other over various paths following different kind of
relations, such as is-a, part-of or domain-specific ones. However, they
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argue that not every path is semantically correct and thus valid. To
identify semantically correct paths, they refer to rules defined by Hirst &
St-Onge [69].

Hirst & St-Onge [69] distinguish three kinds of relations, namely
upward relations [U] (corresponding to generalization), downward rela-
tions [D] (corresponding to specialization) and horizontal relations [H]
(representing domain-specific relations and carrying a specific meaning).
Based on these relations types, they present three rules to describe se-
mantically correct paths, namely a) no other direction may precede an
upward relation, b) at most one change of direction is allowed, and c)
it is permitted to use a horizontal relation to make a transition from an
upward to a downward direction. Finally, they outline 8 patterns to build
correct paths, which correspond to these three rules. The patterns are
U, U-D, U-H, U-H-D, D, D-H, H-D, H.

Figure 2.30
Distance measure by
Mazuel et al. [90]. It
is based on the
shortest, semantically
correct path between
two nodes. The path
might consist of
different types of
relations.

According to (Figure 2.30), there are two correct paths between nodes c1
and c2:

path1(c1, c2) = {c1, is−a, c3, is−a, c4, is−a, root, contains, c5, contains, c2}
path2(c1, c2) = {c1, is−a, c3, has−part, c2}

The relation contains is the inverse of the relation is−a and the relation
has−part the inverse of the relation part−of . Next, the weight (i.e.,
cost) of the semantically correct paths has to be calculated. For a path
that only consists of is-a relations (e.g., path1), the information-based
measure proposed by Jiang & Conrath is used. If a path consists of
mixed relations (e.g., path2(c1, c2) with {c1, is−a, c3, has−part, c2}), it is
splitted into single-relation sub-paths. Hence,

path2(c1, c2) = path21{c1, is−a, c3} ⊕ path22{c3, has−part, c2}

The weight of a mixed-relation path is calculated by summing up the
weights of its single-relation paths. As the information-content based
measure computes the weights regarding to the hierarchy structure of
the ontology, it cannot be used to compute the weight of non-hierarchical
relation types such as part−of ones. Therefore, Mazuel et al. suggest a
new approach to derive a weight for such kind of relations. The weight
of a path wpathr

(c1, c2) when r is a non-hierarchical relation, is defined
as

wpathr
(c1, c2) = TCr ·

|pathr(c1, c2)|
|pathr(c1, c2)|+ 1 (2.16)
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Mazuel & Sabouret use a n
n+1 function to simulate the log function of

the information-content based approach. (According to this approach,
the most specific nodes in an ontology are considered high informative
and have assigned a value near to 1. If going up in the taxonomy, the
values of the parent nodes decrease with the log progression of their infor-
mativeness.) Based on the n

n+1 function, the weight of a path increases
with the length of the path (the increase follows the log progression). It
is bounded by the factor TCr (i.e., the weight of the path pathr can never
score higher than TCr).

TCr is a static weight factor, which represents the strength (i.e.,
weight) of a given relation type. A low value of TCr represents a high
strength of this relation type, which means that it is very informativeness.
This results in a low weight (i.e., cost) of pathr (cf. Equation 2.16). The
higher the value of TCr is, the lower is the informativeness of this relation
type and the higher is the weight of the path.

If we assume the information content ic of the various nodes depicted
in (Figure 2.30) as ic(c1)=1, ic(c2)=1, ic(c3)=0.68, ic(root)=0.08 and
TCpart−of =0.4, we can calculate the weight w of the paths path1 and
path2 as follows:

wpath1(c1, c2) = 1 + 1− 2 · 0.08 = 1.84 (cf. Equation 2.15)
wpath21

(c1, c3) = 1− 0.68 = 0.32 (cf. Equation 2.14)

wpath22
(c3, c2) = 0.4 · 1

1 + 1 = 0.2 (cf. Equation 2.16)

wpath2(c1, c2) = wpath21
(c1, c3) + wpath22

(c3, c2)
wpath2(c1, c2) = 0.32 + 0.2 = 0.52

In the last step, the distance between nodes c1 and c2 is defined as follows:

distMazuel&Sabouret = min
path∈πpaths(c1 ,c2 )|HSO(path)=true

W (path) (2.17)

πpaths(c1, c2) is the set of acyclic paths path between nodes c1 and c2.
The function HSO : πpaths(c1, c2) −→ B is defined such that HSO(path)
is true iff path is a valid path according to the Hirst & St-Onge rules.
As defined by (Equation 2.17), the distance between c1 and c2 equals
the minimum path weight. According to our example, path2 has the
minimum weight value and thus, the distance dist(c1, c2) = 0.52.

Lessons learned

(Table 2.12) gives an overview of the advantages and disadvantages
of the various approaches that have been presented in the last sections.

Path-based measures calculate the shortest path between nodes. In Path-based measures.
the simplest approach (cf. Rada [109]), the edges on the path represent
uniform distances. More advanced versions scale the distance value by the
depth of the closest common parent (cf. Wu & Palmer [154]) or by a factor
which calculates the depth for each level within the ontological hierarchy
(cf. Zhong et al. [162]). The approach presented by Sussna [136] is
more complex as it is sensitive to following four parameters: a) not only
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Table 2.12
Pros and Cons of the
presented similarity
measures.

Measure
Rada et al. [109] Complexity semantic distance

Pros simplicity
Cons all edges represent uniform weights,

requires a consistent taxonomy
Wu & Palmer [154] Complexity semantic similarity

Pros simplicity, depth of ccp
Cons taxonomic relations only, requires a

consistent taxonomy
Zhong et al. [162] Complexity semantic similarity

Pros simplicity, weighting factor for depth
of nodes

Cons taxonomic relations only, requires a
consistent taxonomy

Sussna [136] Complexity semantic relatedness
Pros considers different types and number

of relations as well as depth of nodes
Cons requires parameters to be settled

Resnik [112] Complexity semantic similarity
Pros probability of word occurence in text

corpora to enhance similarity
Cons WordNet specific, only mis, compu-

tational effort to calculate ic from
corpora

Seco et al. [126] Complexity semantic similarity
Pros ic based on hierarchical ontology
Cons requires consistent ontology, taxo-

nomic relations only
Tversky [142] Complexity semantic similarity

Pros considers properties
Cons does not exploit taxonomic relations

and information about the object a
property is linked to

Knappe et al. [81] Complexity semantic similarity
Pros considers properties
Cons relation types cannot be weighted

Jiang & Conrath [77] Complexity semantic similarity
Pros exploits path between nodes and

common mis
Cons taxonomic relations only, WordNet

specific
Lin [85] Complexity semantic similarity

Pros exploits path between nodes and
common mis

Cons taxonomic relations only, WordNet
specific

Mazuel et al. [90] Complexity semantic relatedness
Pros considers mixed-relation paths
Cons similarity is calculated based on the

shortest path only
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taxonomic relations (is-a) are exploited to determine the shortest path
but also domain-specific ones, b) these relation types can be weighted,
c) the number of relations of the nodes on the shortest path are taken
into account, and d) the depth of the nodes is considered as well. All
these parameters account for the strength of a link between adjacent
nodes in an ontology and thus, have a significant effect on the length of
the shortest path between particular nodes within the ontology. As the
approach by Sussna utilizes different parameters to define the strength
of a link, it can be classified as being a semantic relatedness measure.

As Resnik points out in [112], path-based measures require a con- Information-based
measures.sistent and well-organized ontology, as the semantic strength of a link is

just computed by exploiting ontological information. He argues, that ap-
proaches that exploit information content from other sources (e.g., text
corpora) are less sensitive to issues related to variable semantic distances
or different node densities within the ontology [8]. Resnik only considers
the information content of the most informative subsumer to calculate
the similarity. Hence, all nodes that share the same most informative
subsumer therefore have identical similarity values, although there might
be some fine-grained distinctions between them. Therefore, Jiang & Con-
rath [77] and Lin [85] also consider how distant the individual nodes are
from their most informative subsumer by incorporating the information
content of the individual nodes, too. However, the information content
value heavily depends on the type of text corpora used as well as its size.
The Brown corpus, which is usually used together with the taxonomy of
WordNet, is a general knowledge base and ideal to calculate similarities
between words. In this way, its applicability for domain ontologies, which
utilize a specific vocabulary, is restricted as WordNet does not cover very
specific definitions. Moreover, information-based measures require to per-
form a rather time-consuming analysis of the text corpora to calculate
the information content values. Of course, once the computation is fin-
ished, it does not need to be recomputed unless a new node (word) is
added to the ontology. In addition, they just consider taxonomic rela-
tions to compute the similarity values. If domain-specific relations should
be considered as well, a hybrid approach has to be chosen.

Property-based measures focus on the set of shared properties be- Property-based
measures.tween nodes. In this way, the commonalities of two nodes can be esti-

mated by the extent to which they share properties. Such a measure is
proposed by Tversky [142]. However, one cannot assign specific weights
to different domain-specific relations. In this way, all properties have the
same weight. In addition, it does not account for properties a node
may inherit from its parent node. A further, major disadvantage is
that only the properties leaving a source node are taken into account
to compute the similarity, but not the target nodes to which the prop-
erties are connected. To give an example, for calculating the similarity,
it makes no difference whether the property hasArchitecturalStyle
links to BaroqueArchitecture or GhoticArchitecture, nor the prop-
erty hasTopic links to ImperialVienna vs. GreenVienna. Knappe et al.
[81] suggests a similar approach, which is based on the notion of shared
nodes. Its crucial drawback is that all relations, i.e., is-a relations and
domain-specific ones, represent the same weights.

Hybrid approaches incorporate the advantages of different ap- Hybrid approaches.
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proaches, such as path-based and information-based measures. The ap-
proach of Mazuel et al. is worth-mentioning as it considers mixed-relation
paths, i.e., paths that might include is-a and domain-specific relations.
Thereby, different weights can be assigned to the varying types of rela-
tions. Basically, this measure calculates the whole set of semantically
correct paths between two given nodes. In the next step, the shortest
path, which is semantically correct is selected to define the similarity be-
tween two nodes. As the weight of taxonomic relations is computed based
on the information-based approach by Jiang & Conrath [77], it exhibits
the same disadvantages.
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3 First matchmaking process

As outlined in (Section 1.5) we propose an iterative matchmaking process
that consists of two sub processes. To provide personalized recommen-
dations for tourists, it is crucial to model both the generic preferences of
tourists and the characteristics of the related tourism objects: on the one
hand, the tourist has to be characterized sufficiently in his/her prefer-
ences, and on the other hand, the supplier side, all tourism objects have
to be quantitatively characterized, reflecting similarities and differences
between them.

(Figure 3.2) details the first matchmaking process. We leverage the
concept of tourist types (e.g., sightseer, adventurer) based on existing
typologies in the scientific tourism literature (see Section 2.3) and use
them in form of a stereotypical approach to generate a high-level user
profile.

Figure 3.1
The first
matchmaking process
based on tourist
types.

Such profiles can be represented in a vector-space model. Given that
the tourism objects are represented in this vector space as well, vector-
based matchmaking can be applied to relate user profile vectors against
vectors of tourism objects.

Figure 3.2
Representing generic
profiles in a
vector-space model.

As depicted in (Figure 3.2), a particular tourist and the exemplary
tourism object ’St. Stephen Cathedral’ are both represented through
vectors that describe their generic preferences vs. characteristics. A vec-
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tor based matchmaking method can then be applied to propose a list of
top-N recommendations.

To achieve this goal, following research issues have to be tackled:

o a selection of an appropriate tourist typology, which is used as basis
for the stereotypical user modeling approach

o a representation of tourist profiles in a vector-space model,
o a method to construct such tourist profiles in a convenient way for

tourists as it is difficult to specify such vectors directly,
o a representation of tourism objects in this vector space, and
o a vector-based similarity metric to match tourist profiles against

the profiles of tourism objects

Each of these research issues will be discussed in the following sub-
sections.

3.1 Selection of an appropriate tourist
typology

We use the approach by Werthner et al. [96] as basis to derive our set
of tourist types and to generate a high-level tourist profile that predicts
tourist preferences according to the set of activities offered at a specific
destination. This work addresses the question whether a lower number
of factors is sufficient to compose a travel profile. Thereby, it uses the
15 tourist roles proposed by Yiannakis & Gibson [54], which people are
likely to be engaged in during vacation. In addition, personality traits
in the form of the “Big Five”, i.e. extraversion, agreeableness, conscien-
tiousness, neuroticism, and openness to experience are taken into account
to relate the personality types to travel behavioral patterns. Personal-
ity characteristics stay rather stable over time and thus constitute the
long-term user profile. Based on a factor analysis, the tourist roles and
the personality traits could be reduced to a set of 7 factors, comprising
sun loving and connected, educational, independent, culture loving, open
minded and sportive, risk seeking as well as nature and silence loving.

In our case, we refer to the set of the 7 factors as follows: Sun Wor-
shipper, Educational Buff, Sight Seeker, Cultural Visitor, Avid Athlete,
Action Seeker, Nature Lover (see Figure 3.4).

Along with this, we would like to emphasize the work by Moscardo
et al. [93] that people evaluate destinations during their decision-making
process with respect to the set of activities they can perform there. In
this way, activities are very important for tourists to satisfy their needs
during destination stay. Gretzel confirmed in her study [57] that tourist
types (e.g., sight seeker) are a valid means to predict the set of activities
in which tourists like to engage during their vacation.

The linkage between a particular tourist and the tourist types he/she
engages in is not fixed, which means that in each decision-making vs.
recommendation process he/she can refine the linkage and choose those
tourist types that best reflect his/her travel needs and prevalent travel
preferences.
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3.2 Representation of tourist type profiles
Vectors are suited to model tourist types whereby each dimension cor-
responds to a certain tourist type while the value indicates how much a
particular tourist identifies him- or herself with the corresponding type.
To put it in other words, the value quantifies the degree of match between
this category and the tourist.

Typically, however, individual tourists cannot be characterized by
only one of these archetypes but have mixed profiles as they show at-
tributes of several types, although to varying degrees. Thus, tourist types
model the tourists’ generic interests in an abstract form. (Figure 3.3)

Figure 3.3
Modeling the tourist
profile through a
vector.

depicts an exemplary tourist, who likes to enact in the role of an sight
seeker, followed by nature lover and avid athlete, and rather dislikes cul-
tural activities.

3.3 Construction of an initial tourist profile
Putting personal data into the system is a cumbersome task for tourists
and it is thus desirable to minimize user input for creating a user profile.
As it is difficult to specify a tourist profile directly, a stereotype approach
addresses this issue by using the tourist factors classification in order to
facilitate the process of tourist profile creation. Gretzel et al. [57] con-
firmed that tourist types can be used as a shortcut in order to classify
tourists into groups and use the predetermined preferences that charac-
terize the individual tourist types to select appropriate tourism objects.
Furthermore, they found out that tourists were able to select best-fitting
tourist types and could identify those that did not match their prefer-
ences.

In this way, travel types can be used as a substitute for lengthy user
questionnaires. One way to use them within a stereotype approach is
to let users choose among a set of pre-defined travel types which are
presented to them through a Web interface (cf. Figure 3.4). Users can
use the rating bars to quantify how much they identify themselves with
the several tourist factors. A mapping has to be defined between the
ratings (number of filled in heart-symbols) and the numerical values of
their vector representation. (Figure 3.5) shows such a mapping whereby
the numerical values range between 0 and 100.

Another method is to derive the tourist profile from tourism-related
photographs, by letting the tourists select from a couple of photos that
reflect their tourism habits, and then infer their according tourist fac-
tors. This way, it is possible to make the traditional process of profile
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Figure 3.4
A Web interface
allowing users to
choose among tourist
factors to initialize
their profile.

Figure 3.5
Mapping between
rating symbols and
numerical values.

generation more fun [95]. This approach has been implemented in a Web
application called “PixMeAway” by the company PIXTRI OG. (Figure
3.6) depicts the picture selection process.

Figure 3.6
Online picture
selection
(www.pixmeaway.com).

3.4 Representation of tourism objects’ profiles
The goal of the matchmaking process is finding, for a given tourist profile,
those sights that are most attractive to a particular tourist. Therefore,
it is crucial to model how the different tourist types can be linked to
appropriate tourism objects. As destinations usually offer a large amount
of tourism objects to their visitors, we propose a semi-automatic, two-step
process to link the given tourist types to appropriate tourism objects.

In a first step, domain experts mark manually for each of the pro- First step: domain
experts define scores
for tourism objects
manually.

totypical tourist factors (e.g., Action Seeker or Cultural Visitor) a small
sample of typical tourism objects that are closely related to these types.
The degree of relationship can be specified with different weightings.
That is done individually for each of the tourist types. As depicted in
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(Figure 3.7), the city destination Vienna offers a set of tourism objects
that fit the interests of the Action Seeker, including Bungee Jumping at
the Danube Tower, visiting the Third Man Tour and riding the Roller
Coaster at the Prater. Another set of tourism objects such as the Spanish
Riding School or the Albertina Museum are related to culture and thus
fit the Cultural Visitor type.

Figure 3.7
Linking prototypical
tourist factors to
typical tourism
objects of the
destination Vienna.

After this step, certain tourism objects (e.g., the Spanish Riding
School) are linked to their most corresponding tourist factor (e.g., the
Cultural Visitor). The weight of the linkage is specified through a nu-
merical score. The higher the score, the closer is the linkage between
the tourism object and the respective prototypical tourist type. In our
case, the score attached to a tourism object scales between the values
100 (maximum value) and 0 (minimum value). The scores defined for
each tourism object can be visualized in a matrix. (Table 3.1) shows
the scores of the Spanish Riding School. In this case, there is only 1
entry inserted by the domain expert. Moreover, some tourism objects

Table 3.1
A matrix depicting
the weighting scores
for the Spanish
Riding School that
have been inserted by
the domain expert.

Tourist Type Spanish Riding School

Sight Seeker ?

Cultural Visitor 100

Nature Lover ?

Avid Athlete ?

Action Seeker ?

Educational Buff ?

Sun Worshipper ?

(e.g., the Clock Museum) might not have even been linked to any of the
tourist types by the domain expert (cf. Table 3.2). As these examples
show, some weighting scores are missing. For example, we do not know
whether the Spanish Riding School is also relevant for other tourist
types such as the explorer tourist.

Hence, we need a procedure that automatically inserts all missing
scores of the tourism objects. Another requirement is that this should
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Table 3.2
A matrix depicting
the weighting scores
for the Clock
Museum. As the
domain expert has
not inserted any
values, it is yet
unknown which
tourist types might be
interested in this
attraction.

Tourist Type Clock Museum

Sight Seeker ?

Cultural Visitor ?

Nature Lover ?

Avid Athlete ?

Action Seeker ?

Educational Buff ?

Sun Worshipper ?

be done in an automatic way in order to disburden the domain expert.

A promising solution is based on the idea to consider the similar-
ity between tourism objects. If two objects are similar, we can also
argue that they are of same relevance for a specific tourist type. Once
we have computed the degree of similarity, we can propagate the scores
which have been determined by the domain expert to all related tourism
objects. For example, if we know that the Albertina Museum is highly
relevant for cultural tourists and given the RDF statements Albertina_-
Museum rdf:type Museum and Museum_Modern_Art rdf:type Museum
it can be predicted that the Museum of Modern Art might also be
relevant for cultural tourists as it is rather similar to the former one.
One reason that we can claim that both museums are similar is the fact
that both belong to the same concept (Museum). Of course, the amount
of score that is propagated to ’similar’ objects should reflect the degree
of similarity. This means that with decreasing similarity value, the score
propagated should decrease as well.

Thus, in a second step, we need to come up with a similarity metric Second step: a
similarity metric is
used to predict the
missing values in an
automatic way.

for tourism objects. Semantic similarity measures quantify similarities
based on the proximity between the nodes in an ontology. If the tourism
objects are semantically annotated according to a tourism ontology and
organized in form of a semantic network, we can exploit this kind of
ontological knowledge. (Figure 3.8) illustrates this approach and shows
how ontological concepts are used to describe the tourism objects. In

Figure 3.8
Tourism objects can
be described
semantically based on
a tourism ontology.
The circles represent
concepts within the
ontology.
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Figure 3.9
Leveraging semantic
similarity between
tourism objects to
propagate weighting
scores.

(a) Defining a similarity mea-
sure between tourism objects.

(b) Profile progation based on
the semantic similarity between
tourism objects.

this Figure, the Spanish Riding School and the Schönbrunn Palace
are shown, which are annotated through ontological concepts and act
as elements in the semantic network. The ’leave’ symbol next to the
Spanish Riding School denotes that this instance has already been linked
by the domain expert to some tourist types.

Once we have annotated all tourism objects with semantic concepts
and defined a semantic similarity metric (cf. Figure 3.9a), we can use it
to propagate the weightings (cf. Figure 3.9b) throughout the semantic
network of tourism objects. After this step, for every tourism object a
score is obtained that expresses the correlation with each of the given
tourist type in a quantitative way.

In the following, we first present our tourism ontology that we
have used to annotate the tourism objects with ontological concepts.
We then show which semantic similarity measure (for an overview of
different measures see Section 2.4.4) fulfills our requirements and thus
is appropriate to be used as basis to calculate the similarity between
tourism objects. Finally, we show how we adapt this measure to fit our
framework and we visualize the process that is used to automatically fill
the missing scores of the tourism objects. The tourism ontology is also
used in the second matchmaking process (see Chapter 4) to generate
specific profiles as overlays of the ontology.

3.4.1 Developing an e-tourism ontology
Due to the heterogeneity of the tourism sector, the process of developing
and maintaining a single tourism ontology that covers the whole tourism
market, including geographical-, temporal-, and user-related information
would be very tedious [28] and would require an agreement of the shared
vocabulary between the different tourism organizations. Hence, in order
to cover the semantic space of the tourism domain and to facilitate inter-
operability between the different tourism services, a bundle of ontologies
may be required. However, these ontologies are not disconnected, but
should be integrated around a core domain ontology, as proposed by the
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methodology in Stuckenschmidt et al. [135]. In detail, the core ontology
should contain the common vocabulary of the tourism sector and can be
extended by other ontologies in a modular way.

Ontologies can be described according to their level of genericity (cf.
Figure 3.10), using the classification model developed by Guarino [63].

Figure 3.10
Classification of
ontologies.

c

Top-Level (upper-level) ontologies describe very general concepts like
space, time, matter or object. Ontologies on this level are domain- or
problem independent. Several top-level ontologies are available, such
as UMBEL, SUMO, OpenCyc, W3C Geo or W3C Time. A domain
ontology describes the vocabulary related to a generic domain. Thereby,
the concepts introduced in the top-level ontologies are further specialized.
Task ontologies describe a generic task or activity, such as the process
of booking a package tour, including flight and rental car. Application
ontologies are a specialization of both, domain and task ontologies. The
concepts of an application ontology correspond to roles played by domain
objects while performing a certain activity. An example would be an
ontology to assist tourists in planning a complete travel solution.

We have developed a core domain ontology called cDOTT (core Do-
main Ontology of Travel & Tourism) [16]. cDOTT was developed based
on the methods proposed by Uschold & King [55] and Noy & McGuin-
ness [98]. As depicted in (Figure 3.10), cDOTT is a domain ontology that
contains tourism concepts on a higher-abstract level which can be further
specialized by application ontologies. The main concepts to be defined
are tourism objects (i.e., attractor, food&service, accommodation, trans-
portation and infrastructure), tourism events (e.g., music festival) as well
as tourism destinations (e.g., national park or lake region)[110]. In ad-
dition, it is related to concepts of upper-level ontologies, thus achieving
the linkage of lower-level and upper-level ontologies. cDOTT is aligned
to concepts of the upper-level ontology UMBEL, a lightweight, subject
concept reference structure for the Web. In addition, concepts of other
upper-level ontologies are integrated, including the W3C Geo & Time-,
the FOAF -, a currency- and a country ontology. cDOTT is based on
the published Harmonise ontology [49] as well as on the EON Traveling
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ontology [43], while including relevant terms from additional ontologies.
The ontologies were investigated with respect to their level of maturity,
because each of them has been developed under a slightly different pur-
pose. According to this fact, the ontologies show only a small overlap
of concepts and one has to cope with different naming and distinctive
granularity of concepts. In order to counteract these obstacles, cDOTT
is defined on a more abstract level, so that existing, more fine-grained
tourism ontologies such as the QALL-ME [94] or the DERI OnTour on-
tology [39] can be integrated.

The integration of other ontologies enables concept expansion and
reasoning. The benefit of this methodology is the possibility to leverage
existing concepts and enrich tourism objects with semantic annotations
using controlled vocabularies, thereby assigning new semantic roles to
tourism objects.

Towards the integration of concepts related to tourism objects within
cDOTT

As our main goal is to match tourist profiles with tourism objects
it is necessary to add specific concepts that are necessary in order to
semantically describe tourism attractions. This is done by extending
cDOTT through a more fine-granular vocabulary that focuses on the
domain of tourism attractions.

Tourism attractions are a very specific field within the tourism indus-
try. A vast amount of attractions exists worldwide that attracts millions
of tourists each year. The side-effect of the variety and quantity of attrac-
tions is nearly the same amount of different classification schemes that
are used to categorize and describe these attractions. This not only con-
fuses tourists searching for attractions, but also has a negative effect on
destination management organizations which are forced to use different
categorizations. Different classification schemes are used not only on a
country level, but also on a regional level and it also happens that local
tourist boards belonging to a certain tourism region use different cate-
gories to describe their attractions. Hence, it is not suprising that there
is no standard yet on European level to classify tourism attractions. Due
to the diversity and complexity of attractions, tourism research has come
up with a large volume of definitions of tourism attractions.

According to Walsh-Heron & Stevens [78], a visitor attraction is a
feature in an area that is a place, venue or focus of activities, which,
among other things,

o sets out to attract visitors
o provides a fun and pleasurable experience
o provides an appropriate level of facilities and services to meet and

cater to the demands, needs and interests of its visitors.

Based on this definition, tourists visit such attractions where they expect
to derive high pleasure. These either can be either natural attractions,
such as the ’Grand Canyon in the USA’, buildings created by humans
such as the ’Colosseum in Rome’, venues such as the ’Football World Cup’
or locations that offer specific kinds of activities such as sports-related
activities (e.g., rafting) or cultural-related activities (e.g., watching an
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opera). Besides, attractions might not realize their potential themselves,
but require infrastructural and other kinds of services to satisfy their
visitors.

Modeling tourism objects in cDOTT

This section details the vocabulary that we used to describe tourism
objects and explains its integration in the overall cDOTT ontology.
As the cDOTT ontology already contains the concept attractor for
describing tourism attractions, this concept served as starting point to
derive a more comprehensive set of concepts which is needed to describe
different types of attractions. To define this set of concepts, a top-down
and bottom-up approach has been followed. The task of the top-down
approach is to build a conceptual layer of attraction types based on
existing taxonomies and classification schemes. Within the bottom-up
approach, descriptions of tourism attractions, taken from Websites of
tourism organizations and travel guide books, have been studied to
identify missing features.

In order to refine the attractor class and form a hierarchical struc-
ture of attraction types, we exploited the taxonomy developed within
the PICTURE project [143]. In (Figure 3.11), the sub-concepts of the
class attractor are depicted. On a coarse-grained level, attractors can be
classified in objects (such as monuments and buildings), places (such as
parks, gardens or urban areas) and events (such as concerts or festivals).
The concept city highlight is used in order to mark certain attractors
explicitly as ’worth seeing’ and to bring them into prominence. Each of

Figure 3.11
Classification of
attractors within
cDOTT.

these concepts is further splitted into several sub-concepts. The resulting
hierarchical structure reaches a depth up to six levels and contains about
120 classes.

Based on information from existing tourismWebsites and travel guide
books, we found out that quite often, tourism attractions are grouped
according to destination-specific themes. For example, the Viennese
tourism board bundles tourism attractions in certain topic related to
the Imperial Vienna, Green Vienna, Vienna Design or Art Nouveau. In
order to relate attractors with destination-specific topics, we included
the class topic into the cDOTT ontology as well. (Figure 3.12) depicts
the semantic description of the tourism attraction Schönbrunn Palace
located in Vienna. It is classified as palace which belongs to the class
historical architecture. Furthermore, it belongs to the theme imperial vi-
enna as it is closely related to the House of Habsburg. Moreover, it is
built by the architects Nicolo Pacassi and Johann Bernhard Fischer
von Erlach. The FOAF ontology was imported in order to represent
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Figure 3.12
Fragment depicting
the semantic
description of the
Viennese attraction
Schönbrunn Palace in
cDOTT.

the concept architect as a foaf:Person. Furthermore, as the Schönbrunn
Palace is one of the most favorite Viennese attractions, it is annotated as
a city highlight. Besides, it is built in rococo style. It is closely located to
the attractions Schönbrunn Zoo, Wagenburg and Gloriette. Additional
information about this attraction is given by the link to its Wikipedia
Website.

3.4.2 Adaptation of the semantic similarity measure for
the tourism domain

In (Section 2.4.4) we presented a list of semantic similarity measures and
discussed their advantages and shortcomings. In order to select the sim-
ilarity measure which is best suited for our problem domain, we need
to identify a set of requirements that should be accomplished by the
measure. First of all, as we have modeled all related domain knowledge Single ontology

similarity measure.within a single tourism ontology, we can restrict to the set of single on-
tology measures that compute the similarity between objects within the
same ontology.

A further critical requirement is that the measure should not only Consideration of
different types of
relations.

exploit taxonomic relations to predict a similarity value between objects,
but incorporates domain-specific ones as well. A reason for this is the
fact that destinations may classify attractions not only based on their
functional type (e.g., museum or palace) but also assign them to spe-
cific topics with respect to their distinctive features (e.g., the tourism
office of Vienna classifies attractions that are related to the imperial-
ism to the topic ’Imperial Vienna’). To reflect such facts in the knowl-
edge base, domain-specific relations have to be used. Relations such as
hasArchitecturalStyle or isBuiltBy are further examples of domain-
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specific relations, which might influence the similarity values. These val-
ues are thus dependent on the relationships within the semantic network.
Hence, the similarity measure needs to support several kinds of relations.

Next, the similarity measure should consider the depth of the Consideration of the
depth within the
hierarchical ontology.

nodes within the hierarchical ontology fragment. Hence, the similar-
ity between general nodes (e.g., Event-Object-Place) should be lower
than between rather specific nodes at the bottom of the hierarchy (e.g.,
ArtGallery-CulturalHistoryMuseum-TechnologyMuseum). Another Varying distances

between sibling and
child-parent nodes.

requirement, which should be fulfilled, is that the distance between sib-
lings should be greater than the distance between parent and child nodes.
In other words, the Natural-History Museum and the Science Museum,
which are both subclasses of the class Museum, should be less similar than
the Natural-History Museum compared to the class Museum.

All these requirements influence the semantic strength of a link be-
tween two nodes within the ontology, and thus, the resulting similarity
value. To sum up, the weight of a link should be affected by the following:

o the kind of relations (hierarchical and non-hierarchical)
o the depth within the hierarchy
o the sibling-parent similarity

As we do not exploit knowledge from a text corpora, we cannot rely on
information-based measures. In addition, they are rather used in con-
nection with upper-level ontologies and not with domain-specific ones.
Our research was subsequently considerably influenced by that of Sussna
[136] as it incorporates all needed requirements. As it provides the possi-
bility to specify weights for different kinds of relations (comprising non-
hierarchical ones) it allows for the comparison of domain concepts based
on their properties as well. Hence, we abstain from combining it with a
feature-based measure.

Billig et al. adapted in [18] the measure by Sussna for the RDF
environment. The weight between two adjacent nodes c1 and c2 is defined
by:

wBillig(c1, prop, c2) = w(c1, prop) + w(c2, prop)
2 ∗max(lene(c1), lene(c2)) (3.1)

wBillig(c1, prop) = maxprop −
maxprop −minprop
propCard(c1, prop)

(3.2)

lene(c) = length(MinPathWeight(c, root, f, rdfs:subClassOf )) (3.3)

(c1, prop, c2) describes an RDF triple, whereby the property prop links
node c1 with node c2. Billig et al. [18] define the property weight range of
rdf:label as [0,0] and the ranges of rdfs:subClassOf and rdf:type as
[1,2]. The property weight range of domain-specific relations can be either
set to a similar range or to a constant value that is determined based on
the results of experiments. propCard is the number of properties of a
given type leaving the corresponding node c. lene(c) depicts the minimum
path weight from node c to the root node of the ontology based on the
number of is-a relations. As the path weight f is equal to the path length,
the minimum path weight is calculated by summing up the number of
is-a edges on the path from node c to the root node.
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3.4.3 Process to calculate similarity between tourism
objects and quantify their attractiveness

Figure 3.13
Process steps in order
to calculate the
similarity values
between tourism
objects and derive a
score for each object
that depicts its
attractiveness for a
specific tourist type.
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The adaptation of Sussna’s approach to our tourism domain and the
propagation of scores to the tourism objects incorporates following pro-
cess steps (cf. Figure 3.13):

1. Determination of the property weight ranges: According to [136], we
set the weight range of rdf:label as [0,0], the range of rdf:type
and rdfs:subClassOf as [1,2] and the weight range of hasTopic
to the constant weight 1.5. These weights can be set in an external
RDF file, which can be read in programmatically. (Figure 3.14)
depicts a fragment of our tourism ontology and shows the usage of
these relations.

Figure 3.14
Ontological fragment
of our tourism
ontology, depicting
different kinds of
relations: rdf:type
equals iof (instance
of) and
rdfs:subClassOf
equals is-a.

2. Computation of the edge weights within the ontological graph: In
this step, the weight definitions are used to define the weights of
selected triples (subject, predicate, object) within the ontological
graph. Hereby, all triples will be selected, whose property belongs
to the set of properties with defined weights. The weights are calcu-
lated based on the approach by Sussna [136] & Billig [18]. According
to (Equation 3.1), the maximum of the shortest paths between both
nodes and the root node is calculated by counting the number of
is-a edges to the root node.
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Figure 3.15
Ontological fragment
of our tourism
ontology, depicting
the relations with
attached weights,
which are calculated
based on the
approach by Sussna
[136].

3. Calculation of the shortest paths between the tourism objects: Using
the edge weights from step 2, the shortest path lengths between
all tourism objects can be calculated. To find the shortest path
between a pair of objects, the algorithm of Dijkstra is applied in
this step.

4. Normalization of shortest path lengths: As the length of a path be-
tween two given tourism objects reflects their distance (the longer
the path, the larger is their distance), we need to apply normaliza-
tion in order to compare the different path lengths. The distance
between two objects should scale to a value between [0..1]. The
value 0 means that the objects are identical, whereas value 1 de-
notes that they are dissimilar. Normalization is applied by a) iden-
tifying the maximum length of all paths between the objects, and
b) calculate the distance values based on the ratio of the individual
path lengths and the maximum path length.

5. Transformation of the distance values into similarity values: The
normalization is the prerequisite in order to define the similar-
ity values between tourism objects. As semantic similarity is the
inverse notion of the semantic distance, its value is derived by
1− distance value.

6. Allocation of scores to the tourism objects: In this step, a numer-
ical score is allocated to all objects with respect to the predicted
similarity values. Those objects that have been marked by the do-
main expert get that score that has been assigned to them for a
certain tourist factor by the domain expert. The scores of all other
objects are derived based on their similarity values with the marked
tourism objects. For example, if the score of object A is manually
set to 100 by the domain expert for the tourist factor Cultural Vis-
itor, the score of object B for this tourist factor will be 60, if the
similarity between A and B is predicted to be 0.6. In case that the
domain expert marked several objects, a particular object would
get assigned different score values. To prevent this happening, an
object will always receive the maximum possible score. In addition,
a boost factor can be set to increase the score of tourism objects,
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which are classified as city highlights. The reason for this is the
fact that if the domain expert marks only one object, then objects
that are semantically apart from this specific object would get a low
score even if they are important city attractions. The purpose of
the boost factor is to increase their score as they might be attractive
for tourists anyway.

Following the 6-steps procedure, we can fill the missing values of the link-
age between the tourism objects and the tourist factors by propagating
the scores given by the domain experts based on the similarity between
the tourism objects. In this way, each tourism object is linked to each
of the tourist factors whereby the strength of the linkage is expressed
through a numerical value. Likewise the tourist profile, the tourism ob-
ject profiles can be represented by a vector as well.

3.5 A vector-based distance metric
As soon as a particular tourist profile and the profiles of the given tourism
objects are available and modeled in the same way, a function has to be
defined that compares these profiles. If a tourist profile matches the
characteristics of an object, this object should be recommended to the
respective tourist. Therefore, a matchmaking measure is needed that
examines whether they share similar features.

To estimate the similarity degree between a particular tourist profile
and a set of tourism objects, a vector-based matchmaking approach is ap-
plied whereby a given profile and each tourism object constitute vectors
and are compared in a vector space. The dimensions of the vector space
correspond to the predefined set of tourist factors such that each distinct
tourist factor represents one dimension in that space. (Figure 3.16) de-
picts an exemplatory representation of two tourism object vectors (TO
vectors) and a tourist profile vector in a 3-dimensional vector space that
is defined by the dimensions Cultural Visitor, Nature Lover and Sight
Seeker.

Figure 3.16
A representation of
vectors in the 3-d
space.
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The Euclidean metric is frequently used in the information extraction
domain. We use Euclidean distance as we are rather interested in the
actual difference between a particular tourist profile vector (T ) and the
individual tourism object vectors (O). The Euclidean distance takes the
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magnitude of difference between the vectors in account. The Euclidean
metric is defined as follows:

DistanceEuc(~T , ~O) =
√

(t1 − o1)2 + (t2 − o2)2 + ...+ (tn − on)2 (3.4)

This measure calculates the distance between two given vectors. The
resulting value of this metric is a distance value. The smaller the distance
the more similar the vectors are. In (Figure 3.16) the distance between
the tourist vector and the tourism object vector TO2 is smaller than
the distance between the tourist vector and the tourism object vector
TO1. Hence, TO2 is more similar to the tourist vector and should be
recommended to the tourist in the first place.

In general, the distances between the tourist vector and each tourism
object vector can be calculated and then sorted from the least to the
greatest distance. The top-N candidates of this list can then be recom-
mended to the tourist as shown in (Figure 3.17).

Figure 3.17
A list of top-N
recommendations
based on the first
matchmaking process.

3.6 Summary
In this chapter we demonstrate the first matchmaking process. We show
that tourist factors can be used to generate a high-level user profile and
represent it in a vector-space model whereby the factors form the dimen-
sions and the values depict how much the tourist identifies him- or herself
with the individual factors. We propose a semi-automatic way to repre-
sent the generic characteristics of tourism objects in this vector-space as
well. Thereby, domain experts mark for each of the tourist factors a small
set of tourism objects that are related to these types. In a second step,
the ratings of these experts are propagated to other tourism objects that
are similar to the ones rated by the domain experts based on a semantic
similarity measure. A vector-based similarity measure is then used to
calculate the similarity between the tourist vector and the vectors of the
tourism objects in order to compute their degree of matching and propose
a first list of recommendations.
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4 Second matchmaking process

In this chapter, the second matchmaking process is outlined. For an
overview of both matchmaking process see (Section 1.5). The focus of
this matchmaking process is to refine the generic tourist profile and to
enrich the generic preferences of a tourist through more specific inter-
ests (e.g., a tourist may be a Sight Seeker but may express a dislike of
churches). This is achieved by exploiting tourist feedback on the proposed
top-N list of objects and by using this information to derive a more fine-
granular profile that is capable to model statements such as a ’dislike of
churches’. In contrast to the tourist factors utilized in the first recom-

Figure 4.1
The second
matchmaking process
based on specific
interests.

mendation process, an ontology-based approach is favored to model the
specific profiles of the tourist as well as the tourism objects (see Figure
4.1). This approach is based on the tourism ontology developed in (Sec-
tion 3.4.1). The advantage of an ontology model is that it allows a fine-
granular tracking of user interests. For example, an interest expressed in
a particular object (e.g., the Imperial Furniture Collection located
in Vienna) may increase the level of interest in objects related to this cat-
egory (i.e., cultural history museum), to its parent category museum
or to a related topic such as the House of Habsburg. This dynasty is one
of the most important royal houses of Europe. The museum Imperial
Furniture Collection gives insight into how the imperial family used
to live. In this way, different kinds of relations within the domain model
can be exploited to predict the interests of yet unexplored concepts (i.e.,
concepts that are not yet rated by the user) [23]. Hence, the ontological
model facilitates the propagation of user interests between parent and
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child concepts or any other related concept. Without having such a se-
mantic network, predicting the interest scores of other concepts would
not be possible. For instance, if the user expresses interest in an object
connected with the concept art gallery, the interest level of this con-
cept would be increased but not the level of the concept museum as it is
unknown how these concepts are related.

Such user interests are typically represented as an overlay of the
conceptual domain model, whereby each concept is associated with a
(numerical) interest value that quantifies the level of interest in this con-
cept. In this way, the ontological user profile can be represented as a
high-dimensional vector whereby the dimensions represent the concepts
and the values represent the interest value (see Figure 4.2).

Figure 4.2
The specific profiles
can be represented as
high-dimensional
vectors.

Not only the user interests, but also the characteristics of the tourism
objects can be represented as overlays of the domain model. Hence, the
tourism objects can be modeled in the same vector space. The ontological
concepts represent the dimensions while the values indicate how much the
tourism objects correspond to the different concepts. In order to examine
whether the tourism objects match a particular user profile, their high-
dimensional vectors can be related against the high-dimensional vector
of the tourist. To achieve this goal, following issues have to be tackled:

o a study to explore construction techniques of overlay models, mod-
eling the specific interests of tourists,

o a representation of the specific user and tourism object profiles in
form of overlay models

o a measure to match the high-dimensional tourist profiles against
the high-dimensional profiles of the tourism objects

4.1 An overview of existing overlay
construction techniques

A number of techniques can be used to build user profiles which are
represented as overlay models of ontologies. Basically, they all require
a way to determine the concepts that are interesting for a particular
user, e.g., based on his/her feedback. The degree of interest is typically
expressed through a quantitative weight value attached to each concept.

One construction technique to build such user profiles is based on the
tree coloring method [138]. Tree coloring is a method that colors or tags
nodes in a tree with information. This method is applied in the system
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Persona, which is a personalized Web search tool that enables users to
retrieve Web documents that are tailored to their individual preferences.
The tree used in this system is the Web taxonomy of the Open Directory
Project (ODP). Thereby, the nodes of the tree represent the semantic
contexts of the pages. Each time, Persona delivers a page to a user,
they are asked to rate this page in a positive or negative way. This feed-
back is then used to update their profiles, which represent the collection
of all concepts of the ODP Web taxonomy. As each page has already
been annotated with concepts of the taxonomy, the corresponding nodes
of that page are ’colored’ by the number of times they have been vis-
ited and the number of times the user has provided positive or negative
feedback. (Figure 4.3) depicts a fragment of the taxonomy used by Per-

Figure 4.3
Tree coloring method.
A taxonomical
fragment depicting
colored nodes [138].

4

taxonomy, which contains nodes that represent semantic
contexts of web pages. We keep a record of visited nodes,
and ’color’ each by the number of times it has been visited,
the number of times the user rates it positive or negative,
and URL’s that the node associates with.

ODP is a multiply connected tree: each node can have
multiple children and parents. In the tree itself, ODP has
only one parent, but its format allows multiple aliasing, so
in effect a node may have multiple parents. In addition,
each node is associated with an ID number and a set of
’leaves’ which are the web pages associated with the node.

The user profile is essentially a mapping of contexts to
sets of ODP nodes. A context is defined as a user query.
For each query, the system generates a set of pages. Users
can rate pages as being ’good’ or ’unrelated.’ Since each
page is associated with a node in ODP, this feedback is
updated into the user profile. Each entry in the mapping
has the number of times the node has been visited, the
number of positive and negative feedback for the node and
the set of URL associated with it. Figure 1 (a) displays a
schema of the user profile.

From our discussion in section II, we found several meth-
ods that also uses this tree coloring scheme. Note, however,
that this approach, although along the same lines, are dis-
tinct from these other methods. [6] uses a tree weighting
scheme to calculate the vector space model of documents.
However, the weights - in our case, colors - of the tree does
not change. The other example, SmartPush [8], uses a
simple taxonomy provided by news provider to determine
which news articles to reccomend. This tree is dynamic,
but does not cover the breadth and depth of our proposed
system. Hence, although the idea of tree coloring is not
novel in itself, the way we combine it with the system is
quite distinct.

The following summarizes our user modeling approach:

• Data gathering. Our model gathers data using explicit
feedback. Users are allowed to rate a certain context pos-
itively and negatively. Feedback will be recorded in the
user’s profile.
• Representation. A user profile is a mapping from con-
texts to nodes. One context may map to several nodes.
For example, the context ’car’ may map to nodes that rep-
resent ’Honda’, ’Volvo’, etc. Each node has a ’color’ that
encodes the number of times it has been visited, rated pos-
itive, negative, and associated URL’s.
• Interpretation. The table is kept as the user profile.
When a user submits a query, the system does a table
lookup to find the context. The following happens:
– If found, the system looks at the mapping of nodes, and
accordingly give more or less weighting to its associated
URL’s to be filtered.
– If not found, the system tries to associate that context
with an ODP node. There may be several nodes that can
be associated with the context. For each of these nodes,
look up all the nodes in the table and check if either:
1. The node associated with the query has the same par-
ent as any node in the table.
2. The node associated with the query is a child of any of

CONTEXT_1                       { [ Node Name, Node ID, # NEUTRAL -> {URL}, 
                                                                                        # ’+’               -> {URL},
                                                                                        # ’-’               -> {URL}]
                                                 [ Node Name, Node ID, ......                                  ]

                                                 [ Node Name, Node ID, .......                                 ] }

CONTEXT_2                       { [Node Name , .... ], [Node Name, ....], [ Node ....  ]

......

(a) User Profile

TOP

artscomputer_sciencehealth

vision virus   machine_vision    virus

(+) (-)? ?

(b) Sample case

                                                     ........

Fig. 1. Building and using the user profile (a) depicts a schema of
the user profile, (b) is an example of a use case

the node in the table.
If any of the above is true, return the associated URL’s and
their respective weights to be filtered; else, return nothing.

The results are passed back to the graph based search
algorithm from the previous section. Nodes with positive
weights are given positive bias, while nodes with negative
weightings are given negative bias. Note that the current
prototype implementation simply filters out the negatively
weighted URL’s. It searches only up to one depth up and
down the tree to look for parents and children when com-
paring nodes.

We note that there is much room for improvements. For
example, generalizing the node searching mechanism up to
n nodes up and down the classification tree, we observe that
the nodes are more generic as they reach the root node. We
can add the following simple heuristic: the closer a node
is to the root, the less depth the tree will be searched. So
instead of finding up to depth n for each node, the depth
should be a function of how close a node is to a tree.

To illustrate clearly our profiling system, we give a sim-
ple example as drawn in Figure 1 (b). In the past, a user
had queried ’vision’ and was given two set of results, one
relating health, another regarding computer science (ma-
chine vision). The user indicated that he or she preferred
vision in the health sense, and rated vision in the com-
puter science sense as negative. Next the user queries the
word ’virus’. The system does not have any information re-
garding the user’s preference on ’virus’ and therefore looks
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sona. The nodes vision and machine_vision have already been colored
based on user feedback (i.e., the user preferred information concerning
’vision’ related to ’health’ and expressed disinterest in the concept ’ma-
chine_vision’). In case that the user now queries for pages about ’virus’,
the system does not have any information regarding the user preferences
for this word. In such a situation, the system exploits the taxonomical
structure to find nodes that are semantically similar and that are already
colored by user information. As vision has already been colored with
positive user interest and as vision and virus share the parent node
health, the system might propose pages that are related to ’virus’ in the
context of ’health’. In this way, Persona exploits ontological information
to infer information about yet unknown user preferences.

Another similar method is domain inferencing [48], which utilizes the
taxonomical or ontological structure of the domain model to propagate
interest probability values to related concepts. Kobsa et al. use this
method in a personalized tourist guide to populate user models more
quickly. They distinguish between two techniques, namely sidewards and
upwards propagation. Sidewards propagation assumes that if the user is
interested in a minimum percentage of direct sub-concepts of a given
concept, then he/she is also interested in the remaining sub-concepts.
Thereby, the probability value of these remaining sub-concepts is cal-
culated as the means of the probabilities of the current sub-concepts.



4.1 An overview of existing overlay construction techniques 88

Upwards propagation works similar, i.e., if the user is interested in a min-
imum percentage of direct sub-concepts of a given concept, then he/she
is assumed to be also interested in this concept with a particular interest
percentage. Kobsa et al. used a percentage threshold value of 75% for
sidewards inferences and a threshold value of 60% for upwards inferences.

Table 4.1
An example depicting
sidewards
propagation, adapted
from [48].

Museums
Modern Art Applied Art Contemporary

Art
Fine Art

p=0.3 p=0.5 p=0.4

According to Table 4.1, sidewards propagation can be applied as the
percentage of marked concepts equals the threshold value of 75%. The
user’s presumable interest in Fine Art is calculated as follows:

p = 0.3 + 0.5 + 0.4
3 = 0.4

The spreading activation algorithm proposed by Sieg et al. [128] is a
generalization of the previous stated techniques in that the relations be-
tween the concepts within the ontological user profile have pre-computed
weights, which influence the amount of activation (interest value) that is
propagated to the neighbour concepts. As depicted in (Figure 4.4), the

Figure 4.4
Fragment of an
ontological user
profile where interest
scores of concepts in
color grey are
updated based on
spreading activation.
Adapted from [128].

concepts contained in the user profile are assigned an initial activation
(interest) value. Let’s assume that the user is interested in the concept
Dixieland. Hence, the interest score of this concept will be increased.
Based on a spreading activation algorithm, the interest scores of all re-
lated concepts (that are super concepts of the current one) will increase
as well, comprising the concepts Jazz, Styles and Music. The amount
of increase in score depends on the weight of the concept relationships.
The weights scale between the values 0 and 1 whereby a value of 0 indi-
cates that the respective concepts are rather dissimilar whereas a value
of 1 indicates complete overlap of the concepts.

After increasing the interest scores of the corresponding concepts, the
interest scores for all concepts in the user profile are normalized in order
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to prevent them from continuously escalating throughout the semantic
network. The normalization works under the assumption that if the
user expresses interest in a specific set of concepts, the score for other
concepts decreases. For that, the scores of all concepts are treated as a
vector, whose length is normalized to a pre-defined constant value. The
concepts of the user profile are then updated with the normalized scores.

4.2 Creating overlay models for tourist and
tourism object profiles

In order to model the specific interests of tourists and the specific char-
acteristics of tourism objects we follow the main ideas of the spreading
activation algorithm proposed by Sieg et al. [128] and the taxonomy-
driven profile generation by Ziegler et al. [163]. In our case, a profile
is represented as an overlay of the domain model describing the tourism
attractions. Such a profile can be modeled as a vector, whose number of
dimensions correspond to the number of concepts of the domain model
and whose scores depict the degree of match with the various concepts.

In the following, it is explained how the profiles of the user and
tourism objects are generated and how the underlying domain model is
exploited to enable score inferences between concepts in a profile vector.

Let us assume that the user is interested in the Imperial Furniture
Collection of Vienna. The Imperial Furniture Collection is se-
mantically annotated with the concepts Cultural History Museum and
Imperial Vienna, which are leaf nodes of the ontological hierarchy (cf.
Figure 4.5). If the user explicitly states interest in the Imperial
Furniture Collection, he/she might also prefer objects that are clas-
sified under the same categories. Hence, we can assign a certain amount
of interest score to the leaf concepts with which the Imperial Furniture
Collection is annotated, namely Cultural History Museum and Imperial
Vienna. We can further exploit the ontological hierarchy to infer an
interest score for those concepts that are super-concepts of the concepts
that have been implicitly rated by the user. The user profile is thus
formed by the numerical scores assigned to the concepts of the ontology.
Such an ontological approach successfully tackles the cold-start problem
of recommender systems as it is hard to generate recommendations when
hardly any user information is available. Utilizing the semantic relations
within the ontological graph allows to infer interest scores for concepts
that have not been explicitly rated by the user yet. If a certain amount
of interest score is assigned to the concept cultural history museum, this
score can also be propagated to its parent concept museum. However,
not the full amount of score that is assigned to the leaf concept should
also be assigned to the concepts that are located on upper layers. First,
if the parent concept gets assigned the same amount of score as its child
concept, this would contradict the is-a relationship between these classes.
Such a case would require a same-as relationship. A child class is more
specific than its parent class and exhibits certain features that its parent
class is missing. To correspond to this fact, a decay factor is required to
decrease the amount of score as one goes up in the hierarchy. In addi-
tion, the amount of score that is propagated to the parent concept also
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Figure 4.5
An ontological
fragment depicting
the semantic
annotation of the
tourism object
’Imperial Furniture
Collection’.

depends on the number of siblings of the child concept. The smaller the
number of siblings the more amount of score can be propagated to the
parent concept [163]. For example, if the concept cathedral is the only
sub-concept of church, than the full amount of score (with regard of the
decay factor) can be assigned to the concept church as this concept is
not influenced by any other sub-concept. The concept museum, however,
has many sub-concepts (e.g., art gallery, natural history museum, tech-
nology museum, military museum). If the user has rated the concept
cultural history museum, only a small amount of score can be propagated
to the parent concept museum as the information is yet missing whether
he/she is also interested in the other museum types. Following equation
expresses the score propagation from a given child concept c to its parent
concept p [163]:

score(p) = df · score(c)
nr(c)

df expresses the decay factor and nr is a function that depicts the num-
ber of child concepts of a given parent concept p. (Figure 4.6) depicts
the assignment of interest scores to concepts of the user profile after con-
ducting score propagation. Let us assume that the the score value of the
leaf concepts has been set to the value 15 and the decay factor to the
value 0.8. The real number, however, depends on how often the user has
already rated this concept and can either be positive (the user has shown
interest) or negative (the user has shown disinterest). See (Section 5.2)
for more details. Based on the values given above the value of 4 (0.8 *
15 / 3) is assigned to the concept museum and the value of 12 (0.8 * 15
/ 1) to the concept imperial vienna. These scores are further propagated
upwards in the ontology.
The overlay models of the individual tourism objects are created in a
similar way. First, the set of leaf nodes that directly describe a tourism
object is identified. In a next step, a certain amount of score is assigned
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Figure 4.6
An ontological
fragment depicting
the score propagation
after the user has
expressed interest in
the tourism object
’Imperial Furniture
Collection’.

to them, which is then propagated to related concepts in the ontological
hierarchy. However, in contrast to the score allocation process in case
of a user profile, the score that is assigned to the leaf nodes is set to a
maximum score maxs. maxs is the score that can be achieved at most
in the user overlay model if the user rates this concept a vast number of
times. (Figure 4.7) shows the score propagation to generate the overlay
model of the tourism object Imperial Furniture Collection. maxs
is set in this example to the value 50. According to (Figure 4.6), user
interest in the concept cultural history museum scores 15. If the user
rates this concept repeatedly, the score increases and eventually reaches
also the value 50.

Figure 4.7
An ontological
fragment depicting
the score propagation
to generate the profile
of the tourism object
’Imperial Furniture
Collection’.
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4.3 Pearson similarity measure
In order to measure the similarity between the user profile and the pro-
files of the various tourism object profiles we use Pearson correlation.
Pearson correlation allows to discover positive and negative correlation,
thus detecting similar pattern of variation in the vector profiles. It im-
plicitly normalizes the values of the vectors to their arithmetic mean. For
a given user (u) and a particular tourism object (to) Pearson correlation
is defined as follows:

sim(u, to) =

∑
i⊂C

(vui − v̄u) · (vtoi − v̄to)√∑
i⊂C

(vui
− v̄u)2

√∑
i⊂C

(vtoi
− v̄to)2

(4.1)

C depicts the number of concepts in the domain model. Hence, the
vectors vu and vto have C dimensions. v̄u and v̄to depict the mean values
of both vectors. The similarity value sim(u,to) ranges between -1 and
1, depending on whether the vectors correlate in a positive or negative
way. If there is a large overlap in common concepts between the two
given vectors, the match between the profiles is high, whereas in case of
no overlap or contradicting scores the similarity between the profiles is
low. Ontological inference of scores facilitates the increase in overlap of
concepts. For example, if the user shows interest in the concept cathedral,
a specific amount of score is allocated to concepts related to religious
architecture as well and therefore, the user profile gets more similar to
the profiles of other religious attractions such as churches or synagogues
as the profiles have a large overlap in concepts related to religion.

4.4 Summary
This chapter outlines the second matchmaking process. The focus of the
second matchmaking process is to refine the generic tourist profile and to
enrich the generic preferences of a tourist through more specific interests.
This is achieved by exploiting both positive and negative tourist feedback
on the proposed top-N list of objects and by using this information to
derive a more specific profile. In contrast to the tourist factors utilized
in the first recommendation process, an ontology-based approach is used
to model the specific profiles of a tourist as well as the tourism objects.
In order to generate these specific profiles, the main ideas of spread-
ing activation are applied. The specific profiles of both the tourist and
tourism objects are represented in a vector-space, whereby the ontologi-
cal concepts form the dimensions of this vector space. The values depict
the interest of the tourist and respectively, the relatedness between the
tourism objects and these concepts. In order to measure the similarity
between the user profile and the profiles of the various tourism objects
Pearson correlation is used.
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5 Combined matchmaking

Let us have another look at the matchmaking framework depicted in (Fig-
ure 5.1). In the previous chapters we have explained the two matchmak-

Figure 5.1
Overview of the
matchmaking
framework.

ing processes in order to model both the generic and specific preferences
of tourists and how to match them against the profiles of tourism objects.
In the next sections, we explain how the two processes interact with each
other to generate a top-N list. A greedy approach is introduced so that
the tourism objects of the generated top-N list fit the choice of tourist
types the user has made at the beginning of the recommendation process.
Moreover, it is shown how tourist feedback is exploited to refine the spe-
cific interest profile of a user and deliver a more accurate list of tourism
objects. Finally, we show how diversification of the proposed recommen-
dations may lead to better user satisfaction. To sum up, following issues
are discussed in the following:

o a combination of the two matchmaking processes to generate a top-
N list,

o an introduction of a greedy approach to guarantee that the objects
within the top-N list correspond to the user’s choice of tourist types,

o an exploitation of user feedback, and
o a recommendation diversification
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5.1 Combination of the matchmaking
processes

In order to calculate the similarity between a user and a particular
tourism object, a weighting function is used that controls the influence of
the two matchmaking processes on the resulting similarity value between
a user (u) and a certain tourism object (to). The weighting factor α con-
trols the weight of the respective similarity measure. It scales between
the values 0 and maxweight, which is set to a value ≤ 1. In our case,
maxweight is set to the value 0.8.

sim(u, to) = (1− α) · simgeneric preferences + α · simspecific interests

At the beginning of each recommendation session, the tourist types are
used as a stereotypical approach to initialize the generic preference profile
of a user. At this moment, information about more specific interests is
not available as no feedback has been given by the user. Hence, the spe-
cific interest profile contains no essential information and is not helpful in
the recommendation process. The weighting factor α is set to the initial
value 0 as no user ratings are available. Hence, the first recommendation
of top-N objects is solely generated by using the first matchmaking pro-
cess based on the tourist factors. As soon as feedback from the user on
the proposed objects is obtained, the respective factor α increases and
the second matchmaking process based on interest propagation can be
incorporated in the overall recommendation process. A new list of top-N
objects can be recommended based on both processes. For example, let’s
assume a user, who is both a Sight Seeker and a Cultural Visitor and
who has already rated a certain amount of concepts related to sightsee-
ing. If the similarity between the user and a tourism object needs to be
calculated, both matchmaking processes can be applied as some specific
interests of the user are known (and thus, the weighting factor α with
respect to the sightseeing type is set to a value higher than 0).

The factor α increases following a linear function, the more tourism
objects are rated (see Figure 5.2). We assume that as soon as the user has
rated 5 tourism objects, α is set to the value of maxweight. In this case,
enough user interests are elicited to rely more on the second matchmaking
process to determine the top-N tourism objects.

Figure 5.2
Using a linear
function to set the
value of the weighting
factor α.
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5.2 Exploiting tourist feedback to learn
specific interests

The user has the possibility to rate the proposed tourism objects by
giving either positive or negative feedback. This kind of explicit feedback
is used to refine the user’s specific interests and deliver a new set of objects
that better suit the user’s interests. To achieve this goal, an approach is
needed that

o relates the explicit ratings of tourism objects to implicit ratings of
concepts that are used to annotate these objects, and

o transforms the number of positive/negative ratings into a numerical
interest score

To tackle the first aspect, as soon as an object receives a user rating,
the set of leaf concepts is identified that semantically describe the cor-
responding object. In a second step, a sigmoid function (cf. Figure 5.3)
is defined that calculates a numerical interest score for these concepts
based on the number of ratings that have already been given to these
objects by the user. Following consideration constitutes the choice for a
sigmoid function to model both positive and negative ratings. As soon as
a particular concept obtains (implicit) ratings, a rather high amount of
interest score should be assigned to this concept so that the follow-up rec-
ommendations immediately reflect the user’s current interests. However,
the more often this concept is implicitly rated, the less additional score
should be assigned to this concept as the recommendations are already
aligned towards this interest concept. (Figure 5.3) depicts the sigmoid

Figure 5.3
A sigmoid function is
used to transform
user ratings into
interest scores of
ontological concepts.

function. As shown, the interest score adds up with respect to the num-
ber of ratings, but stabilizes after some time according to a maximum
value. The sigmoid function should be defined in such a way that the
maximum value corresponds to the maximum scoremaxs that is assigned
to the leaf nodes during the generation of an overlay model of a tourism
object (cf. Chapter 4).
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5.3 Preserve the right selection of tourism
objects

At the beginning of the recommendation process, the list of tourism ob-
jects should reflect the choice of tourist factors the user has selected
beforehand. Let us assume that a particular user has the profile that is
shown in (Figure 5.4). He/she strongly identifies with the factor Sight
Seeker, but also has certain interests in sports and recreational activities.
Obviously, the set of recommended tourism objects should match the se-
lection made by the user. However, simply taking the top-N elements

Figure 5.4
Preserving the right
proportion of tourism
objects with respect
to the user’s choice of
tourist factors.

Top N Top N

Recommendation List 'Greedy' List

Sight Seeker

Avid Athlete

Nature Lover

of the ranked list of tourism objects that result from the matchmaking
processes may not fully match the user’s choice of tourist factors. This
case is depicted on the left side of (Figure 5.4) and labelled as recommen-
dation list. As one can see, the top-N elements are much more related
to sightseeing (cf. small circle on the left side) than declared by the user
(big circle on the top) and thus contain too few sports and recreation
features. This can happen when a destination offers a huge set of objects
that are highly related to the Sight Seeker. As the user has expressed
a high correlation with the factor Sight Seeker, the profiles of these ob-
jects are very similar to the user profile and therefore receive a high
rank in the list. To counteract this situation, a greedy-based approach is
introduced, which is depicted on the right side of (Figure 5.4). It calcu-
lates a new set of top-N tourism objects by a) considering their position
in the original recommendation list and b) seeking to select the right
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mix of tourism objects that reflects the user’s choice of tourist factors.
Algorithm 1: A greedy-based approach to preserve the tourist
factor ratio of the top-N objects in R.
L = list of tourism objects (to) sorted according to similarity with
user u;
R = {} result set R, which is empty at the beginning;
F = ranked list of tourist factors according to tourist factor ratio
in R;
k = number of top-N objects that R should contain in the end;
Insert first to of L in R;
Delete first to in L;
foreach i = 2 to k do

F = Calculate TouristFactorRatio(R);
to = Identify TourismObject(L,F );
Insert (to) in R;
Delete (to) in L;

end
return R;

At the beginning, the algorithm inserts the first tourism object to
of the recommendation list L into the result set R. The ratio of the
tourist factors related to this tourism object is calculated. A ranked list
of tourist factors F is generated, whereby the first tourist factor in this
list depicts the factor that is most under-represented within the result set
R, whereas the last one is the type that is most related. For example, the
first tourism object may be very much related to sightseeing. However,
the factor Avid Athlete may be under-represented with respect to the
user’s choice depicted by the big circle on top of (Figure 5.4). Hence,
the next object that should be inserted in the list should be related to
sports so that the user’s choice in tourist factors is reflected as accurately
as possible (therefore, the first object in the F list is the factor Avid
Athlete). For that all objects of the recommendation list are examined
and the next object which is related to the factor Avid Athlete is inserted
in the list. (If no further object related to this factor can be identified,
the next tourist factor of the F list is selected and the whole process
is repeated). Following that, the tourist factor ratio F of the objects
already contained in the result list is once again computed and used as
basis to select the next object. This process is repeated until the result set
contains the required number of top-N elements. As depicted on the right
side of (Figure 5.4), the greedy-based approach ensures that the top-N
tourism objects roughly correspond the user’s choice of tourist factors.

This greedy-based approach is crucial to obtain the right selection of
tourism objects with respect to the user’s choice in tourist factors at the
beginning of a recommendation session. However, as soon as the user pro-
vides more feedback on the proposed tourism objects, preserving the right
proportion of tourism objects with respect to the user’s choice of tourist
factors is less important. For example, if the user has positively rated
a number of churches and thus seems to be very interested in buildings
related to the concept church the user certainly wants to receive recom-
mendations that rather comprise buildings of this type. Hence, the top-N
elements of the recommendation list should be shown in favor of selecting
a mix of tourism objects that reflects the user’s choice of tourist factors.



5.4 Improvement of recommendations through diversification 98

We use a weighting factor α to control how much the proposed set of
tourism objects should reflect the tourist factor ratio. At the beginning,
α is set to the value 1 so tourism objects are proposed based on the
user’s choice of tourist factors. As soon as specific concepts (e.g., concept
church) obtain (implicitly) positive ratings (see Section 5.2), the value
of α decreases. We set up a linear function that assigns a value of 0 to α
as soon as a concept has received at least three positive ratings. Hence,
the tourist factor ratio does not play any role to construct the top-N
elements. Instead, the elements of the original recommendation list are
taken and thus, the user receives recommendations that are highly related
to the concepts that have been positively rated before.

5.4 Improvement of recommendations
through diversification

Recommendation systems have the goal of filtering from a huge set of
possible objects a set of top-N objects that perfectly match the user pro-
file. Obviously, these objects are good candidates to satisfy the user’s
needs as their profile is very similar to the one of the user. However,
as a side effect, they are also very similar to each other. Hence, they
provide poor coverage of the space of relevant recommendations [20]. For
example, when the user expresses interest in culture, he/she may not be
satisfied when the set of proposed objects comprise only museums. To
give another example, when the user rates churches, he/she might not
only want to receive recommendations about churches, but a mixture
of tourism objects he/she has stated interest in and which are partly
related to religious architecture such as cathedrals, synagogues or ceme-
teries. Hence, recommendation systems should seek to deliver a diverse
set of recommendations that are nevertheless related to the user profile.
A diverse and relevant set of recommendations certainly enhances user
satisfaction as the user gets a more valuable insight into the space of
objects that might be of interest for him/her.

Different strategies have been proposed that consider both simi-
larity and diversity during the recommendation process. As pointed
out in [20], similarity and diversity are orthogonal measures. Simi-
larity between a tourism object profile and a user profile is defined
through a function, which is independent from the similarity of an-
other object. In contrast, diversity refers to the similarity/dissimilar-
ity of the objects that are part of the result set. In this way, if a
new object should be inserted in the result set, the diversity depends
on the preceding similarity measurements. In the following, the greedy
selection algorithm is explained as we use this strategy to achieve rec-
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ommendation diversification for the top-N proposed tourism objects.
Algorithm 2: The greedy selection algorithm [20].
L = list of tourism objects (to) sorted according similarity to user
u;
L′ = subset of L, containing top b tourism objects;
R = {}; result set R, which is empty at the beginning;
k = number of tourism objects that R should finally contain;
foreach i = 1 to k do

Sort L′ by quality(u,to,R) for each to in L′;
Insert first(L′) in R;
Delete first(L′);

end
return R;

The greedy selection algorithm first selects the top b tourism objects
that are most similar to a given user profile. A quality function is then
used in order to guide the construction of the result set R based on the
top b tourism objects in an incremental way [20]:

quality(u, to,R) = (1− α) · similarity(u, to) + α · diversity(to, R) (5.1)

The diversification factor α defines the importance of the respective
tourism object to’s dissimilarity with respect to the objects that are al-
ready inserted in R. A low diversification factor produces a result set
that is close to the original ranked list of objects. A large factor favors
diversification to similarity and outputs a rather different result set. The
first object that is inserted in the result set R is always the one with the
highest similarity. In the subsequent iterations, the remaining objects
of L′ are ordered according to their quality value. The object with the
highest quality is then inserted into R. The process is repeated until the
result set contains enough objects. The diversification factor α depends
on the number of positive rates given by the user to certain tourism ob-
jects and thus, implicitly to certain concepts in the ontology. The more
positive rates a certain concept has obtained, the lower the diversifica-
tion factor should be so that the result set rather consists of objects that
are related to this concept. As discussed in (Section 7.2.4), the factor α
is set at the beginning to the value 0.6. It decreases based on a linear
function with respect to the number of positive rates a certain concept
has received. If a concept is rated 3 times or more, α is set to 0. Hence,
diversification is not used anymore when constructing the result set R.

5.5 Summary
This chapter presents the combination of the first and second matchmak-
ing process. At the beginning, tourists state their generic preferences and
obtain a first top-N list of recommendations. As long as they are not sat-
isfied with the recommendations, they can criticize the proposed tourism
objects by stating positive or negative feedback, which will be used to
refine their profile and to deliver a new set of top-N objects. The com-
bination of the two matchmaking processes is done with the help of a
weighting factor that controls the influence of the two processes on the
resulting similarity value between a tourist and a certain tourism object.
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6 Implementation

The matchmaking approach has been implemented in form of a Java
Web-based prototype. This prototype recommends tourists, who are in-
terested in a certain destination, tourism objects that are tailored to their
personal needs and travel behavior. The city destination Vienna has been
chosen for the reference implementation. However, as most data is loaded
from external data sources, the prototype can be adjusted to serve other
destinations as well.

In the following section, the Web-based user interface and the pro-
vided functions are described. (Section 6.2) outlines relevant data sets
which are integrated from different data sources. (Section 6.3) illustrates
a basic route recommendation service which proposes the tourist a route
for visiting his/her favorite tourism objects. (Section 6.4) describes the
tool used for the construction of the cDOTT ontology. (Section 6.5) de-
scribes necessary steps which have to be followed when the prototype
should be adapted for another tourism destination. Finally, (Section 6.6)
gives an overview over the system architecture and describes the technol-
ogy.

6.1 User interface & functionality
The application provides a landing page (see Figure 6.1) that facilitates
the users to describe their predispositions/generic preferences through
seven tourist factors (i.e. Sight Seeker, Cultural Visitor, Nature Lover,
Avid Athlete, Action Seeker, Educational Buff and Sun Worshipper). The
users are not limited to a single factor but can choose a mixture of dif-
ferent factors. They can use the heart icons below each factor to indicate
how much they identify with the corresponding factor. They can select
from 0 to 5 hearts. The former means that the user is not interested at
all in this factor, whereas the latter indicates a high conformance with
this factor. By default, no hearts are selected at all. When the user
hovers with the mouse over a specific factor, an overlay is shown with a
description of that factor (see Table 6.1).

When the user is ready to proceed, he/she has to click on the button
“Start Your Tour“. This triggers the calculation of his/her generic profile
based on the selection of the seven factors. This profile is then matched
with the generic profiles of the tourism objects in order to produce a
ranked list of tourism objects. Another page (see Figure 6.3) is shown
which depicts on the left side the ten top ranked tourism objects which
fit best to his/her profile. In addition, these tourism objects are depicted
on a map at the right side.
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Figure 6.1
User interface
(landing page).
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Figure 6.2
User interface with
recommendation.
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Figure 6.3
Detailed description
of a tourism object.
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Table 6.1
Description of tourist
factors on the landing
page.

Tourist factor Description

Sight Seeker You are keen to visit city highlights
and most important landmarks.

Cultural Visitor You love everything cultural - the-
atres, museums as well as archaeologi-
cal sites.

Nature Lover You love to explore peaceful places
& to immerse in the natural environ-
ment.

Avid Athlete Whether spectator or participant, your
ideal trip involves anything sports-
related.

Action Seeker Stopped looking for action? You are
interested in risky, exhilarating activi-
ties & enjoying the nightlife.

Educational Buff Acquiring new skills & knowledge are
a crucial part of your trip.

Sun Worshipper Relaxing & sunbathing in parks or
recreational areas are important for
you.

This page provides several functionalities which are described in the
following. The letters refer to different elements on the page shown in
(Figure 6.3).

A)The left side of the page depicts the top 10 objects that best fit the
profile of the user. Each tourism object is described with a picture, a
title, some keywords and a short description. The keywords represent
the leaf concepts in the tourism ontology, with which the tourism
object is annotated.

B) The right side of the page shows by default a map that depicts the
top 10 recommended tourism objects. In addition, the tourism ob-
jects which are already selected by the user are shown as well and
highlighted through a red circle. When the user hovers a circle the
title of the tourism object is displayed.

C) The small heart icon provides the user the possibility to select the
corresponding object as one of his/her favorites. By clicking it the re-
spective tourism object is added to the favorites list (indicated through
its picture) at the bottom of the page and inserted at the next free
position. Coincidentally, the small heart icon is removed at the corre-
sponding item in the list on the left side as it is already selected. If
the user has selected 10 tourism objects, clicking on the heart icons
triggers no action as the list with the favorites is full. He/she first
has to delete one of the favorites before being able to mark another
tourism object as favorite.

D)At the bottom all tourism objects marked as favorites are shown. In
addition, he/she has the possibility to order them according to his/her
preference from left to right (via drag & drop). The first tourism object
is the most favorite one.
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E) The plus/minus icons (more like this/less like this) allow the user
to rate the corresponding tourism object. Clicking on the plus icon
indicates that the user would like to see more of this kind of tourism
object or any other objects that are semantically closely related or
share certain attributes (e.g. the topic “Music Vienna“). If the user
rates this item, its rating icons are disabled and the user cannot rate
this object a further time in the current recommendation cycle. He/she
first has to click on the button “New Recommendation“ in order to rate
this object again (under the precondition that it is displayed another
time). When clicking on the minus icon the user indicates that he/she
does not like this specific object and has a weak interest in seeing other
objects of this type that are semantically closely related. Objects that
are directly negatively rated by the user will not be shown again in
following recommendation cycles. The ratings are used to fine-tune
the specific profile of the user.

F) The button “New Recommendation“ triggers a new recommendation
cycle. This means that a new ranked list of tourism objects is gen-
erated by matching the (updated) user profile with the profiles of all
tourism objects. The top 10 tourism objects are shown to the user.
He/she can then proceed to mark objects as favorites or rate them in
a positive or negative way.

G)The button “Adjust Profile“ takes the user back to the landing page
where he/she can adjust the weighting of the tourist factors. For
example, he/she can decrease the weighting of the factor Sight Seeker
from 2 to 1 heart or set the weighting of the factor Avid Athlete from 0
to 3 hearts. By clicking the button “Start Your Tour“, his/her profile
is updated and a new matchmaking is triggered which results in a new
ranked list of tourism objects.

H)When the user clicks on the title or description of a tourism object,
relevant details of this object are shown on the right side of the page
instead of the map (see Figure 6.3). This includes information such as
phone number, email, website, ticket price, transportation or opening-
hours. In addition, a description and a Lonely Planet review is shown,
followed by a selection of Flickr pictures related to this object.

I) By clicking the button “Show Map“, the map is displayed on the right
side of the page. This functionality allows the user to activate the
map view again in case he/she had a look at the detail description of
one of the tourism objects.

J) This icon centers the map on the geographical position of this object.
K)By clicking this icon the user informs the system not to display this

object in the following recommendation cycles again as he/she might
have already seen this attraction and is not interested in this specific
attraction anymore. Clicking this icon has no effect on his profile, this
is in contrast to the plus/minus rating icons which trigger an update
of the user profile.

L) By clicking this icon, the corresponding object is removed from the
list of favorites.

M)By clicking this icon, the detail description of the corresponding object
is shown on the right side of the page.

N)This icon triggers the removing of all selected favorites, resulting in
an empty list of favorites.
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O)This icon generates the best route between the selected tourism ob-
jects, taking into account opening hours and shortest transportation
connection between the tourism objects.

P) This functionality allows the user to share his/her favorites with
his/her friends on Facebook (see Appendix).

Q)Clicking this icon opens a pop-up that displays the most important
guidelines on how to use this page (see Figure 6.4).

R) Clicking this link starts the online survey (see Appendix).
S) Clicking this link shows a web tour, i.e. it highlights the different

icons/functions on this page with a short notice.
T) This page links to the newsletter that shows some guidelines as well

(see Appendix).
U)This input fields provides a search feature with auto-complete func-

tionality. The user can search for tourism objects by entering the title
of a tourism object or part of the title. For example, inserting the
string Church lists all objects that have the upper/lower case string
Church in their title, e.g., Church of St. Rupert, Augustinian Church
or St. Mary on the Strand Church.

Figure 6.4
Usage guidelines.

6.2 Data sets
A total of 138 tourism objects of Vienna has been inserted in the tourism
database and indexed under semantic concepts of the tourism ontology.
Relevant information concerning these objects is exploited and integrated
from several external data sources:

o Lonely Planet: Following information is used for each of the
www.lonelyplanet.comtourism objects: phone number, website, ticket price, transporta-

tion, opening-hours and a review. This information is loaded over
an HTTP/XML API and stored in the tourism object database.

o W iener Linien: Wiener Linien is the transportation authority of
www.wienerlinien.atthe city of Vienna. It provides an HTTP/XML API to query the

shortest transfer connection between two locations in Vienna and
surroundings, either via public transit or walking or a combination
thereof. This API is used to query the transfer connections between
all combinations of all tourism objects. As this is a time-intensive
task, it is carried out as a batch job, which can be repeated when
new tourism objects are added into the database.

o Freebase: Freebase is an open, Creative Commons licensed graph
www.freebase.comdatabase with more than 23 million entities which can be queried
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via different APIs. A major data source for Freebase is Wikipedia.
Freebase is used to query the descriptions of the tourism objects
from Wikipedia over a Java library.

o F lickr: Flickr is used to load additional pictures which are related
www.flickr.comto the tourism objects. The search is done based on tags and geolo-

cation. When no images can be retrieved at the direct geographic
location, the search radius is successively enlarged until a sufficient
set of images can be found.

o Route360: Route360 is a JavaScript API provided as service by the
https://www.route360.netcompany Motion Intelligence GmbH to depict detailed routing in-

formation from source to target as polygons on a map. In Austria,
the routing information is provided either as shortest walking or
driving-by-car distance, whereas in Germany it already integrates
public transportation information to show public transfer connec-
tions in certain cities.

6.3 Route recommendation
In general, a route recommendation service’s objective is to calculate a
route between certain tourism objects that maximizes the satisfaction of
a tourist, by taking into account the geographic location of the tourism
objects, their opening-hours, the available time of the tourist and the
travel time between the different locations. Such problems relate to the
field of team orienteering problems with time windows that are explored
within the domain of Operation Research (OR), which encompasses a
wide range of problem-solving techniques in decision-making.

A well known example is the traveling salesman problem (TSP),
Traveling salesman
problem

where a traveling salesman must visit every city in his/her territory ex-
actly once and then return home covering the shortest distance [92]. A
10-city TSP has already about 181.000 possible solutions. The TSP is
an NP-hard problem, meaning that it is highly unlikely to solve it to op-
timality within polynomial time. Several heuristics have been developed
to tackle such computational hard optimization problems such as greedy
or genetic algorithms, ant colony optimization or local search [92].

Instead of searching the entire space of possible solutions (e.g.,
181.000 solutions for the 10-city TSP), the local search algorithm picks a

Local searchsolution from the search space and uses an evaluation function that tells
how good this solution is. The goal is to find a solution that maximizes
the value of this function. Therefore, the local search algorithm applies
a transformation to the current solution to generate a new solution and
evaluate it again. If the new solution is better than the current solution,
the current solution is discarded and replaced by the new solution. In
this way, the algorithm gradually tries to improve the solution.

The route recommendation service used in this prototype is based
on a specific iterated local search algorithm which has been developed

Iterated local searchby Vansteenwegen et al. [146] to tackle the team orienteering problem
with time windows in the tourism domain. Local search algorithms can
stuck in a local maximum which means that the solution cannot be im-
proved further based on the transformation function, although this solu-
tion might not be the best solution from a global perspective considering
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the whole solution space. Therefore, an iterated local search algorithm
applies in addition a perturbation step to escape from the local optimum

Perturbation to
escape from local
maximum

and then executes local search again based on the modified solution.
In the approach described by Vansteenwegen et al., each tourism

object is assigned a quantitative score that expresses how good it fits the
preferences of a certain tourist. In this way, the list of tourism objects
that are included in the route is not predetermined but dependent on
the algorithm, i.e. its evaluation function. For example, if 100 tourism
objects are available, any of these objects might be included in the trip
suggestion.

In our approach, however, all tourism objects marked as favorites
Our approachshould be included in the route suggestion. Therefore, our evaluation

function does not consider any preference score of the tourism objects.
As starting and end point of the route serves the St. Stephen’s Cathedral
in Vienna. The begin time is predefined with 09:00 AM, the end time
with 10:00 PM.

The algorithm used combines an insertion step and a perturbation
step to escape from local optimum. The insertion step tries to add one

Insertion stepfavorite tourism object after the other into the route. An evaluation
function is used to define the best insertion place of the respective favorite
tourism object, based on the transfer time, waiting time, visiting time
and opening-hours of the object. For example, if the route consists of the
objects Start-A-B-End and object C should be inserted, it is examined,
whether it should be inserted between the objects Start-A, A-B, or B-
End. The option that requires the least amount of time (i.e., transfer
time, waiting time, duration of visit) to add this visit into the route is
selected. Thereby, the insertion must not make the visit of any succeeding
objects infeasible. For example, if object B closes at 5 PM and its visit is
scheduled for 3 PM and takes 1 hour, its visit can be delayed by maximum
1 hour but not more.

Via this insertion step, one after another of the favorite tourism ob-
jects is added to the route. If they cannot be all visited within a one-day
route, an additional route for the next day is automatically generated
and proposed to the user. If some objects cannot be inserted in any of
these two route recommendations due to limited time, the user gets a
corresponding notification.

After all favorite tourism objects are inserted into one or two routes, a
perturbation step is triggered in order to escape local optimum. Thereby,

Perturbation stepone or more tourism objects will be removed in each route and the in-
sertion step is applied again with the removed tourism objects in order
to find a better solution than the current one, i.e. which maximizes the
number of included tourism objects while minimizing the route duration
times. These iterations continue until no better solution could be found
within a certain number of iterations or a specific time limit to calculate
the routes is reached. The number and position of visits to be removed
is dependent on the number of iterations already executed.

An example of the route recommendation service is depicted in Figure
6.5. In addition to depicting the route on the map, the user has the
possibility to download a description of the route as PDF file. However,
this service was excluded from the user online-survey as the main focus of
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the evaluation is the matchmaking approach between tourist and tourism
object profiles.

Figure 6.5
Routing service.

6.4 cDOTT ontology
The cDOTT ontology (see Section 3.4.1) has been created using the
TopBraid Composer which is a commercial ontology editor of the com-
pany Topquadrant. The tourism objects have been inserted as instances

www.topquadrant.comin the ontology and annotated with the corresponding semantic con-
cepts. Figure 6.6 shows as example how the tourism object Impe-
rial Treasury is modeled as ontological instance within TopBraid Com-
poser. Each instance is identified through an URI. It has a label (ti-
tle) and belongs to certain semantic classes (e.g., CityHighlight or
CulturalHistoryMuseum). It can be linked to further semantic con-
cepts via specific relationships (e.g., the Imperial Treasury belongs to the
topic ImperialVienna). In addition, the geographic location is stated in
WGS84 format. In order to fetch further information from external data
sources such as Freebase or Lonely Planet, the identifiers used by these
data sources are listed as well.
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Figure 6.6
Example of
configuring an
instance within
TopBraid Composer.

6.5 Customization
The prototypical application can be customized to recommend objects of
another tourism destination by following these steps:

o A list of qualified tourism objects with title and geographic location
has to be prepared and stored as instances in the Jena TDB store.
In addition, each tourism object has to be semantically annotated
with tourism concepts of the ontology.

o If the destination provides specific tourism services such as skiing
or hiking, the ontology has to be extended to provide concepts that
can serve as representatives for this kind of services.

o The tourist factors can be adapted by making changes in a specific
database table and in a Java module that manages the factors.

o For each tourism object, its identifier in the Freebase and in the
Lonely Planet data stores has to be noted in order to fetch the
description from Wikipedia and information from Lonely Planet,
including opening-hours, prices, transportation and reviews.

o If a route calculation service should be provided, a supplier of a
service to obtain shortest transfer times between certain geographic
locations in this destination has to be selected. Its service has to be
integrated into the business layer in order to calculate the shortest
transfer times between the different tourism objects.

o A configuration file is available that allows to adjust different met-
rics without having to change the source code directly, comprising
the number of top-N recommendations shown, the score propaga-
tion factor or the weighting factor of the matchmaking function.
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6.6 System architecture
The prototype has been developed as three-tier Java Web application,
containing a front-end, business and data layer. For the front-end,
Apache Wicket is used which is a component-based Web framework to

wicket.apache.orgease the creation of Web sites. The business layer contains all the logic
needed to fetch data from the database, load data from external data
sources and provide services to the front-end to facilitate the interac-
tion with the user. In detail, it comprises different modules for profile
generation, matchmaking, interest propagation of positive and negative
ratings to semantically related concepts within the ontology and route
calculation. Hibernate is used as an Object Relational-Mapping (ORM)

hibernate.orgframework to handle the mapping between the object model and the re-
lational database. Overall, the Spring framework is used to define the

projects.spring.io/spring-
framework

object dependencies and allow the injection of dependencies in Java ob-
jects. At the database layer, a PostgreSQL relational database is used

www.postgresql.orgto store the profiles and relevant attributes of the tourism objects. The
ontology with the tourism-related concepts and the tourism objects as
instances is stored in a Jena TDB triple store.

jena.apache.org

Figure 6.7
System architecture.

6.7 Summary
This chapter describes the prototypical implementation of the match-
making process. The prototype consists of a Web application that rec-
ommends tourists, who are interested to visit Vienna, tourism objects
that fit their interests. For that, 138 tourism objects are stored in a
database and semantically annotated with concepts of the tourism on-
tology. Information regarding these objects are exploited from external
data sources such as Lonely Planet, Wiener Linien, Freebase or Flickr.
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7 Evaluation

This chapter presents the evaluation of the proposed recommendation al-
gorithm, which aims to investigate the feasibility of the approach. Thus,
the focus is on the user experience including the interactions of the users
with the system and their overall satisfaction with the provided recom-
mendations. We published the prototype in the Web and conducted a
user study by asking users to interact with the system and fill in a ques-
tionnaire afterwards (see Appendix). In the following section the setup
of the experiment and data used for the evaluation is described. In (Sec-
tion 7.2) the results of the evaluation is presented, including a discussion
regarding the relevance of the recommendations, the impact of using a
semantic overlay model to facilitate score propagation based on user rat-
ings and the influence of diversification. (Section 7.3) summarizes the
responses of the participants to the questionnaire.

7.1 Experimental setup & dataset
The evaluation is based on a dataset extracted from weblog information
of the recommendation system which had been available on the Web over
a period of 3 months from June to September 2015. The target group
consisted of tourists who had already visited Vienna or who plan to visit
Vienna in near future or persons who know Vienna very well because they
work or live in this city. In order to find a suitable range of subjects for the
evaluation, postings had been placed on the homepage of the institute
as well as in various Facebook groups (e.g., Foreigners in Vienna). In
addition, a newsletter had been sent to members of the International
Federation for IT and Travel & Tourism (IFITT) group as well as to
students of the TU Wien PhD school. Furthermore, colleagues had been
asked to distribute an invitation for participation via their personal social
networks.

In total, 232 distinct user sessions were identified. In 137 sessions
users interacted with the system by adding at least 1 recommended
tourism object to their list of favorite items. In 70 sessions, users started
to fill out the questionnaire. Data from 16 sessions had to be removed
as the users had not completed the questionnaire or spent too few time
on the questionnaire (only some seconds) which in our opinion is not
sufficient to provide deliberate and well-considered answers. The ques-
tionnaire was fully completed by 54 users. These 54 users were used as
the final dataset, which comprised 26 female and 28 male users. (Fig-
ure 7.1) shows the age distribution of these participants. Most users fall
in the group between 25-34 years, no subject aged 50 years and over
participated in the survey.
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Figure 7.1
Age distribution of
users within final
dataset (n=54).
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(Figure 7.2) shows the home countries of the users (n=53). One user
refused to state his/her home country. Most of the users come from
Austria (n=19), followed by Germany (n=5) and Croatia (n=3).

Figure 7.2
Home countries of
the users (n=53).
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7.2 Experimental results
First, we analyzed the selection patterns of the seven tourist factors in
order to explore whether the users typically choose only a subset of the
factors or rather identify themselves with a mixture of factors.

(Figure 7.3) shows how many factors were selected by the users. 32
users selected a mixture of all seven factors and about 75% of the users
(i.e. 41 users) chose at least five factors. This indicates that users tend to
select more than one tourist factor if they have the choice. On average,
the users selected 5.7 factors to describe their predisposition and generic
preferences.

(Figure 7.4) shows the distribution of the tourist factors on average.
It seems that the users mostly identified themselves with the factors Sight
Seeker, Nature Lover and Cultural Visitor whereas the factors Avid Ath-
lete, Action Seeker and Sun Worshipper were less frequently selected. A
reason might be the fact that Vienna is a city destination and therefore
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not so much associated with activities related to sports, action or sun
bathing.

Figure 7.3
Number of tourist
factors selected by
the users (n=54).
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Figure 7.4
Distribution of the
tourist factors on
average.

Sun Worshipper 12%

Educational Buff 14%
Sight Seeker 20%

Cultural Visitor 18%

Avid Athlete 8%
Action Seeker 12%

Nature Lover 18%

Distribution of the tourist factors on average

We then looked at the number of tourism objects that had been
marked as favorites by the users. At best, they should had selected 10
tourism objects during the recommendation process before proceeding to
the questionnaire (see Appendix). As depicted in (Figure 7.5) a minimum
of 2 tourism objects had been selected by all users, but about 25% had
not marked 10 tourism objects as favorites.

In the next step, the number of recommendation cycles that had been
produced by the users was investigated, i.e. how often each user requested
to get a new set of recommended items from the system based on his/her
feedback. (Figure 7.6) depicts the distribution of the recommendation
cycles. About 70% of the users explored the recommendations proposed
by the system within 1 to 6 recommendation cycles. The arithmetic mean
is 5.5, the median is 3.

(Figure 7.7) shows at which recommendation cycles tourism objects
were added or removed from the list of favorites. In total, 519 objects
had been added to the list of favorites by the 54 users, i.e. on average 9.6
objects per user. About 75% of the objects had been added in the first 3
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recommendation cycles. In contrast, only 37 objects had been removed
again from the list of favorites by the users.

Figure 7.5
Number of selected
favorites by the users
(n=54).
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Figure 7.6
Number of
recommendation
cycles executed by
the users (n=54).
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Figure 7.7
Distribution of added
and removed tourism
objects.
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(Figure 7.8) shows the distribution of the positive and negative rat-
ings over the recommendation cycles. On average, 8.48 ratings had been
given by each user, whereby about 40% of the ratings were stated in the
first recommendation cycle. In total, the 54 users produced 286 positive
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ratings (i.e. about 5.3 ratings per user on average) and 172 negative
ratings (i.e. about 3.2 ratings per user on average).

Figure 7.8
Distribution of
positive and negative
ratings.
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(Table 7.1) shows the top 10 selected tourism objects based on the
evaluation compared to the top 10 tourism objects based on the official
visiting numbers. The Prater, St. Stephen’s Cathedral, Schönbrunn Zoo
and Albertina belong to the most liked tourism objects in our dataset
as it is the case in the official ranked list. The Danube Tower ranks on
place 11th in the official list. According to our evaluation, the Danube
Island, Volksgarten, Türkenschanzpark and Vienna State Opera are also
favorite objects. However, for these objects no official visiting numbers
are stated.

Table 7.1
Top 10 selected
tourism objects.Top 10 selected tourism objects

based on our evaluation
Top 10 visited tourism objects
in Vienna1

Prater St. Stephen’s Cathedral

St. Stephen’s Cathedral Schönbrunn Palace

Danube Island Schönbrunn Zoo

Volksgarten Belvedere

Danube Tower Cultural History Museum

Vienna State Opera Imperial Palace

Schönbrunn Zoo Museum of Natural History

Türkenschanzpark Albertina

Albertina Prater (Big Wheel)

Technical Museum Vienna Aqua Terra Zoo

1 http://www.wienkultur.info/wien_besucherzahlen.html
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7.2.1 Linking the tourism objects to appropriate tourist
factors

In (Section 3.4) we have proposed a method to semi-automatically link
tourism objects to the seven tourist factors. First, domain experts mark
for each of the tourist factors a small sample of typical tourism objects
that are closely related to these factors whereby the weight of the linkage
is specified through a numerical score. Second, a similarity metric is
applied in order to propagate the scores given by the domain experts
to the remaining tourism objects by exploiting the semantic relations
between the objects.

We wanted to assess whether the linkage of the tourism objects to
the tourist factors derived in this semi-automatic way is confirmed by
the participants. In the questionnaire (see Appendix) the users were thus
given up to five tourism objects and asked to quantify how much each of
these objects matches the seven factors based on their personal opinion.
The objects presented to the users were randomly chosen from the list
of favorite objects they had selected before during the recommendation
process. In total, 79 objects had been evaluated within 50 user sessions.
On average, 4.7 objects had been evaluated during one session.

(Table 7.2) lists the objects that were evaluated by more than 5 users.

Table 7.2
Tourism objects
which received scores
with respect to the
tourist factors from
more than 5 users.

Tourism object No. of user ratings

Prater 20

Danube Island 14

Volksgarten 12

St. Stephen’s Cathedral 11

Danube Tower 9

Schönbrunn Zoo 9

Technical Museum Vienna 7

Türkenschanzpark 7

Vienna State Opera 6

(Figure 7.9) exemplary depicts six tourism objects and outlines the
average ratings from the different users with respect to the seven factors.
Based on the users’ personal opinion, the St. Stephen’s Cathedral and

the State Opera are highly relevant for the factors Cultural Visitor, Sight
Seeker and Educational Buff, which highly correlates to the values we
have defined for these objects in the system: a value of 0.96 for the
St. Stephen’s Cathedral and a value of 0.85 for the State Opera. The
correlation values between the users’ evaluation and our quantifications
for the Türkenschanzpark and Volksgarten are 0.81 and 0.56 respectively.
We have defined that these objects are relevant for the factors Nature
Lover and Sun Worshipper, which conforms to the opinions of the users.
However, according to the users these objects are quite relevant for the
other tourist factors as well. In our case, we have set those values at a
lower level. The same is true for the objects Prater and Danube Island,
where the users stated that they fit for nearly every tourist factor.
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Figure 7.9
Users’ average
quantification values
of the selected
tourism objects w.r.t.
the seven factors
[0=no match between
tourism object and
given tourist factor;
100=complete match
between object and
factor].
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It seems that certain objects can be clearly assigned to a few tourist
factors while others might be relevant for a larger number of tourist fac-
tors. This might be especially the case for outdoor attractions that offer
a great variety of different activities to tourists. In order to get a bet-
ter understanding of the relevance of tourism objects for defined tourist
factors one would need to conduct a separate study with tourism experts
and a larger number of tourists to explore the attributes of tourism ob-
jects as well as the activities they offer and how they affect the mapping
to specific tourist factors. This could be done on a generic level but has
to be adapted to the destinations that comprise these tourism objects.

7.2.2 Relevance of the recommendations
Precision and recall are well known measures to evaluate the performance
of recommendation systems [67]. They are utilized to assess how relevant
a set of ranked recommendations is for a given user. Precision is defined
as the ratio of relevant items selected by the user to all items selected
and therefore represents the probability that a selected item is relevant.
Recall, on the other hand, is defined as the ratio of relevant items se-
lected to the total number of relevant items that are available. Hence, it
represents the probability that a relevant item will be selected [67].

Precision and recall are complementary measures and therefore re-
ported in pairs. For example, it would easily be possible to achieve a
100% recall by returning all items from the dataset to the user. But in
this case precision would be obviously very low. Precision and recall are
typically calculated by taking a set of user ratings which are divided into
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a training and test set. The training set is used to train the recommen-
dation system whereas the test set is used to predict the relevance of the
top-N items from this set to the given user. Precision is then calculated
as the proportion of items out of the retrieved set that are relevant to
the user, and recall is the percentage of known relevant items from the
test set that are included in the retrieved set.

Many recommendation algorithms use existing datasets of user rat-
ings (e.g., the MovieLense dataset) in order to evaluate their performance.

http://grouplens.org/datasets/movielens/In our case we did not have an existing set of user ratings that we could
use as the ground truth to evaluate the performance of the algorithm. Es-
tablishing such a set would mean to present all available tourism objects
listed in our database to a large group of users and let them determine
which objects are relevant for them. Another approach would be to do
this on an ad-hoc basis by letting the participants select their favorite
tourism objects based on the recommendations given by the system in
a first step and afterwards let them view all available objects from the
database to identify those objects that are relevant but have not been
shown to them in the top-N list. However, this approach would be very
cumbersome for the participants as it takes much time to browse through
the whole set of tourism objects to identify relevant but missed objects.
Therefore, we decided to ease the burden of the users by limiting the
number of objects to 10 tourism objects that were randomly chosen from
the whole dataset and had not been recommended before. We presented
this set to the users during the evaluation and let them decide if one or
more items were relevant for them (see questionnaire in the Appendix).
In this case, they had to add them to their list of favorites. (When they
had already selected the maximum number of favorites, they first had to
remove one or more tourism objects from their favorites that they did
not like that much.) We assume that the fewer randomly shown objects
were added to the favorites list, the more satisfied the users were with
the initial recommendations given by the system and selected favorites.

Figure 7.10
Feedback from the
users to the randomly
shown tourism
objects.

0 object (54%)

1 object (17%)
2 objects (24%)
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The left part of (Figure 7.10) presents the feedback of the 54 users
to the randomly shown tourism objects. About 54% of the users did
not add any of the randomly shown tourism objects to their favorites,
which could be an indication that they were quite satisfied with the rec-
ommendations and selected favorites. 17% added 1 object, 24% added
2 objects and 5% added 3 objects. No one added more than 3 objects.
However, this distribution contains 12 users who requested just a single
recommendation round so that the system could not use any feedback to
fine-tune their preferences and deliver more relevant objects. Truncating
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this set of users results in the pie chart depicted on the right part of
(Figure 7.10). It summarizes the feedback of users who requested more
than one recommendation round. About 45% users added one or more
of the randomly shown objects to their favorites. Why had these objects
not been recommended to the users beforehand? The analyzation of the
web log data yields some explanations:

o User did not select specific tourist factor. In some cases, the ran-
domly shown object added by the user is associated with a tourist
factor that was not selected by the user so this object did not match
his/her profile. For example, the object Pedal Power is associated
with the factor Avid Athlete. This object was added by a user who
had not selected this factor beforehand.

o Objects of same category already recommended. In some cases,
objects of the same category as the randomly shown object were
already recommended to the user. For example, certain kind of
museums, e.g. the Liechtenstein Museum, Cultural History Mu-
seum, Leopold Museum or Albertina were already shown to a certain
user. One of the randomly shown objects was the museum Seces-
sion which is semantically closely related to the other museums.
This object was added in addition by the user.

o Objects belonging to other categories were positively rated. In some
cases, objects belonging to categories different to that of the ran-
domly shown objects were positively rated. The ratings affected the
user profile by aligning it more with the profiles of the positively
rated objects. This resulted in a larger distance between the user
profile and the profile of the randomly shown object and hence, this
object was not included in the top-N list. The question why the
user nevertheless selected the randomly presented object cannot be
clearly answered without qualitative user feedback. An explana-
tion would be that the user might have preferences towards certain
objects but is also open to other objects as well. A separate study
would be needed to explore this behavior in more detail.

7.2.3 The impact of score propagation using a semantic
overlay model

In (Chapter 4) we have outlined the advantage of using a semantic overlay
model to facilitate the propagation of user interests between child and
parent concepts based on user ratings. The semantic relations within the
ontology can be exploited to predict the interests of concepts that have
not been yet rated by the given user.

In the following, we would like to demonstrate through a scenario how
the propagation of user interests affects the position of relevant objects
in the ranked list of recommendations. For this scenario, the second
matchmaking process described in (Chapter 4) serves as basis as this
matchmaking is used to match the high-dimensional vector of the user
profile with the high-dimensional vectors of the tourism objects.

(Figure 7.11) and (Figure 7.12) depict the position of individual
tourism objects (visualized in form of blue dots) within the ranked list
after the user has rated the St. Stephen’s Cathedral positively.
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In (Figure 7.11), however, the propagation of user interests within
the semantic model is turned off, i.e. only the concepts with which the
St. Stephen’s Cathedral is directly annotated, receive a certain inter-
est score but not their parent concepts. The St. Stephen’s Cathedral

Figure 7.11
Position of tourism
objects related to
’religious architecture’
in ranked list without
score propagation.

is annotated with the concepts cathedral, and romanesque and gothic
architecture. Thus, these concepts receive a certain interest score based
on the positive rating given by the user. As the St. Stephen’s Cathedral
is rated positively it perfectly matches the user’s interests and is placed
on the first position. On the next positions are four churches as they be-
long to the gothique or romanesque architectural style as well. However,
other objects which belong to the category religious architecture such as
monasteries, cemeteries or further churches are not on the top-20 posi-
tions of the ranked list. These objects might be of relevance to the user
as well but would not be included in the top-N list.

Figure 7.12
Position of tourism
objects related to
’religious architecture’
in ranked list with
score propagation.

(Figure 7.12) depicts the ranking of the objects related to religious
architecture when the propagation of user interests within the semantic
model is turned on. The St. Stephen’s Cathedral is again placed on the
first position. But in contrast to (Figure 7.11), all the other objects of
the category religious architecture are now directly placed on subsequent
positions within the list. The reason for this is that the user interests
scores are now propagated from the leaf concepts to their parents and
further up in the ontological hierarchy. The user profile gets more similar
to the profiles of other religious tourism objects as the profiles have a
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larger overlap in concepts related to religion and therefore, these objects
are ranked on top-20 positions of the list. Thus, the recommendations
are better aligned to the category religious architecture.

This scenario shows that score propagation within the ontology is
highly useful to predict the interests of concepts that have not been yet
rated by the given user and to propose similar objects in the next step.

7.2.4 The influence of diversification
In this section we discuss how the diversification method defined in (Sec-
tion 5.4) influences the diversity of the recommendations provided by the
system. The initial list of recommendations computed by the system in-
cludes tourism objects which are ranked according to their adequacy to
the user, which is based on the similarity between the user profile and
the individual profiles of the tourism objects. When the diversification
method is applied, the final list of the objects returned to the user will
not contain the first top-N elements of the list, but rather a subset of
all elements of the list. Hence, the variety of the elements is increased
but at the same time their accuracy with respect to the user profile de-
creases. This way, relevance is traded for variety, which nevertheless has
a positive effect on the user satisfaction, assuming that tourists are in-
terested to see various quite different tourism objects at the beginning of
the recommendation process.

Figure 7.13
Diversity of top-N list
with different levels of
the diversification
factor.
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(Figure 7.13) shows the diversity of the top-N list depending on the
given level of the diversification factor α, which ranges from 1 to 0. A
large diversification factor produces a top-N list that favors diversification
and outputs a rather different result set to the original ranked list of
objects whereas a factor near to 0 has low effects on the original list.

The diversity of the list returned to the user is expressed as the
average distance of each tourism object in the top-N list to its centroid.
The centroid of the top-N list is defined as the mean vector of all tourism
object profile vectors in the top-N list. The distance between each profile
vector and the centroid is computed based on the Euclidean distance.



7.2 Experimental results 123

Finally, the diversity of the top-N list is calculated by taking the average
of all distances.

In this Figure, the diversification curves are plotted for specific pro-
files such as the Cultural Visitor, Sight Seeker and Action Seeker in order
to represent tourists who are only interested in a single tourist factor. In
addition, a mixed profile is depicted which represents tourists who de-
scribe their preferences over all factors with equal shares. The curves of
the profiles Cultural Visitor, Sight Seeker and Action Seeker are down-
ward sloping, which means that the diversity of the top-N objects de-
creases when using a lower value for the diversification factor α. In other
words, the produced list of top-N objects is closer to the original ranked
list. When looking at these curves together, the greatest effects regard-
ing the decrease of the diversity seem to result from using diversification
factor values between 0.6 and 0.2.

The curve of the mixed profile is different from the other curves. The
reason for this is that when using a mixed profile the top-N objects of
the original ranked list of tourism objects are already rather diverse as
tourism objects related to all factors are included in the top places, thus
producing a rather diverse set even when diversification is not considered
(i.e. the diversification factor α set to 0). The results indicate that
applying diversification on the original ranked list of objects is especially
relevant for users who rather describe their preferences based on a single
factor and has lower impact on users with a mixed profile.

In the following, two scenarios describe the behavior of the system
with different settings of the diversification factor. First scenario -

Cultural Visitor with
interest in museums.

The first scenario describes a user who is of type Cultural Visitor.
As shown in (Table 7.3), he or she might receive a large amount

of cultural history museums when using no diversification (the diversity
factor α set to 0) although he/she might be interested in a variety of
different types of museums. When setting the value of the diversification
factor α to 1 the list of returned objects is rather diverse, containing not
more than 1 object for each type of museum. We assume that users rather
prefer such a diverse list at the beginning of a recommendation session,
when they declared interest in cultural objects but have not expressed
their detailed interests so that they can evaluate and comment on the
proposed recommendations more efficiently. However, when a user has
declared interest in specific concepts (e.g. concept music museum) by
positively rating corresponding tourism objects, the diversity of the top-
N list should decrease in order to acknowledge the fact that the user
might be interested in objects which are related to the positively rated
concepts. This seems to be supported by the responses of the users to
the questionnaire (see Section 7.3).

The second scenario describes a user of type Independent Visitor, who Second scenario -
Independent Visitor
with interest in
churches.

has repeatedly declared interest in objects of type church. (Table 7.4)
presents the corresponding top-N list when applying diversification (up-
per part of the table) and without diversification (lower part of the table).
When the degree of interest in certain concepts gets higher, the diver-
sity factor should decrease so that the top-N objects reflect the specific
interests of the user.

(Figure 7.14) depicts the precision and diversification curves for the
scenario stated above. In order to compute the precision, it is assumed
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Table 7.3
Top-N tourism
objects for a Cultural
Visitor based on
different levels of the
diversity factor α.

Tourism Object Type
Diversification factor: 0 (original ranked list)

Cultural History Museum Vienna Cultural History Museum
Burial Museum Vienna Burial Museum
Carnuntum Cultural History Museum
Roman Ruins Cultural History Museum
Imperial Furniture Collection Cultural History Museum
Wagenburg Cultural History Museum
Clock Museum Museum
Kunsthalle Contemporary Art
Military Museum Vienna Military Museum
Museum of Applied Arts Vienna Applied Art Museum

Diversification factor: 1
Cultural History Museum Vienna Cultural History Museum
Haydn House Music Museum
Jewish Museum Vienna Jewish Museum
Leopold Museum Art Gallery
Museum of Applied Arts Vienna Applied Art Museum
Kunsthalle Contemporary Art
Military Museum Vienna Military Museum
Museum of Modern Art Modern Art Museum
Museum of Ethnology Ethnology Museum
Theatre Museum Vienna Theatre Museum

Figure 7.14
Diversity and
precision of a top-N
list with different
levels of the diversity
factor.
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that the recommendation process is correct and returns a ranked list of
objects with a 100% accuracy, i.e. its objects are sorted according to their
relevance to the user. Precision is defined as the relevance of the tourism
objects for the user by computing the similarity between the profiles of
the top-N objects and the user profile. Diversification is computed as the



7.2 Experimental results 125

Table 7.4
Top-N tourism
objects for an
Independent Visitor
with interest in
objects of type church
based on different
levels of the diversity
factor α.

Tourism Object Type
Diversification factor: 1

St. Peter Church Church
St. Stephen Cathedral Cathedral
Stadttempel Synagogue
Stadtbahn Pavillions Civil Architecture
Imperial Crypt Cemetery
City Hall Civil Architecture
Leopoldsberg Mountain
Technisches Museum Vienna Technical Museum
Palais Schwarzenberg Palace
Museum of Natural History of Vienna Natural History Museum

Diversification factor: 0 (original ranked list)
St. Peter Church Church
St. Charles Church Church
Scottish Church Church
Jesuit Church Church
Dominican Church Church
Augustinian Church Church
Capuchin Church Church
St. Michael Church Church
Votive Church Church
St. Mary on the Strand Church

average distance of each tourism object in the top-N list to its centroid.
The precision increases with a lower value of the diversification factor
and outputs a top-N list which gradually includes more and more objects
of type church.

Thus, the degree of diversity that the system should use depends on
the expressed level of interest in certain concepts of the tourism ontology
through positively rating certain tourism objects. The higher the interest
in a certain concept is, the lower the diversification factor α should be so
that precision has a greater emphasis on the computation of the top-N
list than diversification.

Therefore, the value of α should be set dynamically and we have
decided to use a linear function that depends on the maximum number
of positive rates the user has implicitly assigned to a concept within the
ontology. Based on the data shown in (Figure 7.13) we decided to set
the diversification factor α at the beginning of a new user session to 0.6.
When the user expresses positive interest in a certain concept, the value
decreases and when the number of positive rates of a concept is greater
than a constant factor c, α is set to 0 which means that diversification is
not anymore considered and the original ranked list of top-N objects is
returned. We propose to set the constant factor c to a value of 3, i.e. if a
concept is rated 3 or more times, diversification is not applied anymore.
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7.3 Participants’ feedback
At the end of each questionnaire, we collected information from the par-
ticipants regarding their level of satisfaction, their judgment of the ap-
plication interface and the recommendation feature as well their opinion
whether they find the diversification approach useful (see Figure 7.15
and Appendix for the questions in detail). The participants were asked

Figure 7.15
Participants’ feedback
regarding their
satisfaction, their
judgment of the
application interface
and the
recommendation as
well as diversification
feature.
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to rate on a 4-point Likert scale how much they were satisfied with the
application. 84% of the participants agreed or strongly agreed to the
statement “Overall, I am satisfied with this application.“ 75% of the par-
ticipants found the interface pleasant. 80% of the participants confirmed
that the recommendation feature is effective to find suitable objects.

We asked the question whether they would rather like to get a diver-
sified set of attractions at the beginning in order to explore alternatives
(e.g. the set of recommended attractions should not only contain attrac-
tions of a specific type such museums). 84% of the participants agreed or
strongly agreed to this question. This might be an indication that users
like to get a diversified set of recommendations at the beginning of the
recommendation session when no further specific preferences are known
to the system. 73% agreed to the follow-up question “When repeatedly
declaring interest in attractions of a specific type (e.g. churches) I prefer
getting more attractions of this kind at the price of less variance of the
proposed attractions.“. This question is closely linked to the former one -
when the user expresses interest in specific objects it seems that he/she
prefers to get results tailored to his/her specific preferences in favor of a
rather diversified result set.

We further asked the participants which improvements they would
suggest for the application. Some users were concerned with the current
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size of the favorites list (i.e. 10 objects) and argued that the size should
be made configurable so that they can mark more attractions as favorites
when they plan a longer trip:

“The number of recommended attractions should be made configurable.
Depending on how long I stay I would be interested in different number

of attractions.“
“Maybe there could be a way to add more to the 10 attractions that i

have chosen.“

Some users pointed out that exploring new tourism objects they are not
aware of or trying out different things are important for them. They
would prefer to get the possibility to browse through all tourism objects
that are available in the system or get a few recommendations that do
not closely match their stated preferences so that they can discover new
tourism objects. In addition, they would like to receive context-aware rec-
ommendations, e.g. to explore tourism objects in the near surroundings
of their hotel. Selected quotes are:

“I would like to see list of all attractions regardless recommender
system, to see there is something new that I didn’t have idea about.“
“I would prefer to get some attractions of other types even though I

haven’t specified it in my profile. I do not know the city, and I am not
even sure of my traveling preferences, so I would like to try different

things with accent on things that I know I like.“
“I’d also like to find out what’s around my Hotel.“

Receiving explanations why objects are recommended seems to be impor-
tant for the participants so that they can understand how the recommen-
dation algorithm works and adjust their profile accordingly. Moreover,
users would like to get information which tourism objects other users
(similar to them) like or have selected so that they get some new inspi-
rations. Selected quotes are:

“The application can show the reason of each recommended place, like
discovery feature Spotify. For example, Prater was recommended due to
adventure that you have selected. This way I can tune my profile much

better.“
“I would like to see what other people selected, also visited and liked it
in order to be able to select the attractions a) that I would prefer, but

also b) that are recommended by others like me to visit.“

At the moment, the system provides a routing service which calculates
a route between all favorite tourism objects by considering constraints
such as opening-hours, travel time and available time of the total tour.
Some users would like to have additional customization possibilities (e.g.,
determine location to start or end the tour, change visit order of the
objects, determine which objects to see at which day) so that they can
plan their stay at the destination in a more detailed way.

“Feature of create a custom tour and save it somewhere or print it out
in a nice format. This way a user could plan a trip and sightseeing

route better.“
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Regarding the interface, the users gave both positive and negative feed-
back. Some liked the design whereas others argued that they were over-
whelmed by the information and that it took some time to understand
the way how to interact with the system. Selected quotes are:

“The interface is catchy.“
“Overall this could be very useful and handy.“

“The system will benefit from an enhanced map-attraction interface.
Good, intuitive interface.“

“Flexible, easy to handle, fast.“
“Yes, the user interface is very helpful and recommendation at the end
of the application really gives me a chance to rethink my earlier option.
Plus with a brief explanation, it develops my perspective on how the

destination would be.
“On the second page (where you have to select the ten favorites) I

didn’t understand at all what to do! How to choose ten favorites from
only ten recommended attractions? I didn’t understand where and how
to drag and drop the attractions to order the favorites (first, on the

third page with the additional recommendations I discovered the icons
on the bottom of the page).“

“Please, more simple and clear.“
“Interacting with the top 10 recommendations was a bit tedious (I
wanted read the description again and this was not straightforward

because clicking on them did not work right away).“
“Not intuitive but maybe it was just the survey interface that was

irritating. design-wise it is very nice.“
“The UI doesn’t feel natural, there are many unnecessary choices.. + -
.. the best would be you like this or not.. so just the heart is sufficient i

think.“
“The user-interface seem unclear and a little bit crowded with

information. I would rethink adding the tags (does the user really need
them?).“

“It is quite complex. Especially I was not sure whether the top 10
should be ranked or not. If this was explained at one point, I missed it -

maybe I was a bit overwhelmed with information.“
“I couldn’t figure out how to say NOT AT ALL AVID ATHLETE. I

didn’t even want to assign 1 heart to it. A heart means at least
somewhat. But I am definitely not.“

7.4 Summary
In this chapter we present the results from a user study we have conducted
with 54 participants in order to evaluate our prototypical application.
Overall, the users seem to be satisfied with the proposed recommenda-
tions. Most of them choose at least five tourist factors to generate a
high-level profile. The most prominent factors for the city destination
Vienna are Sight Seeker, Cultural Visitor and Nature Lover. They agree
that diversification should be considered at the beginning of the recom-
mendation session when no specific preferences are known to the system.
Both positive and negative feedback is used in order to fine-tune their
interests and deliver a new set of recommendations.
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8 Conclusion

The overall goal of this thesis was to close the gap between users’ needs
and suppliers’ perspectives by matching their respective views (see Sec-
tion 1.5). We addressed this issue by developing a matchmaking process
and applied this process in the e-tourism domain, thus matching tourist
profiles with the characteristics of tourism objects in order to obtain a
ranked list of appropriate tourism objects for a particular tourist. We
implemented a Web-based prototype that proposes tourists, who would
like to visit Vienna, a set of suitable tourism objects. For that, differ-
ent external services were integrated in the prototype in order to deliver
destination-specific information (see Section 6.2). The evaluation took
place in form of a user study, where participants were asked to explore
the prototype and fill in a questionnaire in the end (see Chapter 7). Al-
though the matchmaking process was applied in the e-tourism domain, it
could be adapted for other domains (e.g. retail and consumer products)
as well in order to suggest items or services to the users.

In this chapter, we revisit the research questions posed in (Section 1.5)
and summarize our findings, while highlighting the main contributions of
this thesis. We close by pointing out issues and challenges for future
work.

8.1 Answers to research questions

8.1.1 Question 1
Q 1: Can tourist types existing in scientific tourism literature be used to
obtain a high-level user profile?

In (Chapter 3) we have demonstrated successfully a method to use the
tourist factors proposed by Werthner et al. [96] (i.e., Sun Worshipper,
Educational Buff, Sight Seeker, Cultural Visitor, Avid Athlete, Action
Seeker, and Nature Lover) as basis to construct the initial profile of a
tourist and to derive a quantitative representation in form of a vector.
Our evaluation results (see Section 7.2) reveal that most participants of
the user study identified themselves with the factors Sight Seeker, Nature
Lover and Cultural Visitor, and that the vast majority (i.e., 75% of the
participants) chose at least five factors. These results are consistent with
the findings by [57], indicating that individuals rather select more than
one type if they have the opportunity.

The basic profiles of the tourism objects are constructed based on
the seven tourist factors as well so that they can be represented in the
same vector space as the tourist profiles. However, if the profiles of the
tourism objects are constructed manually by domain experts, this would
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put a big burden on them and would not scale if the profiles of tourism
objects from many destinations worldwide need to be established.

To counteract this problem, we have proposed a method to derive
the basic profiles of the tourism objects in a semi-automatic way (see
Section 3.4), whereby domain experts first mark manually for each of the
tourist factors a small sample of typical tourism objects that are closely
related to these factors. For the second step, we have defined a semantic
similarity measure that propagates the scores given by the domain experts
to those tourism objects that have not yet been marked by the experts.
As a prerequisite, the tourism objects have to be annotated with concepts
from an ontology.

We have evaluated existing ontologies in the tourism domain and
developed the ontology cDOTT (see Section 3.4.1) which is partly based
on the Harmonise ontology [49] as well as on the EON Traveling ontology
[43]. cDOTT is defined on a more abstract domain level, so that existing,
more fine-grained tourism ontologies such as the QALL-ME [94] or the
DERI OnTour ontology [39] can be easily integrated.

In our case, we have annotated the tourism objects manually with
concepts from the ontology. However, different approaches exist that can
automate this task in order to derive such annotations by parsing text
documents which are related to the tourism objects. In [149] an approach
is presented that is able to detect relevant features from textual resources
and associates them with concepts modeled in an ontology. This approach
has been applied in the context of tourism, whereby Wikipedia articles
are parsed to detect concepts related to a tourism ontology.

In our evaluation we wanted to assess whether the linkage of the
tourism objects to the tourist factors derived in this semi-automatic way
is suitable to define the generic profiles of the tourism objects. There-
fore, we asked the participants of the user study to quantify for a small
set of given tourism objects how much each of them matches the seven
factors based on their personal opinion. We compared the participants’
assessments with the quantifications we derived semi-automatically. The
results (see Section 7.2) indicate that tourism objects which act as rep-
resentatives for a given factor (e.g., the St. Stephen’s Cathedral for the
Sight Seeker or the State Opera for the Cultural Visitor) can be clearly
assigned to those factors. However, tourism objects that provide the
tourists the possibility to perform different activities, such as the Prater
or Danube Island in Vienna seem to be adequate for nearly each tourist
factor according to the participants’ opinions.

A separate study with tourism experts would be needed in order
to specify the mapping between the tourist factors and certain tourism
objects in a quantitative manner and then to run different experiments to
approximate these quantifications by adjusting the semantic annotations
or certain parameters in the score propagation method.

8.1.2 Question 2
Q 2: Can user feedback be exploited to improve the matchmaking process?

In (Section 5.2) we have demonstrated a method how to use ex-
plicit user feedback in order to obtain the specific interests of a tourist
and adjust her or his profile accordingly. Users have the possibility
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to rate presented tourism objects either in a positive or negative way
(see Section 6.1). We presented an approach to transform these explicit
ratings to numeric values and update the tourist’s profile accordingly.
The tourist’s profile is represented as vector of interest scores that are
assigned to concepts within the tourism ontology. We assigned the
numeric values to those leaf concepts with which the rated tourism
object is annotated and used score propagation to update the super
concepts as well (see Question 3).

As presented in (Chapter 7) the participants of the user study used
both positive and negative ratings in order to get new recommendations
that are adjusted to their interests. On average, 8.48 ratings had been
given in each user session, comprising about 5.3 positive ratings and
about 3.2 negative ratings. This indicates that next to positive ratings
also negative ratings seem to be accepted as valid means to inform the
recommendation system about likes and dislikes. In fact, negative ratings
are helpful to fine-tune the profile more rapidly as this would be the case
with positive ratings only.

8.1.3 Question 3
Q 3: Can we exploit the semantic relations within a tourism ontology to
infer the user’s interest in objects not having been rated yet?

In (Section 4.2) we presented an approach to model both the spe-
cific profile of tourists and tourism objects as high-dimensional vectors
whereby the dimensions represent the concepts and the values the
numeric scores assigned to the concepts of the ontology. The ontological
structure allows to propagate the numeric scores that are assigned to
the leaf concepts of the ontology based on either positive or negative
feedback from a particular tourist, further up in the ontology to the super
concepts. For example, if the user has positively rated the St. Stephen’s
Cathedral in Vienna, and we know that this cathedral is annotated
with the concept church which has as parent the concept religious
architecture, these concepts receive a certain interest score. Thus, the
user profile vector gets more similar to vector representations of other
tourism objects which are kind of religious buildings, as the overlap in
concepts is greater and the vectors get more similar.

We infer an interest score for concepts by adopting a measure from
literature that exploits the ontological structure of the tourism ontology.
In (Section 7.2.3) we have demonstrated through a scenario how the im-
pact of score propagation affects the position of tourism objects in the
ranked list.

Without utilizing score propagation, only the leaf concepts with
which the tourism objects are directly annotated receive a certain (neg-
ative or positive) interest score based on the tourist feedback, but not
their parent concepts. In this case, only those tourism objects that are
annotated with the same leaf concepts get more similar to the user profile
as their vector representations are similar.

When score propagation is turned on, the interest scores are prop-
agated upwards within the ontology. This has the positive effect that
the user profile gets more similar to other tourism objects that share cer-
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tain concepts in the ontology as the similarity between those vectors get
closer.

The scenario shows that score propagation is essential to infer the
user’s interest in objects that have not been rated directly by her- or
himself but might be highly relevant as they share certain concepts within
the ontology.

8.2 Future work
In our work, we have presented a matchmaking process in order to pro-
vide personalized offers about tourism objects to tourists in the pre-trip
phase of the tourist life cycle. However, as this research is bringing to-
gether methods and techniques from the fields of semantic technologies,
recommendation systems, context-aware computing and others, there are
still important issues remaining. This section proposes future work on
the following aspects:

Automation of semantic annotations of tourism objects. Our
matchmaking process exploits tourism ontologies to describe the tourism
objects of a destination in a qualitative, formalized model (see Chapter
4). However, the tourism objects were annotated with semantic concepts
of the tourism ontology in a manual way which does not scale if the
matchmaking process is used to provide personalized offers for various
destinations. Most tourism information in the Internet is still predom-
inantly published in form of documents containing unstructured text.
An important research issue would be the exploitation of this document
space with the help of text mining methods to automate the semantic
annotation of tourism objects by linking meaningful terms from the text
descriptions to concepts within the ontology.

Delivering explanations for recommendations. In the current
prototype, no explanations are given to the users, why certain tourism
objects have been recommended to them. The only information that is
provided to the user are the names of the concepts with whom the tourism
objects are directly annotated, such as the concepts Cathedral, ghotic,
romanesque, Anton Pilgram for the object ’St. Stephen’s cathedral’
(see Section 6.1, Figure 6.3). Obtaining such explanations seems to be
important for the users (see participants’ feedback in Section 7.3) so that
they can adjust their profile accordingly. One way would be to show
the profiles of the tourism objects to the users so that they can see how
much the specific tourism objects are associated with the different tourist
factors. Another way is to generate explanations in form of “You seem to
like objects related to religious architecture. That’s why we recommend
you to visit the ’St. Stephen’s cathedral’“ so that the users understand
the reason why they have obtained this recommendation [139].

Seamless support between different trip phases. In the cur-
rent state, there is still a perceptible gap between the respective phases
of the tourist life cycle, resulting in the need for tourists to use different
sources to satisfy the information requirements in each phase, ranging
from online travel communities, mobile applications, Internet Websites,
destination portals, metasearch and booking engines to traditional guide
books. Tourism information systems of the next generation should deliver
a single point of access that provides relevant services during all phases in
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a seamless way and facilitates the creation of personalized trip plans. In
this way, they would certainly enhance the tourists’ satisfaction with the
planning process and the travel experience. In the ideal case, the entire
vacation is planned in space and time, which involves decisions including
length of trip, primary destinations, activities, attractions, accommoda-
tions or trip routes [79].

Plan revision based on contextual information. The prototyp-
ical application of the matchmaking process provides the possibility to
select up to ten favorite tourism items of a certain destination and to
obtain a basic trip plan, comprising descriptions of the selected objects
and a route proposal to visit the favorite objects in an optimized order.
However, even the best travel plan cannot protect tourists from having
to face spontaneous, unexpected situations during the trip. Attractions
can be temporarily closed or open-air concerts may be canceled due to
bad weather conditions. This issue tackles the ability of gathering such
contextual information and performing context-based reasoning. The pro-
cess of plan revision poses a great dilemma for tourists when they have
to do this manually as they are located at an unfamiliar destination and
have insufficient travel information regarding existing alternatives avail-
able on-site. Trip plans that are adapted to the dynamics of traveling
can reduce the risk of mishaps while being on the move. Tourists might
be able to experience a more relaxed itinerary since adaptive travel plans
are capable of dynamically reschedule planned tourism objects in order
to counteract new, spontaneous situations of (mobile) tourists. However,
rescheduling of existing activities or including new activities into the trip
plan is very complex. Rescheduling has to consider factors such as the
duration of visit, the opening hours ob objects as well as user-defined
priorities of activities. Moreover, activities may not overlap and might
be dependent on each other (e.g., if the flight is canceled, other activities
have to be canceled as well).
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Appendix

The Appendix contains following sections:

o Newsletter for participating in the online survey. This
newsletter was used to invite people to participate in the survey.

o Facebook posting with the favorite tourism objects. Par-
ticipants had the possibility to share their favorite tourism objects
with their Facebook community.

o Online survey. The questionnaire is shown that was used for
evaluation of the prototype.

Newsletter for participating in the online survey
This newsletter was used to acquire participants for the online survey.
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Facebook posting with the favorite tourism
objects
Following posting demonstrates how the user can share his/her favorite
tourism objects with his/her Facebook friends. When the posting is
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clicked a new tab is opened in the browser and the user is directed to the
newsletter.

Online survey
The online survey consisted of three pages which are depicted in the
following. The time the user spent on each page and for the total
questionnaire was measured in order to identify users who do not take
the survey serious and just click through the questionnaire within some
seconds.

The first page showed up to five tourism objects which had been
selected by the user beforehand. The user was asked to quantify how
much each of these objects matches the seven tourist factors in his/her
personal opinion.

The second page showed ten tourism objects from the tourism ob-
jects database which the user had not selected beforehand. The selection
was done randomly. The user had the possibility to replace one or more
of his/her favorite objects with these new objects if he/she liked them
better than the currently selected favorites.

The third page asked the user to provide some personal informa-
tion and comment on the usability of the application, its interface as
well as the recommendation features.
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