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Kurzfassung

Die menschliche Stimme ist das alltägliche Instrument zur verbalen Kom-
munikation. Eine Erkrankung der Stimme, die so genannte Dysphonie,
wie Heiserkeit, kann somit beträchtliche Auswirkung auf die Lebensqua-
lität haben. Einschränkungen auf privater sowie beruflicher Ebene sind
die Folge. Um die Mechanismen und dessen Ursachen nachzuvollziehen,
die eine gesunde Stimme von der einer erkrankten unterscheidet, muss
zunächst der Stimmbildungsprozess grundlegend verstanden werden.
Die computergestützte Simulation ist im Falle der menschlichen Phona-
tion ein hilfreiches Werkzeug, da sie nicht invasiv ist. Allerdings stößt
eine exakte Nachbildung der komplexen Vorgänge der Phonation an die
Grenzen der heutigen Rechenkapazitäten. Um diesem entgegenzuwirken,
ist es notwendig, das Modell zu vereinfachen. Diese Dissertation ana-
lysiert verschiedene Modellvereinfachungen und die dadurch verursach-
ten modellbasierten Fehler. Für die Untersuchungen wurde das Compu-
terprogramm CFS++ verwendet und erweitert, um die Interaktion von
Strömung (Luft) und Strukturvibrationen (Stimmlippenschwingung) si-
mulieren zu können. Ebenfalls können mit dem Programm die daraus
entstehenden Schallquellen und die Schallausbreitung berechnet werden.
Zuerst wird die Auswirkung der geometrischen Modellierung der Stimm-
lippen untersucht. Dazu werden in einer voll gekoppelten Strömungs-
Struktur-Simulation die Schwingungen zweier unterschiedlicher geome-
trischer Stimmlippenmodelle genauestens miteinander verglichen. Ferner
wird untersucht, ob die Kopplung von Strömung und Struktur zu ei-
ner reinen Strömungssimulation reduziert werden kann. Die Schwingung
der Stimmlippen wird dabei mit speziellen Randbedingungen imitiert.
Zusätzlich werden unterschiedliche aeroakustische Analogien untersucht
und verglichen. Die akustischen Verfahren ermöglichen dabei eine genaue
Ortung der akustischen Quellen bei der Stimmerzeugung. Das entwickel-
te Simulationsverfahren ist ebenfalls dazu fähig, den Vokaltrakt zu be-
rücksichtigen, um beispielsweise das erzeugte Schallfeld eines Vokals zu
berechnen.
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Abstract

The human voice is essential for day-to-day communication. Conse-
quently, impairment of speech, known as dysphonia, may have a signif-
icant impact on a person’s career and possible even their social life. To
understand the mechanisms and effects that distinguish a healthy voice
from an unhealthy one, the phonation process itself must be understood.
In the case of human phonation, computer aided simulation is a useful
tool, as it is non-invasive. However, if the target is to achieve an exact
replica, the complex nature of the phonation process pushes the bounds of
current research and also demands high computational capacities. Sim-
plifications in the model are therefore necessary to counteract these prob-
lems. This thesis analyses different kinds of simplifications and the error
which is caused by the corresponding model. These investigations were
carried out with the simulation tool CFS++, and extended to allow for
a precise simulation of the interaction between air flow and structural
(vocal fold) vibration. Furthermore, it is also capable of determining the
acoustic sources and propagation of aeroacoustical and vibration-induced
sound.
Firstly, the impact of the geometrical shape of the vocal folds is studied.
Thereby, a fully coupled fluid-structure simulation is employed to com-
pare two different kinds of vocal fold models. Moreover, investigations
have been performed if the coupling of fluid and structure can be reduced
to a pure flow simulation. The vocal fold vibration is thereby imitated by
special boundary conditions. In addition, different aeroacoustic analogies
are analysed and compared. These acoustic methods also permit a pre-
cise location of the sound sources during phonation. We also present and
enhancement of the model, which integrates and considers the acoustic
impact of the vocal tract, to calculate for instance the sound field of a
vowel.
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CHAPTER 1

Introduction

This research originated as part of an interdisciplinary research group
called DFG FOR894 with the joint research topic “Fluid Mechanical
Basis of the Human Voice”. It was funded by the German Research
Foundation (DFG) and the Austrian Science Fund (FWF) and con-
sists of seven subprojects situated at the Friedrich-Alexander University
Erlangen-Nuremberg, the Technische Universität Bergakademie Freiberg
and the Vienna University of Technology. The aim of the project is to
gain a better physical and fundamental understanding of the sound gen-
erating mechanisms of phonation and their influences on the perceived
voice quality.

1.1 Motivation

Human voice is sound generated inside the larynx and modulated by the
oral cavities, called vocal tract. Voice is used as a primary method for
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1 Introduction

communication in the form of speech and even by means of music or emo-
tional expressions (laughing, crying etc.). Any kind of voice disorder, or
dysphonia, is therefore a serious condition as it limits the afflicted individ-
uals from a social perspective. A number of pathologies cause dysphonia:
bacterial infection of the larynx (laryngitis), carcinomas, laryngeal pa-
pillomatosis, vocal fold (VF) nodules, cysts, polyps, bi- and unilateral
VF paralysis. Resulting voice quality impairment, e.g., hoarseness and
subharmonic variations, are characterised by jitter, shimmer (varying fre-
quency and pitch, respectively) and biphonation (multiple fundamental
frequencies).
The aim of this work is to understand the complete sound generating
process in the voice, to identify the mechanisms causing the perceived
dysfunction and thereby build the basis for future treatments to ensure
a healthy voice. Prospectively, this could be used for targeted healing,
assisting surgery, optimising implants or recommendations on long-term
vocal training – In a related work, a first insight into these questions
provided by Birkholz [10] has already made significant improvements in
speech synthesis possible.
To understand the underlying mechanisms, a physical model of the hu-
man voice is required as direct measurements are invasive. In physi-
cal terms it is an interaction of flow dynamics, structural dynamics and
acoustics (FSAI). This model can be expressed by a set of partial differen-
tial equations (PDEs) and can be solved numerically. However, due to the
high complexity of these equations and the correspondingly resulting long
computational time, several modifications are necessary to simplify the
problem so that viable calculation are possible. Firstly, voice simulation
can be split up geometrically into the larynx and vocal tract, separating
sound generation and filtering. Further problem reducing possibilities in-
clude, for example, geometric simplification or reducing the system to a
2D model. Existing known methodologies in numerically simulating and
modelling the human phonation process are detailed in section 1.3.
Working towards technologies to analyse and understand the human
voice, this thesis employs a 2D coupled fluid-structure interaction (FSI)
simulation to inspect the validity of model reduction. Model reduction is
a necessity, since current computerised replicas of phonation all require

2



1.1 Motivation

some kind if trade-off, to counteract the high complexity of the system
and thereby thus the high computational cost. Additionally, geometrical
simplifications are also common due to missing or inaccurate data and
they also allow easier analysis. This thesis addresses these issues of model
based errors by comparing full and partial coupling between air flow and
structural vibration of the VFs, by analysing the effects of different ge-
ometry models, and by examining two aeroacoustic methods. The latter
provides insight into the precise sources of voice production and demon-
strates an applicability for simulating the whole speech process.
All aeroacoustic results and all simulations concerning 2D FSI were per-
formed with the in-house research code CFS++, which is covered in detail
by Kaltenbacher [54]. The FSI code as provided by Link et al. [62] was
extended and used for the investigations.

1.1.1 Outline

To achieve the objectives set in the motivation section 1.1, this thesis is
organised as follows. In section 1.2, the basic principles of the larynx as
sound generator and its anatomical structure are briefly introduced in
order to provide a first view of the problem at hand. Section 1.3 presents
the current status of research with regard to simulating the human phona-
tion process and determining VF material parameters in order to ensure
an accurate material model.
In chapter 2, the theoretical background of fluid dynamics, solid me-
chanics, acoustics and the interaction between these physical fields are
covered. As one focus of this work is aeroacoustics, two hybrid methods
are presented: Lighthill’s analogy ([59]) and the perturbation equations
([47]). The resulting partial differential equations from all three physical
fields are put into finite element context to enable implementation in the
in-house research code CFS++.
To complete the simulation framework, chapter 3 describes the 2D geom-
etry of the laryngeal layout and additionally specifies material parameters
required for the continuum mechanical model. Based on the method pre-
sented, the 2D results of a phonation simulation are studied in chapter 4.
One task is to determine the impact of the geometrical model of the VFs

3



1 Introduction

on the vibrational pattern and flow field inside the larynx. A second
is to analyse two way coupled fluid structure interaction and determine
whether simplifying phonation simulations by a one way coupling is jus-
tified.
Effects of aeroacoustics during phonation are discussed in chapter 5 using
two 3D flow simulation models with prescribed VFs motions. In general,
the aim is to provide insight into the basic principle of sound generating
mechanism of human phonation and to study, compare and verify various
different aeroacoustic approaches.

1.2 Human phonation

The human voice is the basis for verbal communication, i.e., speech. Its
primary signal is generated inside the larynx by the two opposing oscil-
lating VFs ([23]). The entire process of the human voice is a complex
interaction of fluid mechanics, solid mechanics and acoustics. In a healthy
voice, the process is initialised by a tensioning of the VFs, which seals
the larynx. As the lungs compress, air pressure builds up causing a pres-
sure gradient between the subglottal and the supraglottal region. An air
stream is thereby induced through the trachea onto the VFs, forcing them
to open. The air stream equalises subglottal and supraglottal pressure
which, in turn reduces the velocity of the air stream itself, enabling the
VFs to close up again, thus repeating the process. This creates a pul-
sating air stream, which together with VFs vibrations and supraglottal
air vortices form the source of the perceived acoustic sound. For adult
females the fundamental frequency is in the range of 165 to 255 Hz and
for adult males, from 85 to 155 Hz ([33]).

1.2.1 Basic laryngeal physiology

The human larynx is part of the respiratory system. It is located inside
the neck and measures about 5 cm long. Besides phonation it has several
tasks, as it connects the trachea with the pharynx. It is also a passage
for air to reach the lungs and the epiglottis protects it from stray food
particles by acting as lid during swallowing.

4



1.2 Human phonation

Figure 1.1a displays a coronal1 cut of the larynx. It is comparable to a
simple tube with a constriction half way along it, the glottis. The form
of the glottis is determined by the positioning of the two opposing VFs.
Superior to the VFs are the ventricular folds also known as false vocal
folds (FVFs). The mucosa forms a protuberance between the VFs and the
FVFs known as the laryngeal sinus or ventricle. Figure 1.1b is a superior
view of a transversal cut through the larynx and exposes the VFs and
their “V”-like position. Posterior, the VFs are attached to the pyramidal

(a) Posterior view of coronal laryngeal cut. (b) Superior view

Figure 1.1: Larynx structure ([38]).

shaped arytenoid cartilages, which are linked by joints to the cricoid
cartilage (see Fig. 1.1b). The cricoid cartilage is ring shaped and forms
the basis of the larynx, as depicted in Fig. 1.2. Two joints (cricothyroid
joints) join the ring shaped cricoid cartilage to the thyroid cartilage,
which surrounds the inner parts of the larynx, thereby protecting them.
The cricoid and thyroid cartilages can be tiled against each other and
put the VFs under tension. However, the main mechanism to control
the VFs is via the arytenoid cartilage. These pivot-mounted cartilages
can be turned, mainly by the posterior cricoarytenoid muscles, which

1Anatomical planes and directional terms are explained in Appendix A.
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Figure 1.2: Anterior-lateral view of larynx (Larynx external by Olek
Remesz/ Wikimedia Commons / CC-BY-SA-2.5).

also causes the cartilages to be pushed and pulled in the anterior and
posterior direction. These adjustments regulate the distance between the
VFs and can close the glottis completely to initiate the phonation process.
Furthermore, they control the tension of the VFs, which modulates the
pitch of the voice.

1.3 Current status of research

This section will provide an overview of the current status of mathe-
matical models for the human phonation process, as they have served as
valuable tools for providing an insight into the basic mechanisms of pho-
nation and may eventually be of sufficient detail and accuracy to allow
surgical planning, diagnostics, and rehabilitation evaluations on an indi-
vidual basis. In section 1.3.1, we present lumped element models, which
are still used and in process of further development. What they lack in
precision, they make up for in computational speed, making real time
simulations possible. For more accurate modelling, section 1.3.2 presents
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1.3 Current status of research

an overview of continuum mechanical models based on partial differen-
tial equations (PDE). These accurately describe the physical properties
of fluid flow, structural mechanics and acoustics, but have the disadvan-
tage of having a high order of complexity and thereby leading to larger
computation costs.
For a correct continuum mechanical model, accurate material parame-
ters are essential. As these must be determined by experiment, a brief
overview of existing experimental set-ups to measure vocal fold tissue is
provided in section 1.3.3.

1.3.1 Lumped element models

The fundamental idea of lumped element models is to divide up the
structure, in this case the vocal folds, into masses and couple them via
springs and dampers. Figure 1.3 illustrates how the structure may be
represented by a simple two mass model in the case of the vocal folds.
The governing equations to determine the displacement xi of mass mi

Figure 1.3: Schematic illustration of a multi-mass model for vocal folds
structure, represented my masses (m), springs (k), and dampers (r).
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1 Introduction

are given by

m1ẍ1 + r1ẋ1 + k1x1 + k1,2(x1 − x2) = F1,

m2ẍ2 + r2ẋ2 + k2x2 + k1,2(x2 − x1) = F2,

with the constant parameters ri and ki representing damping and stiff-
ness, respectively, whereas ki,j represents the coupling stiffness of the
masses mi and mj . Fi is the force of the air flow acting on the vocal
folds, which needs to be computed. In lumped models, fluid flow is usu-
ally computed by Bernoulli’s equation, due to its simplicity and thus
computational time. It assumes that the fluid acts like a mass that is
accelerated and decelerated as a unit.
Even simpler would be a single mass model, as used by Flanagan and
Landgraf [34]. However, for the vocal fold to induce self-oscillation due
to the flow, multiple masses are necessary ([88]). Thus, Ishizaka and Is-
shiki [50] improved the model to a two mass model. This enables a phase
difference in vertical direction of the masses, known as convergent and
divergent shape. In early works focusing on asymmetric left and right vo-
cal folds, this computational simulation was already being used to study
pathologies (Ishizaka and Isshiki [50]). Results were similar to physio-
logical experiments on natural larynges and it was possible to synthesise
different types of hoarse voice by applying a vocal tract synthesiser. Later
Steinecke and Herzel [81] simplified the model and studied non-linear dy-
namics and the location of instabilities due to different stiffness values in
left and right VF characteristic for laryngeal paralysis.
To capture longitudinal tension, a 10 mass model was presented by Wong
et al. [98], which also covers pathological cases and investigates their ef-
fects, e.g. local mass changes are made to study the impact of cancer.
Additional advantages of high dimensional lump mass models are their
detailed anatomical and physiological structure description, and the fact
that they can simulate complicated spatial-temporal modes, which ex-
ist in real vocal folds. With these models even the singing voice may
be studied, as done by Kob [56]. A further improvement in geometrical
detail was presented by Titze [86, 87], a 16 mass model which not only
considers the anterior-posterior direction, but also models coarse spatial
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1.3 Current status of research

variation by considering the different tissue layers of VFs. This model
has been updated by Titze [89], p. 164 in which 175 point mass con-
struct is used, with 7 layers describing the vibrating tissue, 5 divisions in
the inferior-superior direction, and 5 divisions in the anterior-posterior
direction. A more recent work paving the way for 3D lumped element
models was designed by Yang et al. [99], a 25 mass model optimised to
fit model dynamics of experimental data. Fitting lumped element pa-
rameters defining the multi mass model are crucial and were extracted
from endoscopic imaging for the first time by Döllinger et al. [27]. Digi-
tal high-speed images were recorded to determine vibrating masses, VF
tension and subglottal pressure by means of optimisation. Yang et al.
[99] further enhanced the method by using endoscopic recording to auto-
matically determine the parameters of their 3D model.
Bernoulli’s equation assumes laminar flow, but air flow during phonation
inside the larynx is asymmetric as shown by simulation results of Alipour
et al. [3], Link et al. [62] and Mittal et al. [69]. Therefore, Tao et al.
[84] used the NSE (Navier-Stokes equations) to describe the flow field,
and this computed flow forces acting onto the lumped element structure
model. The fluid mesh was divided up into less then 3k unknowns in
order to retain the advantage of a relatively fast solver. However, due to
the low resolution of the flow, a correct representation cannot be achieved
and the impact of the asymmetric flow in contrast to a symmetric flow
has not been analysed in depth.
For an additional summary and review on different lumped element ap-
proaches, Alipour et al. [3] and Birkholz [11] describe the current status.
It is also noteworthy that the thesis of Birkholz [10] covers the whole
speech process based on lumped element models and the resulting soft-
ware is capable of acoustically generating complete sentences.

1.3.2 PDE based models

With a continuum mechanical assumption, the phonation process is for-
mulated by a set of partial differential equations (PDEs), describing
fluid mechanics, structural mechanics and acoustics. The accurate phys-
ical representation has its drawback in computational cost, as numerical
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methods are required to solve the PDEs which may result in a num-
ber of unknowns that can only be calculated with supercomputers—high
computational effort applies primarily for CFD. Nevertheless, both cap-
turing the physics and resolving the physiological structures – not pos-
sible with lumped elements – is necessary in order to understand and
analyse the fundamentals of voice production. A continuum approach
was first presented by Alipour et al. [2] using 2D FE to simulate the
vocal fold vibration, while retaining Bernoulli’s equations to determine
the fluid forces acting on the structures. With the help of a lumped
element model of the VFs, de Vries et al. [21] showed that the NSE
exhibited a significantly higher phonation threshold pressure in compar-
ison to the Bernoulli’s equation and a glottal peak flow twice as high.
de Oliveira Rosa et al. [19] presented the first fluid-structure coupled PDE
approach for human phonation, which was solved using FEs. Although,
the discretisation of the flow domain was too coarse to fully resolve the
flow, the author was able to demonstrate self-sustained oscillation of the
VFs.
As so called hemilarynx approaches reduce the number of unknowns by
half, Hofmans et al. [43] discussed their admissibility, by investigating an
experimental set-up of a larynx model. The conclusion was that turbu-
lence effects take too long to develop. It needs to be pointed out that
the VFs were rigid and to emulate their vibration effect on the flow an
unsteady pressure drop across in- and outlet was set. With a more so-
phisticated experiment which fully regards the FSI by using VFs made
out of polyurethane, Becker et al. [9] were able to observe downstream
eddies which influence the flow upstream and inflict deflection of the
glottal jet. In the case of numerical simulation, Zheng et al. [103] thor-
oughly examined the jet deflection by employing a 2D finite-difference
method and a sharp-interface immersed-boundary method to impose the
prescribed vocal fold motion as a boundary condition. Nevertheless, cer-
tain simplifications of the flow field still remain valid as they provide the
possibility to observe and analyse specific effects. This is demonstrated
by the work of Bae and Moon [7], who uses a symmetry assumption and
are thereby able to significantly reduce the number of unknowns for their
finite-difference formulation of the incompressible NSE. They also repli-
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1.3 Current status of research

cated the VF motion from an axisymmetric model, which was incorpo-
rated into the simulation with a moving mesh methodology. The results
of the glottal wave form were in good agreement with those of Rothen-
berg [75], who measured the volume velocity at the mouth and used an
inverse filter to acquire the glottal volume flow. Bae and Moon [7] ad-
ditionally computed the acoustic field using the perturbed compressible
equations and found that the motion of the VFs from the divergence to
the convergence position increases the acoustic efficiency as it controls
the glottal impedance.
Concerning pure fluid mechanics in phonation, methods and studies have
been designed by Decker and Thomson [22] with rigid VFs and induced
movement by Alipour and Scherer [1] and Šidlof et al. [95]. Also us-
ing prescribed VFs movement, Schwarze et al. [79] used the finite-volume
code OpenFOAM to simulate the laryngeal flow based on an experimental
set-up suggested by Triep and Brücker [91]. It differs from other models
as a result of its elliptic glottal opening. This feature was further analysed
by Mattheus and Brücker [66], who compared the elliptic glottal opening
to a 2D model and a 2D extruded model. Their findings revealed, that
the elliptic opening forced the glottal jet to be symmetrical, whereas a
slit-like opening skewed the jet towards one side of the laryngeal wall,
demonstrating the importance of 3D fluid simulation and 3D geometry.
Pure flow simulation neglects the energy exchange between the air flow
(fluid) and the vocal fold vibration (structure) which, under certain con-
ditions, could lead to false assumptions as described by Zörner et al. [105].
Based on a higher order 2D finite difference method, a 2D fully coupled
FSI model was presented by Larsson and Müller [58]. Starting with an
abstract channel and a symmetry assumption, Mittal et al. [68] illustrates
his 3D flow model. In a further development by Luo et al. [64], Zheng
et al. [102], the finite-different model was replaced by the FVM and the
immersed boundary was devised to couple the FSI. This tool is then used
to analyse vocal fold vibration and flow structure (Zheng et al. [104]),
revealing a divergent-convergent vibrating pattern with physiological re-
alistic amplitudes for the VFs and demonstrating that the glottal jet
deflection is a result of downstream flow structures. By further extend-
ing the model using the linearised perturbation compressible equation to
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additionally solve the acoustics and including the vocal tract and propa-
gation region, Seo and Mittal [80] were capable of simulating the sound
field leaving the mouth. An earlier work on FSAI methods was intro-
duced by Link et al. [62], who adopted a 2D FE approach, which was
extended by Zörner et al. [105] to analyse the effects of different interface
and boundary conditions.
Focusing on the analysis of the acoustic sources and their origin, Zhao
et al. [100] and Zhao et al. [101] presented their incompressible NSE model
on a 2D axisymmetric geometry. To characterise the different sources,
the used the analogy of Ffowcs-Williams-Hawkings. They concluded that
the main source is a dipole source, induced by the net force exerted by
the surface of the vocal folds onto the fluid. They determine that the
axisymmetric assumption prevents the generation of turbulence and the
glottis form is assumed to be circular. In an acoustic investigation on
a 2D quasi static glottal model in converging and diverging state, Suh
and Frankel [83] found that turbulence actually has an additional indirect
effect on the acoustics by affecting the flow field and thereby modifying
the main jet.
For an extensive review of the different numeric approaches for the con-
tinuum mechanical model of human phonation, the reader is referred to
the work by Alipour et al. [3].

1.3.3 Material parameter measurement

Material parameters of the VFs have either not yet been measured or
remain uncertain due to inconsistent measuring results ([3]). However,
acquiring accurate data is important for a number of different reasons.
From a medical perspective it would be interesting to fabricate artificial
VFs with the correct parameters. This could also be used in experimen-
tal phonation research ([9]) to manufacture a larynx imitation – currently
moulded out of silicone or polyurethane. In numerical simulation these
material parameters define the model parameters. Furthermore, inves-
tigating the VFs texture will also reveal the geometrical decomposition
of the VFs as it consists of different layers ([89]). In addition, under-
standing the structure may provide better insight into the complex VFs
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movement. Therefore, the methods known to determine VF parameters
are covered briefly and a method derived from these classic approaches
is considered in detail in chapter 3.

Several studies have been made to investigate laryngeal material pa-
rameters. In [4, 5], excised canine vocal folds were stretched and released
with the help of an ergometer, making it possible to determine the elas-
ticity modulus. The ergometer operated at frequencies between 0.1Hz
and 10Hz. To determine the material parameters, shear modulus, vis-
cous shear modulus and dynamic viscosity rheometers were applied by
[17, 37, 42, 90]. However, these investigations were limited to low frequen-
cies. Theoretical prediction ([14, 15]) and extrapolation analysis ([17])
has been used to characterize the viscoelastic behaviour of the vocal folds
in the frequency range of human phonation. In [16] a first approach to
determine viscoelastic properties of vocal folds up to around 250 Hz can
be found, where the authors based their experimental set-up on a shear
rheometer.
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CHAPTER 2

Governing equations and their FE-formulation

In the following chapter, the basic equations of fluid mechanics (sec-
tion 2.1), solid mechanics (section 2.2) and acoustics (section 2.4) are
derived. This results, in a number of PDEs, which are then put into a
finite element formulation in order to solve them numerically. Addition-
ally, the different coupling terms between the physical fields are presented
and included into the numerical scheme. Any necessary treatments, such
as stabilisation terms, are included difficulties arising from convection
dominant problems. The chapter only gives an overview with the aim
of providing a summary of all methods used for simulation. For a more
detailed discussion and derivation of the equations, relevant references
will be provided in each section.
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2.1 Fluid mechanics

2.1 Fluid mechanics

2.1.1 Spatial reference systems

A spatial reference system defines how the motion of a continuum is de-
scribed i.e., from which perspective an observer views the matter. In a
Lagrangian frame of reference, the observer monitors the trajectory in
space of each material point and measures its physical quantities. This
can be understood by considering a measuring probe which moves to-
gether with the material, like a boat on a river. The advantage is that
free or moving boundaries can be captured easily as they require no spe-
cial effort. Therefore, the approach is suitable in the case of structural
mechanics. The limitation of this approach is confronted when dealing
with large deformation, as in the case of fluid dynamics. In this case,
a better choice is the Eulerian frame of reference, in which the observer
monitors a single point in space when measuring physical quantities – the
measuring probe stays at a fixed position in space. However, contrary
to the Lagrangian approach, difficulties arise with deformations on the
domain boundary, e.g., free boundaries and moving interfaces.
Formally, a deformation of a material body B is defined as a map ψ,
which projects each point X at time t ∈ R to its current location x, in
mathematical terms

x = ψ(X, t), ψ : B × R→ R3 .

By coupling structural and fluid mechanics, the different reference sys-
tems collide. Hughes et al. [46] presented the first method to solve the
problem for an incompressible, viscous fluid in a FE context. The so
called Arbitrary-Lagrangian-Eulerian (ALE) method combined the ad-
vantages of both approaches. The concept is that the observer is neither
fixed nor does he move together with the material. Instead, he can move
“arbitrarily”. Between each of the two reference systems a bĳective map-
ping of the spatial variables x (Eulerian system), X (Lagrangian system)
and χ (ALE system) exists, as illustrated in Fig. 2.1. The choice of ref-
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Figure 2.1: Illustration of mapping between reference systems.

erence system effects the PDEs through its time derivative. Exemplified
for a quantity f and its velocity v, the total derivative results for the

• Lagrangian system to
Df

Dt
= ∂f

∂t

∣∣∣∣
X

• Eulerian system to

Df

Dt
= ∂f

∂t

∣∣∣∣
x︸ ︷︷ ︸

local change

+ (v · ∇x) f︸ ︷︷ ︸
convective change

• ALE system to
Df

Dt
= ∂f

∂t

∣∣∣∣
χ

+ (vc · ∇χ) f, (2.1)

with the convective velocity vc = v − vg, the difference between
material velocity v and grid velocity vg.
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2.1 Fluid mechanics

Reynolds’ transport theorem

To derive the integral form of the balance equations, recasting derivatives
of integrated scalar or vectorial quantities is beneficial. This is known as
the Reynolds’ transport theorem.
Considering a scalar quantity f(x, t) : Ω×R→ R, the change in time in
a Lagrangian system of its volume integral

F (t) :=
∫

Ω(t)

f(x, t) dx (2.2)

is given as

D

Dt
F (t) = D

dt

∫
ΩL

f(X, t) dX =
∫

ΩL

∂

∂t
f(X, t) dX. (2.3)

The simple transformation is due to the linearity of the integral and
differential operators. And since the Lagrangian domain ΩL conforms
with the material movement, no additional terms follow.
In an Eulerian context, time derivation must also take the time dependent
domain Ω(t) into account by adding a surface flux term, which can be
formulated as a volume term using the Gauß integral theorem. This
results in

D

dt

∫
Ω(t)

f dx =
∫

Ω(t)

∂

∂t
f dx +

∫
Γ(t)

fv · n dx

=
∫

Ω(t)

(
∂

∂t
f +∇ · (fv)

)
dx.

(2.4)

Here f stands for f(x, t), the same applies for v, and n is the outward
pointing normal. The ALE Reynolds’ transport theorem is derived anal-
ogously to (2.1).
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2 Governing equations and their FE-formulation

2.1.2 Navier-Stokes equations

Conservation of mass

The Mass M of a body is the volume integral of the density ρf ,

M =
∫

Ω(t)

ρf(x, t) dx. (2.5)

Mass conservation states that the mass of a body is conserved over time,
assuming there is no source or drain. The derivation of mass conservation
is presented, using the example of a fluid. What holds for the entire fluid,
also holds for all the single fluid element masses mi, and can be expressed
as

DM

Dt
=
∑
i

Dmi

Dt
= 0. (2.6)

In a Eulerian system, inserting (2.5) in equation (2.6), and exploiting
Reynolds’ transport theorem (2.4), leads to

Dmi

Dt
=
∫
Ωi

∂

∂t
ρf dx +

∫
Γi

ρfv · n dx

=
∫
Ωi

∂

∂t
ρf +∇ · (ρfv) dx = 0.

(2.7)

With the help of Fig. 2.2, which depicts a single fluid element, the first
equality can be understood in the following way: In a Eulerian system the
domain Ωi remains constant, whereas the element mass mi can change
position and volume. Therefore, to compensate for compression and de-
compression, the mass flux over the fluid element is introduced, which is
expressed by the boundary integral in (2.7).
The integral in (2.7) can be dismissed, as it holds for arbitrary Ωi and in
the special case of an incompressible fluid (ρf = const. ∀(x, t) ∈ Ω×R),
which may be assumed for low Mach numbers, the time and space deriva-
tive of the density vanishes. This leads to the following form of mass
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2.1 Fluid mechanics

Figure 2.2: Fluid element, with vectors indicating fluid flux.

conservation equations

∂

∂t
ρf +∇ · (ρfv) = 0 (compressible fluid),

∇ · v = 0 (incompressible fluid).
(2.8)

Conservation of momentum

The equation of momentum is implied by Newtons second law and states
that momentum I is the product of mass m and velocity v (I = mv).
Derivation in time gives the rate of change of momentum, which is equal
to the force F and reveals the relation to Newtons second law in a Eulerian
reference system,

F = DI
Dt

= D

Dt
(mv) = ∂

∂t
(mv) +∇ · (mv⊗ v), (2.9)

where v⊗v is a tensor defined by the dyadic product ⊗. The last equal-
ity in (2.9) is derived from Reynolds transport theorem (2.4) and mass
conservation (2.8). For a Lagrangian reference system it would result in
F = ma. Forces F acting on fluids can be split up into forces acting
on the surface of the body fΓ, forces due to momentum of the molecules
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2 Governing equations and their FE-formulation

D
DtIm and external forces f (e.g. gravity, electromagnetic forces). In
mathematical terms

F = fΓ + D

Dt
Im + f . (2.10)

Fluids are characterised by the fact that only surface forces act on a
fluid element as a result of molecular pressure, as depicted in Fig. 2.3.
Considering the surface forces fΓj pointing in the j-direction, and the

Figure 2.3: Forces acting on a fluid element.

Γj which are orthogonal to the normal nj , results in the acting pressure
forces

fΓj = p(xj)|Γj |nj − p(xj + ∆xj)|Γj |nj . (2.11)

Using the Taylor series

p(xj + ∆xj) = p(xj) + ∂p

∂xj
∆xj +O(2), (2.12)

disregarding higher order terms and inserting it into (2.11) gives

fΓj = p(xj)|Γj |nj −
(
p(xj) + ∂p

∂xj
∆xj

)
|Γj |nj . (2.13)

Simplifying (2.13) and adding up all forces in each space direction results
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2.1 Fluid mechanics

in
3∑
i=1

fΓj = −
3∑
i=1

∂p

∂xj
|Ω|nj = −|Ω|∇p. (2.14)

The second term in (2.10) is the momentum of the molecules per time
unit. Introducing the tensor τ with entries τij , with the indices denoting
the j-impulse in ith-direction as shown in Fig. 2.3, the derivation begins
in the same way as for the surface force in (2.11)

D

Dt
Im = −τij(xi)|Γi|nj + τij(xi + ∆xi)|Γi|nj . (2.15)

Using the same techniques (Taylor series etc.) as for the surface forces
leads to

D

Dt
Im = ∇ · τ |Ω|. (2.16)

By exploiting the fact that m = |Ω|ρf and inserting the surface force
(2.14), the viscous force (2.16) and any outer forces per unit volume fΩ
acting on the fluid into (2.9) we obtain the momentum equation

ρf
∂

∂t
(v) + ρf(v · ∇)v = −∇p+∇ · [τ ] + fΩ. (2.17)

To determine the viscous stress tensor [τ ], empirical data is necessary,
which according to Stokes is found to be

τij = 2µεij + λεiiδij , (2.18)

with the dynamic viscosity µ and the strain rate ε

εij = 1
2

(
∂vi
∂xj

+ ∂vj
∂xi

)
. (2.19)

According to Stokes hypothesis (λ = −2/3µ) (2.18) can be rewritten as

τij = µ

(
∂vi
∂xj

+ ∂vj
∂xi

)
− 2

3µ(∇ · v)δij . (2.20)
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Navier-Stokes equations

Inserting (2.20) in (2.17) and including the mass conservation (2.8), re-
veals the more common notation of the compressible Navier-Stokes equa-
tions:

ρf
∂

∂t
v + ρf(vc · ∇)v +∇p− µ∆v− 1

3µ∇∇ · v = fΩ
∂ρf

∂t
+∇ · (ρfv) = 0,

(2.21)

with the ALE reference system correction term vc, as defined in equation
(2.1). Since the equations of mass and momentum conservation in (2.21)
consist of more unknowns then equations, boundary conditions, the equa-
tions of state and conservation of energy (see [26]) need to be included
to define a well-posed problem. Alternatively, under the condition of low
Mach number flow (see Tab. 2.1)

Ma = ||v||
c
. (2.22)

Incompressibility may be assumed, which simplifies (2.21) to

∂

∂t
v + (vc · ∇)v +∇P − ν∆v = 0

∇ · v = 0,
(2.23)

with the kinematic viscosity ν = µ/ρf , kinematic pressure P = p/ρf and
outer forces fΩ = 0. During normal speech, an incompressibility assump-
tion is legitimate ([89, p. 240]) and is therefore used to model the flow
inside the larynx1.
For the sake of completeness, the whole set of incompressible NSE, to-

1Other types of human phonation, e.g., singing, may cause a back reaction of acous-
tics onto the flow field, due to the high velocities, in which case an incompressible
flow assumption is not correct.
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Ma< 0.3 incompressible flow
Ma< 1 subsonic
Ma≈ 1 sonic (trans sonic)
Ma> 1 supersonic
Ma>> 1 hyper sonic

Table 2.1: Classification of flow by its Mach number Ma.

gether with boundary conditions, is given as

∂

∂t
v + (vc · ∇)v +∇P − ν∆v = 0 in Ω× R, (2.24a)

∇ · v = 0 in Ω× R, (2.24b)
v = v0 on ΓDV × R, (2.24c)
P = P0 on ΓDP × R, (2.24d)

σf · n = h on ΓN × R. (2.24e)

The boundary conditions given in (2.24) are divided up into Dirichlet
boundary conditions for velocity and pressure, (2.24c) and (2.24d) respec-
tively, and a Neumann condition (2.24e). Here, ∂Ω = ΓDV ∪ ΓDP ∪ ΓN
and the boundaries are disjointed.

Example: Consider a channel flow which is driven by a pressure gradi-
ent. The domain consists of the inlet boundary ΓI , the outlet ΓO and
the walls of the channel ΓW . At the inlet the pressure would be set to a
fixed value P0 and at the outlet to zero. As the fluid adheres to the chan-
nel walls, no-slip conditions are given by using homogeneous Dirichlet
conditions for the velocity.

A detailed derivation of the NSE is presented by Durst [26], which also
covers the equations of state and conservation of energy necessary for
solving the compressible NSE.
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2.1.3 Finite element formulation

Solving the NSE requires a numerical scheme. The finite volume method
FVM is commonly used as it, among other properties, implicitly preserves
mass conservation. However, when it comes to higher order methods, the
FVM is generally unsuited as it becomes overly complex. In contrast, the
FEM generally does not require any special treatment for higher order
approximation.
In a first step of the FEM, the strong form of the problem (2.24) is
transformed into a variation formulation. This requires a function space
with an inner product, termed a Hilbert space. A first choice is the
Lebesque space L2(Ωf), defined on the fluid domain Ωf , with the inner
product

(p, ϕ) =
∫
Ωf

pϕ dx with p, ϕ ∈ L2(Ωf). (2.25)

In words, it is the space of square integrable functions defined on Ωf .
Since (2.24) also contains derivatives, the Hilbert space Hn(Ωf) is intro-
duced, which additionally demands that the n-th order derivatives of a
function are also in L2(Ωf).
In the case of the NSE, the following function spaces are required

V =
{
ω ∈ H2

0 (Ωf )
}
,

P =
{
ϕ ∈ L2

0(Ωf )
}
.

Subscript “0” denotes that the functions have a compact support (see Ap-
pendix B). The unknown variables v, P and their according test functions
ω and ϕ, are of the respective function space – v,ω ∈ V and P,ϕ ∈ P.

Remark: It would be sufficient for the velocity field v and its test func-
tion ω to be in H1

0 (Ωf), but the stabilisation method (see section 2.1.4)
requires weak second derivatives, which will be discussed in the next sec-
tion. A detailed explanation on function spaces and partial differential
equations can be found by Evans [31].

The variational form changes the original problem to finding a unique
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v ∈ V and P ∈ P such that for all ω ∈ V and ϕ ∈ P following holds

(∂tv,ω) + ((vc · ∇)v,ω)− (∇P,ω) + ν (∆v,ω) = 0,
(∇ · v, ϕ) = 0.

(2.26)

By applying the integral theorem of Gauss, the pressure term (∇P,ω)
and diffusive term ν (∆v,ω) in (2.26) become

− (∇P,ω) + ν (∆v,ω) =

−
∫
Ωf

P∇ · ω dx+ν
∑
i

∫
Ωf

∂

∂xi
vi

∂

∂xi
ωi dx−

∫
ΓN

h · ω dx. (2.27)

To simplify the notation, the differential operator I for the momentum
conservation (ger.: Impuls) andM for the mass conservation are defined
as

I(v,ω, P ) = (∂tv,ω) + ((vc · ∇)v,ω)
− (P,∇ · ω) + ν

(
∇v,∇ω

)
= (h,ω)ΓN

M(v, ϕ) = (∇ · v, ϕ) = 0,
(2.28)

with the vector-valued differential operator

∇v :=
∑
i

∂

∂xi
vei,

ei being the unit vector in direction i.

After the variational formulation has been established, the next step
in the FEM is to replace the infinite function spaces (V,P) by their finite
dimensional subspaces (Vh,Ph). Here the unknowns were approximated
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in the following way

v ≈ vh :=
∑
j

vjωh,

P ≈ Ph :=
∑
j

Pjϕh.

The approximating functions ωh and ϕh are called shape functions. Con-
verting the weak formulation, a continuous problem, into a discrete prob-
lem is called Galerkin method. Further details, analysis and error esti-
mations of the Galerkin method can be found in Hughes [45], Braess [12]
and for application in engineering Kaltenbacher [54]. They also cover,
space and time discretisation, non-linear and linear solvers, which is also
examined by Schwarz and Köckler [78].

2.1.4 SUPG method

For convective transport problems, the FEM becomes unstable unless the
exact solution happens to be globally smooth. In the case of the NSE,
this occurs for high velocities (i.e. high Reynolds numbers), resulting in
a convective dominant problem or (v · ∇)v � ∆v. A straightforward
approach is to severely refine the mesh, such that convection is not dom-
inant at an element level. If global features of the flow are sufficient,
upwinding is an alternative method, as has been established for finite
difference methods. In FEM, this is called Petrov-Galerkin scheme, and
is accomplished by choosing the test functions from a different function
space than that of the field variables. The idea behind it is to weight the
test function so that the path of the flow, and thereby the direction of in-
formation, is considered. This results in artificial diffusion in the direction
perpendicular to the flow, which has been criticised as it misrepresents
the physical transport process ([20, 39]). Therefore, Brooks and Hughes
[13] presented the Streamline-Upwind-Petrov-Galerkin method, or SUPG
method, to circumvent the cross-stream diffusion by considering only up-
winding with streamline direction. This is achieved by enriching the test
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2.1 Fluid mechanics

function ω with an upwinding term resulting in

ω̂ = ω + α (vc · ∇)ω. (2.29)

A further instability is induced by the pressure, which causes pressure
oscillations. Hansbo and Szepessy [41] and Tezduyar et al. [85] both inde-
pendently combined pressure stabilisation with the SUPG method, form-
ing the SUPG/PSPG (pressure stabilisation Petrov-Galerkin). Thereby,
the test function is further enriched with the test function of the pressure
and the pressure test function is also enriched, resulting in

ω̃ = ω + αM ((vc · ∇)ω +∇ϕ) , (2.30)
ϕ̃ = ϕ+ αC∇ · ω. (2.31)

αM and αC are stabilisation parameters which need to be set appropri-
ately. In the current work focusing on simulating the human phonation
process with quadrilateral elements, the parameter values according to
Wall [96] have proven to be effective

αM = hK
2||v||2

ζ and αC = ||v||2hK2 ζ. (2.32)

||.||2 denotes the L2-norm, hK the characteristic element length (e.g. edge
length) and ζ is defined as

ζ =
{
ReK , 0 ≤ ReK < 1

1, ReK ≥ 1 ,

with the element Reynolds number

ReK := ||v||2hK24ν .

A brief overview of different works on the choice of stabilisation param-
eters has been performed by Wall [96].
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2 Governing equations and their FE-formulation

To summarise, the NSE with stabilisation terms result in

Ih(v,ω, P, ϕ) = (∂tv,ω) + ((vc · ∇)v,ω)− (P,∇ · ω) + ν
(
∇v,∇ω

)
+ αM (∂tv, (vc · ∇)ω) + αM ((vc · ∇)v, (vc · ∇)ω)
+ αM (∇P, (vc · ∇)ω) + αMν (∆v, (vc · ∇)ω)

+ αM (∂tv,∇ϕ) + αM ((vc · ∇)v,∇ϕ)
+ αM (∇P,∇ϕ) + αMν (∆v,∇ϕ)

= (h,ω)ΓN
Mh(v,ω, ϕ) = (∇ · v, ϕ) + αC (∇ · v,∇ · ω) = 0.

By summing up momentum and mass conservation, the equations can be
transformed into a non-linear matrix vector notation

M(vh)∂tvh + N(vh)vh + G(vh)Ph = F, (2.33)

with matrices M, N and G defined as

M(vh)∂tvh = (∂tv,ω) + αM (∂tv, (vc · ∇)ω) + αM (∂tv,∇ϕ)

N(vh)vh = ((vc · ∇)v,ω) + ν
(
∇v,∇ω

)
+ αMν (∆v, (vc · ∇)ω)

+ αM ((vc · ∇)v, (vc · ∇)ω) + αM ((vc · ∇)v,∇ϕ)
+ αMν (∆v,∇ϕ)− (∇ · v, ϕ)− αC (∇ · v,∇ · ω)

G(vh)Ph =− (P,∇ · ω) + αM (∇P, (vc · ∇)ω) + αM (∇P,∇ϕ)

F = (h,ω)ΓN .

2.1.5 Time discretisation and linearisation

The 2nd order backward difference formula (BDF2) has been shown to
be reliable in combination with the NSE, as it has low numerical dissipa-
tion, is A-stable and even L-stable according to Hairer et al. [40]. Error
estimates and stability analysis in combination with NSE have been per-
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2.1 Fluid mechanics

formed by Emmrich [28, 29].
By approximating the time derivative in (2.33) with the BDF2, we ob-
tain the following non-linear system(

M
(
vn+1
h

)
+ 2

3∆tN
(
vn+1
h

))
vn+1
h + 2

3∆tG
(
vn+1
h

)
Pn+1
h

= 2
3∆tF + M

(
vn+1
h

)(4
3vnh −

1
3vn−1

h

) (2.34)

with, the fixed time step size ∆t and the superscripts n+ 1, n, n− 1 de-
noting new, current and old time steps, respectively. For the right hand
side F, dependency on time is implied, as it is considered to be known.

For the non-linear term ((v · ∇)v, ω̃)), the Newton method (also known
as the Newton-Raphson method) is applied. For (2.34) this is given by(

M
(
vn+1
k

)
+ 2

3∆tJN
(
vn+1
k

))
vn+1
k+1 + 2

3∆tG
(
vn+1
k

)
Pn+1
k+1

= −2
3∆tF−M

(
vn+1
k

)(4
3vnk −

1
3vn−1

k

)
+ 2

3∆tJN
(
vn+1
k

)
vn+1
k .

The subscripts h have been replaced with the Newton iteration step k and
JN denotes the Jacobian of the vector valued function

[
N(vn+1

h )vn+1
h

]
.

With the subscripts i and j denoting the row index of matrix and vector,
the Jacobian of N is defined as

JN (vn+1
h ) :=

(
∂(Ni(vn+1

h )vn+1
h )

∂vn+1
j

)
ij .

(2.35)

Since matrices G and M are linear and not constant, they coincide
with their Jacobian. When a sufficient error bound εNewton is reached,
calculated by∣∣∣∣Pn+1

k+1 − P
n+1
k

∣∣∣∣
2∣∣∣∣Pn+1

k+1
∣∣∣∣ +

∣∣∣∣vn+1
k+1 − vn+1

k

∣∣∣∣
2∣∣∣∣vn+1

k+1
∣∣∣∣ < εNewton,

29



2 Governing equations and their FE-formulation

the Newton iteration stops and the next time step can be processed.

Remark: The stabilisation terms, and thereby the test functions, are
velocity dependant ((vc · ∇)ω̃) and can induce further non-linear terms,
but these are not linearised. Instead, velocity values of the test function
are computed based on the last Newton iteration step. This leads to
a significant reduction in computational time, since matrices M and G
are thereby linear. However, the quadratic convergence of the Newton
method is thereby not achieved.

2.2 Solid mechanics

This section covers the equation of linear elasticity, including its weak
formulation in order to put into context with the FEM. Firstly, a unit
solid element as depicted in Fig. 2.4a is considered, then all forces, con-
sisting of volume force fΩ and surface forces, sum to zero. This state of
equilibrium also holds for any arbitrary solid element inside a structure.
The force of a body over a surface is denoted by mechanical stress (force
per area). For each face direction, the corresponding stress vectors σx,

(a) Mechanical stress on a unit ele-
ment.

(b) Mechanical stress on an
oblique surface.

Figure 2.4: Mechanical stress σ on surfaces of a reference solid elements
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2.2 Solid mechanics

σy, σz are given by

σx = σxxex + σxyex + σxzex,

σy = σyxey + σyyey + σyzey,

σz = σzxez + σzyez + σzzez,

(2.36)

with the normal stresses (σxx, σyy, σzz), shear stresses σĳ (i 6= j) and ei
the unit vector in direction i. In general, looking at a oblique face of a
reference system, schematically displayed in Fig. 2.4b, the equilibrium of
force is given by

dΓασα − dΓxσx − dΓyσy − dΓzσz = 0, (2.37)

with the infinite small surfaces dΓ labelled with the indices α, x, y, z.
Defining the vector nα = (nx, ny, nz)T , which is normal to dΓα, it follows
that

dΓx = dΓαnx, dΓy = dΓαny, dΓz = dΓαnz,

and (2.37) can be rewritten as

σα = nxσx + nyσy + nzσz.

Using (2.36), the mechanical stress tensor [σ] is introduced

[σ] =

 σxx σxy σxz
σyx σyy σyz
σzx σzy σzz

 , (2.38)

and is termed the Cauchy stress tensor.

Considering the equation of translation∫
Ωs

fΩ dx +
∫
Γ

[σ]T dx = 0, (2.39)

applying the theorem of Gauss and removing the integral, as Ωs can be

31



2 Governing equations and their FE-formulation

arbitrarily chosen, it follows that

fΩ +∇[σ] = 0. (2.40)

As the Cauchy tensor is symmetric (see Appendix B) and using the Voigt
notation (see Appendix B), (2.40) takes the following form

BTσ + fΩ = 0, (2.41)

with the symmetric differential operator

B =


∂
∂x 0 0 0 ∂

∂z
∂
∂y

0 ∂
∂y 0 ∂

∂z 0 ∂
∂x

0 0 ∂
∂z

∂
∂x

∂
∂y 0


T

.

For the dynamic system the forces are equal to the inertia forces, given
by Newton’s second law, and this results in Navier’s equation

BTσ + fΩ = ρs
∂2

∂t2
u . (2.42)

Here, ρs denotes the density of the solid and u the mechanical displace-
ment.
Introducing the tensor of elasticity [c] and tensor of linear strain [S],

allows us to express Hook’s law by

σ = [c][S], (2.43)

the linear strain-displacement by

[S] = 1
2
(
∇⊗ u + (∇⊗ u)T

)
, (2.44)
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2.2 Solid mechanics

and the elasticity tensor by

[c] =


λL + 2µL λL λL 0 0 0

λL λL + 2µL λL 0 0 0
λL λL λL + 2µL 0 0 0
0 0 0 µL 0 0
0 0 0 0 µL 0
0 0 0 0 0 µL


.

λL and µL are the Lamé parameters, which are determined by elasticity
modulus E ([E]=Pa) and the dimensionless Poisson’s ratio νP using the
following equations

λL = νPE

(1 + νP)(1− 2νP)

µL = E

2(1 + νP) .

Substituting (2.43) and (2.44) into (2.42) results in the final PDE for
linear elasticity

BT [c]Bu + fΩ = ρs
∂2

∂t2
u. (2.45)

For a more detailed description, Parkus [71] provides derivations of the
basic laws of structural mechanics.

2.2.1 Finite element formulation

Equation (2.45) is discretised using the FEM, as for the NSE. To obtain
the variational formulation, (2.45) is multiplied by an appropriate test
function ψ ∈ H1

0 (Ωs) and integrated over the computational domain Ωs.
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2 Governing equations and their FE-formulation

Integrating by parts then gives

−
∫
Ωs

[c]Bu · Bψ dx+
∫
Γs

[σ] ·ψ · n dx+
∫
Ωs

f ·ψ dx =

∫
Ωs

ρs
∂2

∂t2
u ·ψ dx .

(2.46)

The infinite-dimensional space is replaced by finite-dimensional subspace
Vh ⊂ H1

0 and the displacement is approximated by

u(t, x) ≈ uh(t, x) =
N∑
i=1

ui(t)ψi(x),

with {ψ1, . . . , ψN} a basis of Vh and N the number of FE nodes in the
computational domain. With a suitable set of basis functions the test
functions are chosen from this set, resulting in a matrix vector notation
of (2.46)

Mü + Ku = f . (2.47)

In (2.47), M denotes the mass matrix, K the stiffness matrix, u the
discrete displacement with its second time derivative ü. f denotes the
right hand side, consisting of the given volume force fΩ, boundary values
or interface conditions.
To solve the system of ordinary differential equations of 2nd order, due

to the time derivative in (2.47), the Crank-Nicolson scheme is employed.
This results in the approximation

1
∆t2 M(un+1 − 2un + un−1) + Kun+1 = fn+1 . (2.48)

2.2.2 Structural damping (steady state case)

To simulate the structural displacement of the measurement set-up in
section 3.2, damping is introduced via a Rayleigh damping model. This
simplified damping model for the viscoelastic behaviour of the material
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2.2 Solid mechanics

is justified, since steady state vibrations are considered and no transient
behaviour. It is implemented by introducing an additional damping ma-
trix C into equation (2.47). The damping matrix consists of mass matrix
M and the stiffness matrix K with the weights βM and βK, giving

C := βMM + βKK . (2.49)

Inserting the damping matrix as defined in (2.49) into (2.47) results in
the following differential equation to be solved

Mü + Cu̇ + Ku = f . (2.50)

Instead of solving (2.50) in the time domain, a harmonic analysis for each
measured frequency is performed to match the experimental set-up. In
this way, the following complex algebraic system of equations is solved(

K + jωC− ω2M
)

û = f̂ . (2.51)

As shown in [8], a mode superposition analysis including damping ac-
cording to (2.49) leads to the following relation

βM + βKω
2
i = 2ωiξi , (2.52)

with ωi the i-th eigenfrequency (in rad/s) and ξi the modal damping for
the i-th eigenfrequency. The modal damping factor ξi corresponds to the
loss factor tan δi for ωi, so that

tan δi = 2ξi = βM + βKω
2
i

ωi
(2.53)

is obtained. With the help of a small deviation within (2.53), the two
coefficients βM and βK can be computed by

βM + βK(ωi + ∆ω)2 = 2(ωi + ∆ω)ξi,
βM + βK(ωi −∆ω)2 = 2(ωi −∆ω)ξi.
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2 Governing equations and their FE-formulation

2.3 Fluid-Solid interaction

For a correct representation of the fluid-structure interaction, two condi-
tions must be met at the common interface Γfs between fluid and solid.
First, the fluid velocity and structural velocity must be equal

v = ∂

∂t
u on Γfs , (2.54)

which indicates that the fluid adheres to the structure. For a fixed wall,
this corresponds to a “no-slip” condition.
The second condition is the continuity of stress in the normal direction
along the interface, indicating that the fluid stress σf and the solid stress
σs must coincide, which is enforced by

[σs] · n = [σf ] · n on Γfs. (2.55)

Here, n denotes the outer pointing normal of the fluid field. Therefore,
the acting fluid forces can be split up into a pressure and a viscous com-
ponent

ffs = ρf

∫
Γfs

−p1 · n dx

︸ ︷︷ ︸
pressure force

+
∫
Γfs

µ
(
∇⊗ v + (∇⊗ v)T

)
· n dx

︸ ︷︷ ︸
viscous force

. (2.56)

Hence, on Γfs the following Neumann boundary condition for structural
mechanics is applied

[σs] · n = [σf ] · n = −ρfP1 · n + µ
(
∇⊗ v + (∇⊗ v)T

)
· n . (2.57)

A detailed description of linear elasticity and implementation of the FEM
can be found by Kaltenbacher [54].

36



2.3 Fluid-Solid interaction

2.3.1 Aitken relaxation

For an increase in convergence of the staggered coupling of fluid and
structure, the simple yet effective Aitken relaxation is used, as described
by Irons and Tuck [49]. Küttler and Wall [57] presented a very clear
description of the Aitken method together with the application of fluid
flowing through a flexible tube. For the relaxation it is sufficient to regard
just the interface displacement d instead of the whole structure. Thereby,
the relaxation is given by

dk+1 = γk+1d̂k+1 + (1− γ)dk, (2.58)

with the relaxation parameter γk+1, the iteration counter k and d̂k+1
denoting non relaxed interface displacement. By introducing the dis-
placement change

∆dk+1 = dk − d̂k+1,

the Aitken µAk+1 factor is computed

µA
k+1 = µAk +

(
µAk − 1

) (∆dk −∆dk+1) ·∆dk+1

(∆dk −∆dk+1)2
,

which leads to the relaxation parameter

γk+1 = 1− µAk+1 .

2.3.2 Mesh smoothing

During fluid-structure interaction, the structural movement changes the
domain of the flow. Physical effects are covered in the previous sec-
tion 2.3, but the implication of the mesh still need to be discussed. Here,
the mesh itself is regarded as a pseudo structure, having the unknown
displacement variable r. Based on the equation of linear elasticity (2.46),
the deformation can be determined by

Kr = fg , (2.59)
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2 Governing equations and their FE-formulation

but in contrast to the structure and fluid field, there is no necessity for
time dependency. The right hand side of (2.59) consists only of a Dirich-
let boundary condition, which is specified by the position of the adjacent
structure.
The material parameters are concealed in the stiffness matrix K. They
can be set arbitrarily, as it is an artificial structure. For small deforma-
tions a constant parameter value is sufficient, but for large deformations
the choice of parameters can lead to mesh qualities which cause inaccu-
rate results in the flow field. In the worse case overlapping elements may
occur, rendering the mesh useless. For this reason a two step method
is employed. Firstly, the deformation r of the mesh is calculated with a
constant pseudo elasticity modulus E0. Pseudo strain [εg] is then deter-
mined

[εg] = 1
2
(
∇⊗ r + (∇⊗ r)T

)
, (2.60)

to obatin a measure of deformation, considered for each element. In a
second step the deformation calculation is repeated, but each element
receives a new elasticity modulus

Ee =
√

1
3
(
[εg]2e,11 + [εg]2e,22 + [εg]2e,12

)
, (2.61)

with the index “e” denoting the element number. This ensures that
elements which were exposed to large deformation in the first step will
undergo a smaller deformation in the second step and vice versa, ensuring
a smooth mesh. Instead of using E0 as an initial value in the first step, it
is advantageous to use the parameters that were identified in the previous
time step.
For Poisson’s ratio, a value of 0.0 has been chosen, which has shown to
be advantageous according to Johnson and Tezduyar [52]. The presented
grid smoother was introduced by Löhner and Yang [63], but they use a
distance function to construct the artificial parameters.
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2.4 Aeroacoustics

2.4 Aeroacoustics

Aeroacoustics is the study of flow induced sound generation and prop-
agation. Sound generation is associated with turbulent flow, periodic
varying flow or aerodynamic forces acting on solids. Simulating aeroa-
coustics can be performed either by direct numerical simulation (DNS)
or a so called hybrid method. In the case of DNS, the compressible NSE
are used. This not only captures flow effects, but also acoustic quanti-
ties – particle velocity and acoustic pressure. The high disparity in scale
between acoustic pressure and hydrodynamic pressure, reach differences
to the order of 103–105, results in this approach posing some difficulties.
Furthermore, the different numerical requirements for fluid dynamics and
acoustics have to be considered, e.g., the mesh size needs to be fine enough
to resolve small scale vortices, but due to the relative long acoustic wave
length, a significantly coarser mesh for the acoustic computation could
be used. Geometrical requirements also differ. The region of interest for
flow is relatively confined, whereas radiated sound is relevant even at a
distance. For instance during speech, the acoustic generating flow field
is mainly restricted to the larynx (length ∼ 10 cm) and the perceived
sound of the speaker is monitored at 3 m distance of the mouth. Another
crucial point are the boundary conditions, as they should guarantee a
correct velocity outflow but also correctly represent acoustic waves leav-
ing the simulation domain, i.e. no acoustic reflection at outflow. As this
is not yet efficiently solved, a computational alternative for low Mach
number flows is the hybrid method. Based on results of (here: incom-
pressible) NSE, the acoustics are calculated separately. In this way the
previously mentioned difficulties and problems can be circumvented, as
there are no restraints by the flow simulation on the acoustic simulation
of geometry, mesh size and even time step size (to a certain degree). Two
hybrid methods, Lighthill’s acoustic analogy derived by Lighthill [59, 60]
and the perturbation equations derived by Hüppe [47] are presented in
the upcoming sections – section 2.4.1 and section 2.4.3 respectively.
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2 Governing equations and their FE-formulation

2.4.1 Lighthill’s analogy

Lighthill’s idea was to separate the flow dynamical dimension from the
acoustical in the NSE. This results in the quantities p′ (fluctuating pres-
sure) and ρ′ (fluctuating density) being introduced with the following
relation

p′ = p− p0; ρ′ = ρ− ρ0;
p′

ρ′
= c2, (2.62)

where c is the speed of sound2 and the index “0” denotes the temporal and
spacial mean. The relations given in (2.62) are only valid for an adiabatic
process, i.e., where no heat transfer is taking place, which is valid for the
assumption of constant temperature. As discussed in section 2.1, the
compressible mass conservation equation (2.8) and momentum equation
in the notation of (2.17) are given by

∂

∂t
ρ+∇ · (ρv) = 0, (2.63)

ρ
∂

∂t
(v) + ρ(v · ∇)v = −∇p+∇ · [τ ]. (2.64)

Thereby, any volume forces fΩ are set to zero.
Since the derivative of the mean pressure p0 is zero, it can be added to

the right hand side of (2.64). Furthermore, multiplying (2.63) by v and
also adding it to (2.64) results in

v ∂

∂t
ρ+ ρ

∂

∂t
(v)︸ ︷︷ ︸

∂
∂t (ρv)

+ v∇ · (ρv) + ρ(v · ∇)v︸ ︷︷ ︸
∇·(ρv⊗v)

= −∇(p− p0) +∇ · [τ ].

(2.65)

With the definition of the Lighthill tensor

Tij = ρvivj +
(
p− c2ρ

)
δij − τij . (2.66)

2The speed at which acoustic waves propagate depends on the medium it travels in,
for air at sea level at about 20◦ it is approximately 340m/s.

40



2.4 Aeroacoustics

Equation (2.65) can be rewritten by adding the term c2∇ρ on both sides
as

∂

∂t
(ρv) + c2∇ρ = −∇ · [T] . (2.67)

The differential operator ∇ is applied to (2.67) and the equality

∇ρ = ∇(ρ0 + ρ′) = ∇ρ′

is exploited – due to the fact that ∇ρ0 = 0. By additionally applying the
time derivative to the mass conservation equation (2.65), ∂

∂t∇ · (ρv) can
be substituted and (2.67) is transformed into the inhomogeneous wave
equation

∂2

∂t2
ρ′ − c2∆ρ′ = ∆[T]. (2.68)

To understand the source term in (2.68), it is necessary to take a closer
look at the Lighthill tensor (2.66). This reveals that three of the four
terms are part of the momentum flux tensor, the isotropic contribu-
tion p, the non-isotropic term [τ ] (viscous stress) and the convection
of the i-momentum in the j-direction through term ρvivj . According
to Lighthill [59], these exactly represent the aerodynamically generated
sound sources: “By forcing the rates of momentum flux across fixed sur-
faces to vary, (. . . )”.
When a constant temperature is assumed (p − c2ρ = 0, see also (2.62))
and viscous stress effect are neglected as the dynamic viscosity of air is
relative low, Lighthill’s tensor can be approximated by

Tij ≈ ρ0vivj . (2.69)

Remark: Outside the flow region the fluctuating quantities p′ and ρ′ are
identical to the acoustic quantities pa and ρa, respectively.

Remark: The assumption of a constant temperature inside the medium
also implies low Mach number flows (Ma ≤ 0.3). Otherwise heating may
occur due to fluid friction or cooling due to rapid acceleration.
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2.4.2 Finite element formulation – wave equation

In order to employ the FEM; the boundary value problem (2.68) is re-
quired in a weak formulation. To achieve this, equation (2.68) is mul-
tiplied by an appropriate test function and is integrated over the whole
domain Ωa. The necessary test function ψ is chosen from the Sobolev
space H1

0 . With p′ = c2ρ′ the variational formulation is then given as∫
Ωa

1
c2
∂2p′

∂t2
ψ dx−

∫
Ωa

∆p′ψ dx =
∫
Ωa

∇ · (∇ ·T)ψ dx .

Applying Green’s integral theorem on the second derivatives in space
results in∫

Ωa

1
c2
∂2

∂t2
p′ψ dx+

∫
Ωa

∇p′ · ∇ψ dx

= −
∫
Ωa

∇ ·T · ∇ψ dx .−
∫
Γa

∇ ·T · ψn dx,
(2.70)

with the outer pointing normal n. An advantage of the FEM with regard
to Lighthill’s analogy is the order reduction of the spatial derivative of the
Lighthill tensor due to the integration by parts. Hard reflecting walls are
assumed at the vocal tract and larynx and therefore the boundary integral
on the left hand side of equation (2.70), arising from the integration by
parts, is zero.
The infinite-dimensional space is replaced by the finite-dimensional

subspace Vh ⊂ H1 and a basis {ϕ1, . . . , ϕN} of Vh is selected, with N
the number of FE nodes in the computational domain. Thereby, the
unknown pressure is approximated by

p′(t, x) ≈ p′h(t, x) =
N∑
i=1

p′i(t)ϕi(x) . (2.71)

Verification for the presented method was published by Kaltenbacher
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et al. [55], who compare simulation and experimental results of the acous-
tic field induced by flow around a cylinder. Additionally, they examine
the acoustics of co-rotating vortex pairs for which an analytic solutions
exists. Both verification examples were in good agreement with the cor-
responding experimental results or analytical solution.
To avoid backscattering of acoustic waves from the boundary of the

computational domain, i.e. the inflow and the surroundings of the prop-
agation region, a perfectly matched layer (PML) technique is applied
according to Kaltenbacher et al. [53]. For further details and numerical
implementation, Kaltenbacher [54] presents a detailed overview.

2.4.3 Perturbation equations (incompressible flow)

This CAA section introduces the acoustic perturbation approach as pre-
sented by Hüppe [47], which is related to the acoustic perturbation equa-
tion (APE) introduced by Ewert and Schröder [32].
The basis is the splitting technique that assumes the decomposition of
flow field variables into a sum of components, in this case into a static part
and two fluctuating parts, one hydrodynamical and one acoustical. In a
compressible formulation, velocity, pressure and density are decomposed
into

vc = v + vh + va,

pc = p+ ph + pa,

ρc = ρ+ ρh + ρa.

(2.72)

In equation (2.72) (̄.) denotes the temporal mean, the superscript “c”
explicitly points out compressibility, “h” and “a” describe hydrodynamic
and acoustic fluctuating parts, respectively – precise mathematical def-
inition and calculus, helpful for the upcoming derivation, are found in
Appendix B. The compressible mass conservation equation (2.63) is one
of two equations which forms the basis to acquire the perturbation equa-
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2 Governing equations and their FE-formulation

tions. Firstly, the time averaged version is considered

∂

∂t
ρ+∇ · ρv = (vh · ∇(ρh + ρa)) +∇ · (ρhva) +∇ · (ρv) = 0. (2.73)

In a second step, the splitting (2.72) is introduced into the compressible
mass conservation equation, which results for (2.63) in

∂

∂t
ρa +∇ · (ρva + ρav + ρhva + ρavh + ρava)

= − ∂

∂t
ρh −∇ · (ρhv + ρvh + ρhvh)− ∂

∂t
ρ−∇ · (ρv).

(2.74)

By neglecting non linear terms and applying ∇ · (ρv) = 0, according to
(2.73), equation (2.74) becomes

∂

∂t
ρa +∇ · (ρva) +∇ · (ρav) = − ∂

∂t
ρh − v · (∇ρh)

− vh · ∇ρ−
(
vh · ∇ρ′

)′ +∇ · (ρhva).
(2.75)

To obtain a complete system of equations, the physical quantities of
pressure and velocity, but not the density, are split according to (2.72) in
the compressible momentum equation (2.64), leading to

∂

∂t
va + ∂

∂t

(
v + vh)

+
((

v + vh) · ∇) (v + vh)+ (va · ∇)
(
v + vh + va)

+
((

v + vh) · ∇) (va)

+ 1
ρc∇

(
p+ ph + pa) = − 1

ρc∇ · [τ ] .

(2.76)

For an incompressible flow, the incompressible quantities velocity and
pressure are defined as vic = v + vh and pic = p + ph, respectively.
Subtracting the incompressible momentum equation from equation (2.76)

44



2.4 Aeroacoustics

then results in

∂

∂t
va + (va · ∇)

(
v + vh)

+
((

v + vh) · ∇)va + 1
ρc∇p−

1
ρf
∇pic = 0.

(2.77)

For an adiabatic process the approximation

1
ρc∇p−

1
ρf

(
p+ ph) ≈ 1

ρf
pa (2.78)

holds, as well as p′ − c2ρ′ = const.. By additionally removing non linear
terms and couplings of fluctuating quantities, i.e., (va · ∇)vh, equations
(2.75) and (2.77) then form the perturbation equations

∂

∂t
pa + ρfc

2∇ · (va) +∇ · (pav) = − ∂

∂t
pic − v · (∇pic),

ρf
∂

∂t
va + ρf (va · ∇) v + ρf (v · ∇) va +∇pa = 0.

(2.79)

Hüppe [47] presents a more detailed derivation and discussion of the
perturbation equation. Additionally, the reader is referred to this work
for the incorporation into the FEM, which also requires a special method
to achieve stability – the mixed FEM together with stabilisation terms.

2.4.4 Alternative source terms for the wave equation

Having derived the wave equation with Lighthill’s source term approach
and the perturbation equation, it is now possible to vary the right hand
side of the wave equation, in essence varying the derivation of the acoustic
source terms. In Lighthill’s approach the hydrodynamic quantities for
determining the acoustic source term are the fluid velocities. In the two
upcoming variations these are calculated based on the hydrodynamic
pressure. An advantage of this approach is that pressure is a scalar
quantity. This means that when it comes to numerical simulation, three
times less storage will be required than that of the vector valued fluid
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velocity.

Source term ∂2

∂t2 p
ic

Starting with the perturbation equations (2.75) and neglecting the influ-
ence of the mean flow v, which may be done for low flow velocities, the
equations simplify to

∂

∂t
pa + ρfc

2∇ · va = − ∂

∂t
pic, (2.80)

ρ
∂

∂t
va +∇pa = 0. (2.81)

To merge the two equations, the same technique as for the wave equa-
tion with Lighthill’s tensor (2.68) is used – applying the time derivative
to (2.80), ∇· to (2.81) and substituting ∂

∂t∇ · (ρv). This leads to the
inhomogeneous wave equation with the second derivative in time of the
incompressible pressure pic as the source term

∂2

∂t2
pa − c2∆pa = − ∂2

∂t2
pic. (2.82)

Source term ∆p

Another possibility is to begin with the altered version of the momentum
equation (2.65) and neglect the viscous stress, as done for the approxima-
tion of the Lighthill tensor (2.69). For the approximated Lighthill tensor
(2.69) this leads to

∇
(
vic ⊗ vic) = ∂

∂t
(ρfvic) +∇pic. (2.83)

Assuming ρf is to be constant and replacing the Lighthill tensor in the
wave equation (2.68) by (2.83) transforms the source term to a second
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derivative in space of the pressure

1
c2
∂2

∂2t
p′ −∆p′ = −∆pic +∇ ·

(
ρf
∂

∂t
vic
)

︸ ︷︷ ︸
=0

. (2.84)
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CHAPTER 3

Vocal fold models and material parameters

Simplification of the complex larynx is necessary for numerical simula-
tions and therefore it is modelled as a simple rectangular channel with
two indentations forming the vocal folds. In section 3.1 2D, geometry is
presented which is used for FSI simulations in this work, but which will
also be compared to a second model found in numerous publications.
There are large discrepancies in measurement data relating to the ma-
terial parameters of vocal folds, as explained by Alipour et al. [3]. This
is due to the fact that the thin and complex structure makes an exper-
imental measurement difficult.1 Consequently, a new method suited for
determining soft tissue material parameters is presented in section 3.2,
but is yet to be further developed for in vivo application.

1Difficulties in parameter measuring also arise due to the form and inaccessibility
inside the human larynx. For dissected vocal folds the question of pre-stress arise
which is also unknown.
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3 Vocal fold models and material parameters

3.1 2D geometrical model

The geometric 2D model used in this work consists of a simple channel
with two elastic bodies inside representing the vocal folds. Through use

Inflow

ALE region Euler region Outflow

Fluid-Structure
Interface

ΓG

Supraglottal tract wall
38mm

16
m

m

Figure 3.1: 2D model with fluid regions and vocal folds.

of magnetic resonance imaging (MRI), Gömmel [36] extracted the geome-
try of the trachea, which shows that the vibration of the vocal fold covers
only a part of the trachea. This fact is incorporated by narrowing the
subglottal channel width as depicted in Fig. 3.1.
There are two prominent models of the vocal folds: 1) the “M5” model
constructed by Scherer et al. [76, 77], and 2) the model by Šidlof et al.
[94], which uses an ex vivo plaster-casting methodology. A 2D version
of the latter model is used in the subsequent simulations due to its com-
plexity and realistic structure and will from now on be referred to as
“S-Model”. For the sake of completeness, a comparison of the models is
presented in section 4.2. Both have been improved by additionally con-
sidering different layers. The muscle, also called the body, is at the base,
and has a skewed trapezoidal form and supports the ligament. Both the
muscle and the ligament are covered by the lamina propria, which is ap-
proximately 1.2mm thick at the base and narrows to half of its original
thickness at the tip of the vocal fold. The lamina propria is covered by
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3.1 2D geometrical model

a very thin tissue (0.05mm) called the epithelium, represented by a thin
line in Fig. 3.2.
As mentioned, material parameters are still uncertain, and therefore

Control
point

Epithelium
Ligament

Lamina
propria

Muscle

1.2 mm 9.8 mm 1.2 mm

5.
6

m
m

0.8 mm
0.6 mm

Figure 3.2: Geometry and material model of the vocal fold, consisting of
four different regions. Dotted lines are reference lines for better readabil-
ity.

the material parameters used here rely on good estimation and compar-
ison with different models. Additionally, an eigenfrequency analysis is
performed in advance to achieve a realistic vibrational frequency that
mimics human phonation (Titze [89]). The elasticity moduli, used in the
simulations are listed in Tab. 3.1.. A Poisson’s ratio of 0.45 is taken for
all four tissue types. It should be noted that according to Cook et al.
[18] human phonation is not sensitive towards Poisson’s ratio.

Table 3.1: Vocal fold material parameters for the 4 layer model.

Material Elasticity modulus (kPa)
muscle 30
ligament 25
lamina propria 20
epithelium 50
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3 Vocal fold models and material parameters

3.1.1 M5 vocal fold shape

The model of Scherer et al. [76, 77] was developed for a scaled up mea-
surement set-up to determine the pressure profiles along its surface. The
model is well established and used by different research groups, also for
numerical simulation (e.g. Šidlof et al. [95]). Therefore, it is consid-
ered in this work and will be compared to the model by Šidlof et al.
[94], the model on which the 2D simulations presented here are focused.
Topologically speaking, the multi layer M5 model is identical to the model

Muscle

Lamina
propria
Ligament

Epithelium
Control
point

Fixed
wall

11 mm

5.
54

m
m

0.96 mm
0.5 mm

(a) M5 Model set-up and dimensions (b) Contour of the M5 model
(red) and the model of Šidlof
et al. [94] (black)

Figure 3.3: M5 vocal fold shape, geometry, regions and boundaries.

presented earlier in section 3.1.

3.2 Determining material parameters with the pipette aspiration
method

The pipette aspiration method is designed to measure material parame-
ters of soft tissues as a function of frequency, in particular the elasticity
modulus of silicone or polyurethane mixtures, which substitute human
vocal folds. It is of interest how the material parameters, especially the
elasticity modulus, change over the frequency range of human phonation.
Conditions for the measurement system are: it should resolve small ar-
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3.2 Determining material parameters with the pipette aspiration method

eas to identify spatial differences which would make it possible to com-
pare healthy tissue with scarred tissue, and the measurement should not
damage or strain the material, since that would influence any further
measurement on the same material.
The pipette aspiration was originally introduced by Rand and Burton

[73] to measure the stiffness and intracellular pressure of red blood cell
membranes. Therein, a pipette was placed onto the material sample and
excited via a static low pressure, sucking the material into the pipette.
The displacement was plotted against the applied pressure resulting in a
linear relation. The slope if this relation determines the stiffness. Further
works on this method can be found in Evans [30]. An application to de-
termine the elasticity modulus on soft tissues was presented by Aoki et al.
[6], Matsumoto et al. [65], Ohashi et al. [70]. Here, the method has been
extended to determine the elasticity modulus over the frequency range
of 20–250 Hz by replacing the static pressure with a fluctuating pressure.
The exciting pressure is measured by a microphone, close to the sample,
and mechanical vibrations by a laser scanning vibrometer. With the help
of FE simulations of the experimental set-up, the elasticity modulus of the
sample is automatically adjusted within the computations until simulated
and measured displacements are in good agreement. The FEM numer-
ically solves the partial differential equation for linear elasticity. For a
correct modelling of the vibrating silicone its elasticity modulus, Poisson
ratio and damping behaviour is needed. To determine the modal damp-
ing, a measurement set-up has been developed, which will be utilised in
the FE model via a Rayleigh damping approach.
In section 3.2 we discuss the details of the experimental set-up of the

enhanced aspiration pipette which allows dynamic pressure excitation of
the sample material at frequencies in the phonatory range. Section 3.2.3
describes the measurement set-up for determining the damping proper-
ties. Therewith, the loss factor of the sample material over the consid-
ered frequency range is obtained. The FE formulation as presented in
section 2.2.1 is then used to determine, through optimisation, the elas-
ticity moduli of the samples by using the measured pressure excitation
and displacement as boundary conditions. Results of these investigations
will be discussed in section 3.2.5, where the obtained elasticity moduli for
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3 Vocal fold models and material parameters

three different silicone materials are presented as a function of frequency.

3.2.1 Pipette aspiration set-up

In the original set-up (Aoki et al. [6]), a static low pressure was used
to suck the material into the pipette and the resulting deformation was
measured. The elasticity modulus was then determined using a simple
analytical formula. This work replaces the static low pressure with a
fluctuating pressure, induced by a pistonphone at a pre-set frequency as
displayed in Fig. 3.4. A flexible tube channels the pressure to a gauge
head with a pipette fixed to it, which is placed upon the sample. Different
diameters of the pipette make it possible to define the enclosed area that
the fluctuating pressure acts on. Therefore, it is possible to resolve a very
small spatial area. The force generated by the fluctuating pressure makes
the enclosed area vibrate. The displacement of the vibration is measured
with the help of a laser scanning vibrometer. A draft of the whole set-up

laser
vibrometer

la
se

rb
ea

m

pistonphone

silicone sample

gauge head

pipette

microphone

plastic tube

glas

function
generator

Figure 3.4: Schematic layout of the experimental set-up.

is depicted in Fig. 3.4. It should be noted that for it to function correctly,
the set-up has to be air tight from pistonphone to pipette.
In the following, the main components of the experimental set-up will

be discussed in detail.
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3.2 Determining material parameters with the pipette aspiration method

3.2.2 Pressure inducer and measurement

A pistonphone with an inner diameter of 30 mm and a stroke of 50 mm
was designed and manufactured. It consists of a piston inside a cylinder
which is propelled by the shaker “TIRAvib S 504” from Tira GmbH as de-
picted in Fig. 3.5. The shaker works at a frequency range of 2–11 000Hz
fed with a sine signal. To regulate the pressure amplitude, the amplifier
“BAA 120” controlled by a function generator is used. The movement
of the piston generates a fluctuating pressure. A flexible plastic tube
is fixed at the end of the pistonphone to channel the excited pressure.
To detect the fluctuating pressure near the sample, a 1/8-inch micro-

Figure 3.5: Pistonphone mounted onto shaker.

phone (Type Brüel & Kjær 4138) is positioned inside the gauge head. It
has a frequency range of 6.5 Hz–140 kHz and a pressure range of about
0.01 Pa–7 kPa.

Displacement measurements

The displacement of the sample due to the fluctuating pressure is in
the range of 10–100µm, which demands a very accurate measurement
method. Therefore, a laser scanning vibrometer, the PSV 300 from Poly-
tec, is applied. A helium-neon laser exploits the Doppler effect to derive
the velocity. The displacement is a sinusoidal movement and is obtained
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3 Vocal fold models and material parameters

by integrating over velocity, which is performed by the laser vibrometer’s
software.
Displacements up to a frequency of 1 kHz using 16 000 FFT-points are
measured. Furthermore, the laser scanning vibrometer is capable of scan-
ning a number of points on the surface, enabling the shape of the de-
formed are to be determined.
Due to the small displacement, external influence must be kept to a

minimum or remedied. As a results, the measurement set-up, including
the laser vibrometer, were placed on a vibration controlled table to damp
outside vibrations and interferences.
The surface of the silicone sample reflects the laser poorly making laser

measurement difficult, thus a titanium dioxide powder is applied onto the
sample enabling it to reflect the laser light satisfactorily. A thin coating is
sufficient and as the titan dioxide is a fine powder, the elasticity modulus
is not affected.

3.2.3 Damping measurement set-up

The damping behaviour of the considered silicone material is obtained us-
ing a free vibration decay test. To do this, a sandwich beam is constructed
consisting of the silicone material and two steel plates, as displayed in
Fig. 3.6. This sandwich beam is clamped and excited by an impulse ham-
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Figure 3.6: Sample between to plates (all dimensions in millimetre).

mer. Two miniature accelerometers on the top and the bottom steel plate
measure the acceleration of the free vibration. Both accelerometers are
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3.2 Determining material parameters with the pipette aspiration method

of the type 8614A500M1 (kistler), which resolve frequencies in a range
of 10 Hz to 25 kHz and accelerations of up to ±500 g at a sensitivity of
4 mV/g.
By changing the position of the clamping, different modes can be ex-

cited and thus decayed vibrations at different frequencies can be obtained.
E.g., Fig. 3.7 displays the free vibration decay curves at a frequency of
32Hz. By extracting from these curves the resulting peeks sj , the loga-
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Figure 3.7: Measured normalised acceleration of the free vibration decay
test (excited mode vibrates at 32Hz).

rithmic decrement Di is calculated with the following formula

Di = ln si
si+1

. (3.1)

Finally, the relation between the logarithmic decrement Di, the modal
damping factor ξi and the loss factor tanδi is given by

1
2tanδi = ξi =

√
D2
i

D2
i + 4π2 . (3.2)

The experiments resulted in a constant loss factor tanδ of 0.12 over the
considered frequency range.
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3 Vocal fold models and material parameters

3.2.4 Numerical framework

Based on the solid mechanical equations highlighted in section 2.2 and the
corresponding FEM (section 2.2.1), the simulation of pipette aspiration
was performed. Four types of boundary conditions are necessary for
the material sample, each at different surfaces, as shown in Fig. 3.8.
For the boundary enclosed by the pipette ΓP, a fluctuating force is set,
given by the measured pressure from the experiment. This results in the
formulation

[σ]T~n = pm~n on ΓP × (0, T ), (3.3)

with pm representing the measured pressure excitation. The region ΓDz

x y
z

pipette
ΓP
ΓDz

ΓD

silicone

Figure 3.8: Different boundary conditions for the solid mechanics simu-
lation of the pipette aspiration.

where the pipette is placed upon the sample can only move in the x-y-
plane, restricting any movement in z-direction

uz = 0 on ΓDz × (0, T ).

From the bottom side ΓD, the displacement is completely fixed leaving
no degree of freedom

~u = 0 on ΓD × (0, T ).
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3.2 Determining material parameters with the pipette aspiration method

All other boundaries ΓN are not limited by outside forces, and therefore
homogeneous boundary conditions are applied

[σ]T~n = 0 . (3.4)

In order to meet the measured loss factor 0.12, the mass damping factors
αK and αM are adjusted for each frequency in the harmonic analysis.
The Poisson ratio of the investigated silicones is in the range of 0.36 to

0.42 as shown by Drechsel [25] and can be assumed to be constant over
the considered frequency range. This has been additionally ensured by
performing all FE computations for determining the elasticity modulus
with different Poisson ratios within the above mentioned range. Since
the results only revealed a difference of 5% for the elasticity modulus,
the presented data uses the mean value of the Poisson ratio.

3.2.5 Results

For experimental investigations, the fabricated samples were moulded
into a cuboid with 50 mm in depth and width and 10 mm in height. All
samples were made of a silicone which consists of a two-part silicone
composite, Ecoflex™ Platinum Cure Silicone Rubber Part-A and Part-
B, and a silicone thinner. The mixing ratio between silicone and silicone
thinner determines the stiffness. Three samples with different mixing
ratio were compared, 1:1:1, 1:1:2 and 1:1:3 (the first two numbers denote
the ratio of the two-part silicone composite, while the third gives the
ratio of the silicone thinner).
The measurements of all three samples have been performed by the

pipette aspiration with the experimental set-up shown in Fig. 3.9. The
applied pressure for the sample with a mixing ration of 1:1:1 was kept
at 158 Paeff over the whole frequency range. For the 1:1:2 sample it
was 178 Paeff and 176 Paeff for the sample with the mixing ratio of 1:1:3.
The pipette was lowered onto the sample taking special care that the
pipette did not exert any force on the silicone, which would affect the re-
sults. This was achieved with the help of a travelling unit. A fluctuating
pressure at a fixed frequency was applied with the help of the piston-
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laser
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pipette

sample

Figure 3.9: Laser vibrometer (top) measuring the displacement of the
silicone sample through the gauge head (bottom).

phone. Displacement and pressure was recorded. The piston was driven
at different frequencies from 20–250 Hz to cover the frequency range of
phonation.
To determine the elasticity modulus, the measurement was compared
with the numerical simulation model as described in section 3.2.4. There-
with, the numerical model was excited at the surface ΓP (see Fig. 3.8) and
the elasticity modulus was automatically adjusted by a gradient method
in order to meet the measured displacements.
In Fig. 3.10a the elasticity moduli of all three samples are summarised

with respect to the frequency at which they were excited. The results
clearly show the increase of the elasticity modulus over the considered
frequency range. For the stiffest material (mixing ration of 1:1:1) an
elasticity modulus of about 20 kPa was determined at an excitation fre-
quency of 20 Hz. The elasticity modulus rises logarithmically to 27.5 kPa
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3.2 Determining material parameters with the pipette aspiration method

at an excitation frequency of 250 Hz. The samples with a mixing ratio
of 1:1:2 and 1:1:3 show a much lower elasticity modulus with a range
of 9 kPa to 13 kPa and 5.8 kPa to 8 kPa, respectively. Nevertheless, the
logarithmic increase of the elasticity modulus with increasing frequency
can be seen for all samples. To further demonstrate this logarithmic be-
haviour of the elasticity modulus, Fig. 3.10b displays the results for the
sample with mixing ratio of 1:1:3 separately,
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sample to identify the logarithmic behav-
ior of the frequency dependant elasticity
modulus.

Furthermore, the influence of the fluctuating pressure has been anal-
ysed by measuring the displacement of the 1:1:3 sample at different pres-
sure amplitudes, keeping the frequency constant at 250 Hz. In a first
step, measurements were performed at this fixed frequency and a pres-
sure amplitude in the range of 6.6 Paeff – 192 Paeff was applied. For each
measured point, the FE scheme was applied to determine the elastic-
ity modulus. In a second step, simulations were performed for different
pressure amplitudes, according to the measurements, but the elasticity
modulus was kept constant for all computations, as extracted for the
192 Paeff excitation case. Now, Fig. 3.10a shows the deviation between
the simulated and measured peak displacement for all different pressure
excitation cases. A dependency on the applied pressure that the sample
is exposed to is visible. However, considering the pressure range, the
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3 Vocal fold models and material parameters

deviation is relatively small. A 30 times decrease in excitation pressure
results in a maximal deviation of only 7 % for the peak displacement.
In a final investigation, we studied the shape of the silicone material,

which is periodically sucked into the pipette due to the harmonic ex-
citation by the pressure. Since both the measured (using the scanning
interferometer) and simulated (applying the FEM) shape exhibited axis
symmetry of the curvature, the comparison is only shown for half of a
cross-section through the centre. In Fig. 3.10b the measured and simu-
lated shape is displayed, exhibiting a sufficient agreement.
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Additionally, multiple measurements were made on the same are af-
ter removing and newly placing the pipette. Only marginal changes in
the displacement resulted. This demonstrated that the pipette does not
strain or damage the material.
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CHAPTER 4

2D Simulation results

In the upcoming chapter, fully coupled FSI results of the human phona-
tion will be presented. As 3D simulations are not yet feasible due to the
computational cost caused by the iterative coupling of the flow field and
structure, this chapter is restricted purely to 2D simulations.
Firstly, the numerical frame work will be discussed in section 4.1 and
different vocal folds geometries will be investigated. Section 4.3 then
analyses the impact and correctness of reducing the FSI problem in pho-
nation to a pure flow problem with prescribed boundary conditions to
reduce simulation time.
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4 2D Simulation results

4.1 Numerical framework

As a measure, the volume flux, QV , of the glottis is used and calculated
according to the following equation

QV (t) =
∫

ΓG(t)

v · n dΓ, (4.1)

where ΓG is the integration path inside the glottis (Fig. 3.1). Due to
movement of the VFs, ΓG varies in time.

4.1.1 Boundary conditions

As an inflow condition, a fixed pressure of 1 kPa is given and 0 Pa set
at the outflow, which is consistent with realistic measurements made by
Holmberg et al. [44]. The trachea wall ΓT is set to a NSC

v = 0 on ΓT , t (4.2)

and VFs are fixed to the trachea, represented by a HBC

u = 0 on ΓT . (4.3)

The interface boundary of fluid and structure is modelled as described in
section 2.3.
The fluid is considered to be at rest as the initial condition in the analy-
sis. The first 200 time steps of the analysis are disregarded, so that the
flow field is fully developed and the VFs vibrate periodically.

To accurately resolve the flow structure, a grid study was performed
(see section 4.1.2), which resulted in 42.000 finite elements with a quad-
ratic basis function and, therefore, approximately 350.000 degrees of free-
dom for the flow velocity and pressure. To solve the PDE in time, the
2nd order backward differentiation formula (BDF2) with a time step size
of 2.5 · 10−5 s was used. Five thousand time steps were performed, which
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4.1 Numerical framework

(a) Time averaged velocity with 42K fi-
nite elements.

(b) Time averaged velocity with 105K fi-
nite elements.

Figure 4.1: Time averaged velocity field for different mesh sizes. Dashed
line indicates the cross section displayed in the velocity profiles in Fig. 4.2.

resulted in tend = 0.125 s. As stopping criterion, for solving the nonlin-
ear Navier-Stokes equations, an incremental L2-norm (both for velocity
and pressure) with an accuracy of 10−5 is chosen. To address the strong
coupling, iterations are necessary between the flow and structural me-
chanical field until the following incremental L2-norm for the mechanical
displacement is met

||uk+1
n+1 − ukn+1||2 < 10−6, (4.4)

where n is the time step counter and k is the iteration counter.

4.1.2 Grid dependency

The influence of the computational mesh has been tested. A pure flow
simulation and static geometry with a 42K finite element grid was com-
pared to a grid of 105K elements. The time step size, number of steps,
etc. were identical to values discussed in the previous section. The time
averaged result of both mesh sizes are plotted in Fig. 4.1. Both simula-
tions resulted in a similar pattern and position of the vortical structures.

65



4 2D Simulation results

0

10

20

30

40

50

60

-1 -0.75 -0.5 -0.25 0 0.25 0.5 1

flu
id

 v
el

oc
ity

y-coordinate

42K element mesh
105K element mesh

(a) X component of velocity profile in-
side glottis of time averaged velocity
field.

-10

0

10

20

30

40

-15 -10 -5 0 5 10 15

flu
id

 v
el

oc
ity

y-coordinate

42K element mesh
105K element mesh

(b) X component of velocity profile
downstream of glottis of time aver-
aged velocity field.

Figure 4.2: Comparison of velocity profiles for mesh sizes at two cross
sections (see Fig. 4.1).

To provide a more detailed analysis, the velocity profile of two signif-
icant cross sections are compared, considering the main component in
the x direction (vertical component). The location of the cross sections
are indicated in Fig. 4.1: one is inside the glottis and the second down-
stream of the glottis. The comparison of the velocity profiles, as plotted
in Fig. 4.2, demonstrates a good agreement in the cross section inside
the glottis (see Fig. 4.2a), whereas the profiles deviate slightly at the
position downstream of the glottis. This is due to the lack of turbulence
and boundary layer models: slight deviations are also expected with a
finer mesh because it captures finer scales of turbulences. The analysis
of downstream flow field is not the aim of this work and the results for
different mesh sizes are in good agreement. Therefore, the 42K finite
element grid was used in the subsequent simulations.
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4.2 Comparison of vocal folds geometry

(a) Vertical eigenfrequency at 123 Hz (b) Lateral eigenfrequency at 246 Hz

Figure 4.3: Eigenform and eigenfrequency of the 2D M5 model with 4
layers. The original form is outlined on top of each eigenform.

4.2 Comparison of vocal folds geometry

This section discusses the influence of VF geometry on the phonation
process. Here, two VF geometries are closely examined; the M5 model
and the S-Model, as presented in chapter 3. In Fig. 3.3b, the contours
of the simulation geometry are shown. Only their VF geometry differs,
all other parameters and boundary conditions are kept identical. Both
have an identical channel geometry (length, width etc.) and initial glottis
width. The inflow condition is set to 800 Pa, and the elasticity moduli of
the epithelium, cover, ligament and muscle are set according to Tab. 3.1.
An eigenfrequency analysis of the M5 model, given in Fig. 4.3, reveals
that the second eigenfrequency is 30 Hz higher than for the S-Model
(Fig. 4.8b). Further significant differences cannot be detected, as the ver-
tical and lateral movement are similar, considering their different form.
The transient simulation, however, reveals major differences. To quan-
tify the dissimilarities, resulting values are compared and monitored at a
control point positioned at the tip of the VF (see Fig. 3.3a and Fig. 3.2).
Figure 4.4 divides up the displacement in each frequency component us-
ing a Fourier transformation. It shows that the vertical component at its
first eigenfrequency (123 Hz) has a higher amplitude for the M5 model,
whereas lateral movement (Fig. 4.4b) is more than twice as small as than
for the S-Model. Generally speaking, the M5 model has a dominant
movement in the flow direction, whilst the changes in glottis width turn
out to be relatively small. In contrast, the absolute lateral displacement
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Figure 4.4: Vocal fold displacement in vertical and lateral direction at
control point, divided into its frequency components by Fourier analysis.

of the S-Model is about 30% larger than its vertical displacement. Fig-
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Figure 4.5: Volume flux in comparison of M5 model and S-Model, in
frequency domain.

ure 4.5 illustrates the effect the vertical displacement has on the volume
flux. The volume flux of the simulation with the M5 model has, at its
main frequency, an amplitude 3 times lower in comparison to the flow
simulation with the S-Model. And as the vertical displacement only has
a marginally effect on the pulsation of the jet, a significantly dominant
frequency in the flow of the M5 model is not present. In contrast, the
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Figure 4.6: Vertical displacement of both VF models. Each graph shows
the displacement of left and right VF.

flow simulated with the S-Model exhibits a notable peak at the frequency
correlating to the lateral displacement frequency of its VFs.
The reason for the small lateral displacement of the M5 model is the

bulky structure. The VFs need to be compressed to open. The S-Model
has a bulge at its posterior side, called the sinus morgagni, so as the
VFs are pushed downstream, they automatically open the glottis. As the
fluid pressure equalises, the VFs move back and almost come into contact.
Simulations show that the near contact is necessary for a synchronised
oscillation. The M5 VFs do not come close enough and, therefore, when
the flow field is fully developed, start to vibrate asynchronously at a phase
shift of about 180◦, as the time plot of the vertical displacement reveals
(Fig. 4.6b). In contrast, for the vertical component of the S-model, as
shown in Fig. 4.6a, both vocal folds move symmetrically. This symme-
try behaviour for each model is shown Fig. ??. Vectors on the surface
of the VFs indicate the displacement velocity and thereby the current
direction. In Fig. 4.7a the opposite direction of the left and right VF is
clearly visible, in contrast to the relatively symmetric movement of the
S-Model (Fig. 4.7b).
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4 2D Simulation results

(a) Asymmetric vibration of M5 model. (b) Symmetric vibration of S-Model

Figure 4.7: Deformation of both VF models at distinctive time steps.
Vector arrows indicate the displacement velocity and thereby its current
direction.

Gömmel [36] performed a similar study, with VF geometries compa-
rable to the M5 and S-Model, but results differ from the current study.
The model he used that was similar to M5 shows a very good self os-
cillating vibration pattern, whereas his second model comparable to the
S-Model and based on MRI (magnetic resonance imaging) data, has very
small displacement amplitudes and, consequently, lower amplitudes in
the flow. This difference to the current study, or even contradiction, can
be explained by several points. Firstly, the VF models are not identical,
only similar, and material parameters are, although in the same order,
different. More relevant is, that Gömmel uses a 2- and 3-layer model
(body, ligament and cover), thereby not including the epithelium. Simu-
lations have shown that the epithelium bounds the very soft cover tissue,
keeping the VFs as a unit and restricting an independent vibration of the
cover. It must be pointed out that the epithelium only restricts and does
not prevent the cover’s oscillation. A further crucial cause for the dis-
crepancies is the introduction of “artificial contact” and a smaller initial
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4.3 Investigation of prescribed movement

glottis gap of 0.6 mm.

4.3 Investigation of prescribed movement

The aim of this study is to analyse the impact of reducing a fully-
coupled fluid-structure phenomena to a purely fluid simulation with pre-
scribed structural motion. To achieve this, structural displacements of
a fully-coupled simulation are extracted and used as imposed motion for
a straightforward flow simulation. Additionally, a number of variations
to the pure fluid simulations, which include changes in fluid-structure
interface conditions, pressure inlet and geometry, are examined. These
variations imitate specific uncertainties or incorrect boundary conditions
and are each elucidated in separate sections.
The geometric set-up, as discussed in section 3.1 with boundary values as
given in section 4.1.1, is the reference set-up and will be referred to as the
“original model”. Initially, a fully-coupled simulation is performed with
the original model and the resulting VF movement is extracted; this is
used as the prescribed movement for the pure fluid flow simulation. The
first study (section 4.3.2) is a pure fluid simulation with prescribed move-
ment and the velocity is set to v = 0 at the interface boundary Γfs.
The second study (section 4.3.3) uses a lower inlet pressure of 800 Pa and
sets the velocity field at the interface to the value recorded in the original
set-up.
In section 4.3.4, slightly reformed VFs are used as shown in Fig. 4.13. To
obtain a prescribed movement, the displacements from the fully-coupled
simulations with the original VFs are projected onto the new shape. This
case is then further altered by using a velocity inflow profile instead of a
fixed pressure (section 4.3.5).
Different scenarios are assessed to analyse certain simulation approaches
used to compute the human phonation process. Therefore, the focus lies
on the impacts of using measurement data or estimates through observa-
tions (endoscopy) as prescribed VF movement and boundary condition
of a pure flow simulation.
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4 2D Simulation results

(a) Vertical eigenfrequency at 120 Hz. (b) Lateral eigenfrequency at 216 Hz.

Figure 4.8: Eigenform and eigenfrequency of the 2D VF model with 4
layers. The original form is outlined on top of each eigenform.

4.3.1 Vocal fold vibration

An eigenfrequency analysis of the VFs is performed to determine the main
frequencies of their natural vibration. The first two eigenfrequencies and
their shapes are shown in Fig. 4.8. The lateral movement (Fig. 4.8b) is of
importance, because it regulates the glottis width and, thereby, the fluid
flow through the glottis. The reformed VFs have the first two eigenfre-
quencies at 122 Hz and 215 Hz. The eigenfrequencies of the two VFs are
similar because their shapes do not differ greatly (see Fig. 4.13) and the
material properties are the same.
Four characteristic time steps of a full VF vibration cycle are depicted
in Fig. 4.9. The maximal glottis opening is about 1/5 of the channel
size with approximately 2.95 mm (Fig. 4.9a). In the closing stage the
tips of the VFs move towards each other until the minimal glottis width
of 0.45 mm is reached (Fig. 4.9a). Simulations suggest that during the
opening phase, the VFs tend to move asynchronously. The closing stage
(Fig. 4.9c), as the vocal folds almost make contact, prevents further asym-
metric behaviour and resynchronises their movement. In section 4.2, a
different model is analysed, which shows an asymmetric behaviour due
to the lack of close contact between VFs.
A control point on the VF was chosen to monitor the VF displacement.
This point is located inside the glottis at the tip of the VF, as shown
in Fig. 3.2. The recorded displacements for all simulations are Fourier
transformed and the results are displayed in Fig. 4.10. In Fig. 4.10a,
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4.3 Investigation of prescribed movement

(a) Step 4230,
fully opened VFs.

(b) Step 4265, clos-
ing VFs.

(c) Step 4320, max-
imal VFs closure.

(d) Step 4365,
opening VFs.

Figure 4.9: Vocal folds vibration cycle during one period. One time step
is 2.5 · 10−5s long.

the vertical displacement is plotted and the two main peaks correspond
to the first two eigenfrequencies of the VFs. The lateral movement is
dominated by the second eigenfrequency and, to a lesser degree, at its
second harmonic represented by a smaller peak. The amplitudes of the
main frequencies are smaller for the case study of 800 Pa inlet pressure.
This is due to weaker forces acting on the VFs. Furthermore, frequencies
between 120 Hz and 216 Hz are noticeably larger when compared to the
original (1 kPa inlet pressure) simulation.

4.3.2 Case study: homogeneous boundary condition

In this case study, fluid simulations with specified movements are pre-
sented. All parameters are identical to the original set-up (i.e., geometry
and boundary conditions, apart from the fluid-structure interface). In
the first pure fluid simulation, the interface velocity at the VFs is set to
zero and in the second simulation, the fluid velocity is matched to the VF
velocity at the interface. Equal VF and fluid velocity create the correct
NSC, which corresponds to the fully-coupled simulation.
The volume flux of the original simulation and the prescribed simulations
are displayed in Fig. 4.11a. It shows a main frequency in the volume
flux at 216 Hz, which corresponds to the second eigenfrequency of the
VFs and their lateral movement, the principle determiner of the fluid
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Figure 4.10: Vertical and lateral displacement as a function of frequency
recorded at the control point on the VF during three different fully-
coupled fluid-structural simulations.

flow. The movements prescribed with the HBC and with the NSC are in
agreement with the fully-coupled simulation (i.e., frequency and ampli-
tude coincide). However, the prescribed simulation with the HBC differs
from the other two models with regard to the amplitude of the charac-
teristic frequencies at the centre of ΓG (Fig. 4.11b). In particular, the
amplitude of the second harmonic is twice as high. These differences will
have an impact on sound generation; the acoustic pressure field will be
higher and the second harmonic will dominate, in contrast to the weaker
fully-coupled simulation. However, the simulation with enforced no-slip
conditions is in good agreement and will result in a similar acoustic field
to the fully-coupled simulation. As the coupled scheme requires the it-
eration between fluid- and structural mechanics, the algebraic system of
equations resulting from Navier-Stokes must be solved three times more
frequently. Thus the simulation run time for the couple scheme was three
times longer.
Mathematically, the fully-coupled simulation and the simulation case
study with enforced no-slip conditions are equivalent and should result
in identical results. However, the consistency of the two approaches can
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Figure 4.11: Fluid field comparison in the vertical direction of original
simulation and pure fluid simulation with prescribed movement.

not be guaranteed in the discretised formulation due to the numerical
approximation of the Navier-Stokes equations.
In particular, after 100 time steps, the fully-coupled scheme performed

approximately 1400 solve steps (solving the algebraic system of equations)
and the pure flow simulation performed about 450. Therefore, identical
numerical results over a long time period is not possible. During the
first time steps, both approaches show identical flow fields, but after
approximately 200 time steps, they start to differ rapidly. The time
point at which the two will differ may be delayed by reducing the error
bound of the non-linear solver, but it is inevitable that they will differ at
some point. To test for the effect of the iterative stopping criteria, the
same simulations were performed with an error bound of 10−8 for the
flow and coupling iteration (see section 4.1.1); accuracy was increased
by a factor of 1000. The deviation between both simulations was only
prolonged by about 100 time steps, which is minor considering the high
increase in accuracy.
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Figure 4.12: Comparison of volume flux at glottis of original simulation,
simulation with reduced pressure and prescribed movement with reduced
pressure.

4.3.3 Case study: 800Pa

In humans, measuring the exact pressure which drives the phonation
process is difficult due to restricted access to the larynx. To simulate an
inaccurate pressure measurement for a specific VFs vibration, prescribed
movements are used. These are obtained from the original simulation
with a reduced inlet pressure of 800 Pa. To provide an accurate represen-
tation of the interface, the fluid velocity is set equal to the VF velocities
in equation (2.54), which corresponds to a no-slip condition (NSC).
The resulting volume fluxes for the two fully-coupled simulations and the
prescribed simulation with reduced inlet pressure are plotted in Fig. 4.12.
The amplitude at the main frequency is reduced, in contrast to the orig-
inal simulation, due to the lower pressure. However, it is higher than the
frequency amplitude of the fully-coupled case with 800 Pa inlet pressure,
because the VFs open further. The increased opening can be deduced
from the lateral displacement given in Fig. 4.10. Furthermore, reduced
amplitudes at the frequency range of 120 to 216 Hz are found, which
resembles the behaviour of the original simulation.
The difference in this frequency range, is due to the VFs vibration.
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4.3 Investigation of prescribed movement

Figure 4.13: Reformed VF and outline of original geometry (solid black
line).

The displacements of the original simulation (Fig. 4.10) reveal that the
amplitudes in this frequency range are reduced in comparison to the fully-
coupled simulation with 800 Pa inlet pressure. Therefore, it appears that
with regards to pressure inlet conditions, the flow characteristic is de-
termined by the VFs movement. Consequently, the prescribed case does
not imitate the 800 Pa fully-coupled simulation correctly because fre-
quency components are lacking and the amplitude at the main frequency
is higher.

4.3.4 Case study: reformed vocal folds

It is common practice to use observations of real VFs vibration as in-
put for the numerical simulation. However, the geometry used is not
identical to the observed or measured data. Instead, simplified models
are acquired since patient specific VF models are not yet available. In
this case study, prescribed movement is simulated (i.e., acquired from
measurements) and the obtained displacements are projected onto a dif-
ferent vocal fold shape. This demonstrates the effect of incorrect models
or occurring measurement inaccuracies. In this case study, the two VF
models differ only slightly (Fig. 4.13) maintaining similar eigenfrequency
and resulting frequencies in the flow field.
To obtain a preset movement for the new geometry, each finite element
node on the fluid structure interface determines its nearest neighbouring
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Figure 4.14: Comparison of volume flux at glottis of fully-coupled sim-
ulations with original and reformed VFs and simulation with prescribed
movement on reformed VFs.

node of the original fully-coupled interface to obtain the displacement.
The velocity is set accordingly (see (2.54)) and the inlet pressure in all
three simulations is identical, set to 1.0 kPa.

Although the geometry change is minor, the volume flux is effected
(Fig. 4.14). The volume flux at the two main frequencies is 7–8% higher
for the fully coupled case with reformed VFs. It is likely that a greater
difference in the geometry will have a correspondingly greater effect on
the results. However, it should be noted that the prescribed movement
does have the same characteristic peaks as the original fully-coupled sim-
ulation. This suggests that small measurement errors in the VFs shape
do not have a strong impact on the volume flux. Therefore, a fluid sim-
ulation with prescribed movement is feasible.

4.3.5 Case study: reformed vocal folds with prescribed inflow

The basic model remains identical to the previous section, e.g., reformed
VFs, prescribed movement from the original set-up, no-slip condition.
The only difference is that the inflow pressure was replaced by a non-
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Figure 4.15: Extraction of volume flux at inflow for the fully-coupled
simulations with original and reformed VFs.

uniform velocity profile, which was extracted from the original simulation.
A second simulation uses the inflow profile of the fully-coupled simulation
with reformed VFs. The first inflow condition is referred to as “inflow 1”,
while the inflow condition gained from the simulation with reformed VFs
is referred to as “inflow 2”. A time interval of the volume flux obtained
by these two inflow conditions is depicted in Fig. 4.15. Next, simulations
are performed with prescribed movement obtained from the original sim-
ulation and projected onto the reformed vocal folds; once with “inflow
1” and once with “inflow 2”. The results of the volume flux through the
glottis do not appear to differ from previous findings (Fig. 4.16a). How-
ever, a closer look shows that the simulations with the same inflow have
an identical volume flux through the glottis, regardless of whether they
are prescribed or fully-coupled. This observation becomes clearer when
the fluid flux is visualised in time (see Fig. 4.16b). Simulations with the
same inflow also have the same flux through the glottis. This is especially
interesting when the prescribed movements from the original simulation
are applied, but “inflow 2” condition is used. This results in the same
volume flux as the fully-coupled simulation with reformed VFs, however,
the VF motion is different. The structural displacement of the VFs does
not have an effect on the volume flux through the glottis when velocity
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Figure 4.16: Volume flux through glottis in the time domain and fre-
quency domain obtained by fully-coupled simulations with original and
reformed VFs and simulations with prescribed movement on reformed
VFs once with “inflow 1” and once with “inflow 2”.
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4.3 Investigation of prescribed movement

profiles are used as inflow condition.
This example illustrates the importance of fluid-structure interaction.
Generally, a change in the fluid field will result in a change of the VFs
displacement which, in turn, affects the flow field. However, in the in-
vestigated cases of driven inflow, the flow field does not influence the VF
movement.

4.3.6 Conclusion and summary

First, the investigations show that a homogeneous boundary condition for
the flow velocity, in addition to the coupling interface, results in higher
fluid velocities inside the glottis. Thus, one has to apply no-slip boundary
conditions. Next, varying the inlet pressure (using 800 Pa rather than
1 kPa) results, not only in reduced volume fluxes at the main frequencies,
but also in-between them, which is caused by the reduced oscillation
amplitudes of the VFs. Furthermore, small deviations in the geometry
of the VFs cause small differences in the fluid flux (7 − 8%), compared
to the fully-coupled computation. Finally, replacing the pressure driven
flow by a prescribed inflow condition demonstrates that the volume flux
is unaffected by the prescribed movement. Consequently, the motion of
the VFs does not have a strong effect on the volume flux through the
glottis if velocity profiles are used as inflow condition.
A prescribed methodology has the advantage of significantly reducing

the computational time, in this case by a factor of three. Although some
agreement between the methodologies can be achieved, it is important
to note the effects of the fluid flow on the acoustic sources and acoustic
pressure. Higher flow velocities have an impact on the sound pressure
level. A reduction or an increase of the flow amplitudes in a specific
frequency range will also cause a change in the acoustic field. Therefore,
in certain scenarios (e.g., velocity profile inflow condition), a fully-coupled
scheme cannot be replaced by a pure fluid simulation with prescribed
movement.
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CHAPTER 5

3D Simulation results

This chapter is focused on acoustics resulting from a 3D flow simulation
of the human phonation process. Three dimensional flow models can sim-
ulate turbulence and dispersion of vortices, which are the cause of broad
frequency spectra concerning acoustic source terms. This broad band
spectra is found in dysphonia, like hoarseness. Consequently, analysing
flow effects and the resulting acoustics, may offer a detailed insight into
voice production. As the larynx and the ventricular and real VFs form
a complex geometry and flow velocities are relatively high, the airflow
will inevitably develop turbulent structures, even in a healthy voice. It is
therefore of interest to determine the flow field of a healthy voice differs
from an unhealthy one.
Acoustic results presented in this chapter are calculated from flow simu-
lations based on works by Schwarze et al. [79] and Šidlof et al. [95]. The
first model, presented in section 5.1, is based on an experimental set-up
by Triep et al. [92]. The main features of this model include an elliptic
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glottal opening and a velocity inflow condition. The impact of static and
dynamic moving VFs as well as different inflow conditions are analysed.
The second model, presented in section 5.2, uses a simple 2D extruded
geometry and a pressure gradient at the in- and outlet drives the flow.
Different acoustic methodologies are then compared and a vocal tract is
added to emulate the radiation from the mouth. By additionally simu-
lating different glottal openings mimicking insufficient glottal closure, it
exhibits the potential to analyse a variety of realistic phonation condi-
tions.
As fully coupled FSI models are still difficult to tackle in 3D, the vo-
cal folds movement are imposed, which are defined in the relevant sec-
tions. The CFD models are based on the time-dependent, incompressible
Navier-Stokes equations for Newtonian fluids, as given in (2.24). They
are numerically solved with the finite volume method in a cell-centred
formulation using the open source CFD code OpenFOAM, presented by
Weller et al. [97].
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5 3D Simulation results

5.1 Velocity driven flow

A simulation model was constructed according to a measurement set-
up from Triep et al. [92]. It is a 3D channel which is scaled up by a
factor of three in comparison to the real human larynx. Additionally,
water was used as the fluid in order to simplify the measurement since
characteristic frequency and velocities are strongly reduced, as described
in section 5.1.3. Variations of VF motion and inflow conditions are used
to isolate the effects of each sound source mechanism. For comparison
and verification purposes, the model is a replica of the experimental set-
up of Triep et al. [92].

5.1.1 Geometry

In contrast to simplified models of the glottal constriction, e.g. slit-like
models with a rectangular glottal cross-section or axi-symmetric models,
we chose an elliptic form as depicted in Fig. 5.1 and presented by Triep
et al. [92]. Its glottis form is similar to the shape found in the majority
of healthy males (Inwald et al. [48]). All the dimensions given in Fig. 5.1
are based on the width D of the channel cross section.
Two different VF model configurations are considered in this compu-

tational study. The first is a static, fully opened state, so that the con-
striction ensures a lens-like shape, depicted in the transversal (y-z) cross
section of Fig. 5.1. The maximum opening width of this constriction is
hmax with approximately 0.13D. The opened length of the constriction in
the z-direction is 0.8D so that a closed length of 0.1D is present at each
end. The lens-shaped constriction reduces the area of the transversal
cross-section by a factor of approximately eighteen. In the coronal cross-
section (x-y), the constriction is contoured like a nozzle with a smooth
convergent entry and a strong divergent exit. In a second configuration,
the VFs are in motion, corresponding to the work of Triep et al. [92].
This dynamic model extends these characteristics of the glottal gap to
a time varying opening area of the constriction, as plotted in Fig. 5.2.
The VFs perform a time-varying prescribed movement that leads to a
lens-like opening of the glottal constriction in transversal cross-section
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5.1 Velocity driven flow

Figure 5.1: Geometry of the 3D computational domain sketched for three
main cross-sections—coronal (x-y), sagittal (x-z) and transversal (yz).

Figure 5.2: Dynamic model undergoes variation of the geometry ac-
cording to depicted opening function of the glottal gap, static model
corresponds to maximum opening of the glottal gap at t/T=0.25.
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5 3D Simulation results

and a convergent to divergent nozzle shaped constriction in coronal cross
section.
The inflow boundary is close to the glottal constriction, since no in-

fluence is exerted on the flow field with regard to its position and the
velocities across the inflow boundary are expected to be uniformly dis-
tributed. In contrast, the outflow boundary is located 2.5D downstream
of the constriction. All vortical structures of the pulsating supraglottal
jet flow are captured since the penetration depth of the jet ranges be-
tween 1D and 1.5D. Shear layer vortices and their decay are within this
range, so that only small structures are convected out of the computa-
tional domain.

5.1.2 Numerical framework

The computational domain as previously described in section 5.1.1 is
meshed in a fully block structured manner with about 9 · 105 hexahedral
cells. The cell length in the x-direction reduces from about 0.042D at the
inflow to 0.0083D at the smallest cross section. Downstream, as the area
of the cross-section is spread up to the channel width, massive cell expan-
sion and distortion is avoided by introducing additional elements, whilst
still conserving the block structure. The geometry of the constriction
walls contains no sharp edges to ensure pressure driven flow separation,
which is crucial in glottal flow as reported by Alipour and Scherer [1].
Regions near the walls have been refined by a layer of 15 cells in the
normal direction to the wall, so that the condition for dimensionless wall
distance y+ ≈ 1 is fulfilled. Here y+ is defined with the velocity gradient
uτ at the wall, the wall distance y and the kinematic viscosity ν.
For the interpolation of the convective flux terms, a Total-Variation-
Diminishing (TVD) scheme with a flux limiter function

ψ (r) = max (0,min (2r, 1))

by van Leer [93] is employed. The smoothness parameter r defines the
ratio of successive gradients. A central differencing scheme with non-
orthogonal correction is used to discretise the diffusive term. Time in-
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5.1 Velocity driven flow

tegration is performed with a scheme which blends the Crank-Nicholson
and Euler implicit scheme by a weighting factor of 0.8 and 0.2, respec-
tively. The time step size is kept constant at ∆t = 1 · 10−5 s in all
simulations. Mass conservation is enforced with the transient PISO algo-
rithm (Issa [51]) with a collocated arrangement of pressure and velocity,
which is in line with the correction presented by Rhie and Chow [74]
in order to avoid non-physical oscillations in the flow variables. An al-
gebraic multi-grid solver with Gauss-Seidel smoothing is used to solve
the pressure. The momentum equations are solved with the bi-conjugate
gradient algorithm of Fletcher [35], where incomplete LU decomposition
is used to precondition the system. The residual error bounds for both
iterative solvers were set to 10−8.
No-slip condition uwall = 0 for velocity and zero normal gradient condi-
tion ∂p/∂n = 0 for pressure are defined for each wall boundary. At initial
simulation time t = 0, the whole flow field is at rest.
This formulation of the CFD model with stationary VFs has been vali-
dated in a study by Schwarze et al. [79], where good agreement between
numerical simulations and experimental measurements has been found.

5.1.3 Similitude model

In accordance with the experimental set-up (see Triep et al. [92]), the
physical properties of water are chosen for the flow computation. Here,
velocities and time are strongly reduced to make experimental measure-
ments easier. To match the results for an air stream through a human
sized larynx, the physical quantities are scaled in such a way that the
Strouhal number (St), Reynolds number (Re) and Euler number (Eu)

87



5 3D Simulation results

are kept constant

Re = uair
maxh

air

νair = uwater
max hwater

νwater (5.1)

St = fair
0 hair

uair
max

= fwater
0 hwater

uwater
max

(5.2)

Eu = 2∆pair

ρair (uair
max)

2 = 2∆pwater

ρwater (uwater
max )2

. (5.3)

In (5.1)-(5.3) νmedium, denotes the kinematic viscosity in the appropri-
ate medium, umax the maximum velocity, hmax the maximum width of
the glottal gap, f0 the fundamental frequency of the oscillation, ρ the
density and p the hydrodynamic pressure. These quantities and the re-
sulting scaling factors for each relevant physical quantity are summarised
in Tab. 5.1. In this thesis, referred physical quantities are regarded to be
in air. CFS++ was enhanced to convert these dimensions to calculate
the acoustic sources and the wave propagation in air.

Inflow conditions

Realistic volume flows of the human phonation have been used as the
inflow condition for the fluid field. The values have been taken from the
experimental cam-model of Triep et al. [92]. Thereby, a driving pressure
gradient ∆p generated a pulsating flow-rate through the time-varying
glottal constriction. The resulting volume flow waveform function was
extracted and inserted as a uniform velocity distribution uin(t) into the
inflow boundary condition of the computational model. Figure 5.3 dis-
plays the waveforms as a function over the flowrate. This has also been
done for two pressure gradients of 600Pa and 1400Pa applied to the
static and dynamic model, resulting in an overall comparison of 4 simu-
lation set-ups. Rothenberg [75] also obtained this type of waveform with
the method of inverse filtering. The represented open quotient of 0.5 is
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5.1 Velocity driven flow

Table 5.1: Characteristic values of the similarity parameters of the air
flow in the laryngeal channel that are preserved by the model.

dimension value scaling factor
(Water→Air)

characteristic
dimension

D = 20mm 1/3

maximum velocity umax = [25 . . . 120] m/s 45
kinematic viscosity νwater = 1.0 · 10−6 m2/s 13
density (water) ρwater = 1.0 · 103 kg/m2 1/975.6
glottis height h = 2.67 mm 1/3
main frequency f0 = 135Hz 135
pressure gradient
(in- to outlet)

∆p = {600, 1400}Pa 2

characteristic for healthy glottal airflow (Titze [89]).
The peak Reynolds number, as calculated by (5.1), is for the high pres-
sure gradient with a moving glottal gap Remax = 24 030 and for the low
pressure gradient Remax = 12 930. In the case of static glottal gap, a
high pressure gradient causes Remax = 12 320 and low pressure gradient
Remax = 5 320, respectively. Additionally, a sinusoidal waveform func-
tion as given in Fig. 5.3a is applied to the static model, which has a
peak Reynolds number of Remax = 14 820. The case of the sinusoidal
waveform not only serves for validation purposes of the pulsating jet
flow but provides additional insight into certain acoustic phenomena (see
section 5.1.5). For details on verification for the static VF model see
Schwarze et al. [79].
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Rothenberg
sinoidal
glottal low
glottal high

0 0.5 1 1.5 2
0

0.5

1

(a) Volume flow waveform, used in
this study, in time domain compared
to that measured by Rothenberg (cir-
cles).

(b) Frequency spectra of the glot-
tal waveform with a spectral slope
of 12dB/octave at the beginning, see
Doval et al. [24].

Figure 5.3: Volume flow waveforms were applied to the inlet boundary
condition of the computational domain, the data was extracted from the
experimental investigations of Triep et al. [92], and compared to that
measured by Rothenberg [75].

5.1.4 Acoustic sources

McGowan [67] investigated the sound mechanisms in phonation from a
fluid mechanical point of view. He introduces the vorticity-velocity in-
teraction force, which is identical to the Lamb vector L, apart from the
density constant (see eq.(5.4)). To derive a relationship between this
force and sound production, McGowan argues, based on Powell [72], that
the Lighthill tensor T may be approximated by the divergence of the
Lamb vector,

∂Tij

∂xi∂xj
≈ ρ∇ · L = ρ∇ · ((∇× u)× u) . (5.4)

This approach is used to investigate the sound sources for two cases,
the static simulation with a pressure gradient of 1400Pa and the dy-
namic simulation with 600Pa. Applying the Fast-Fourier-Transformation
(FFT), the divergence of the Lamb vector is analysed for the main fre-

90



5.1 Velocity driven flow

quency (135 Hz), the 6th harmonic (945Hz) and at 1kHz, which are
plotted with the help of isosurfaces in Fig. 5.4. All results are normed
to the maximum value taken from the dynamic simulation and the iso-
surfaces are visualised for the values 0.05 and 5 · 10−5. For the analysis
of 1 kHz, an additional isosurface at 5 · 10−8 is introduced for the static
case and for the dynamic case at 5 · 10−7. The results indicate that at
the main frequency the dominant source is clearly found inside the glot-
tis. To be precise the highest values are found right above the surface
of the VFs, forming a thin layer of sound sources. These are induced
by the net force acting onto the surface of the VFs, also found by Zhao
et al. [100]. Although the two simulations have approximately the same
Reynolds number, their source distribution regarding lower magnitudes
differ. For the static case, the source region corresponds to the shear
layer of the jet and is quite extended in comparison to the dynamic case.
As for the dynamic case, sources at the same magnitude are mainly found
inside the glottis, barely penetrating the supraglottal tract. Looking at
the source terms at the 6th harmonic, given in Fig. 5.4b, it becomes evi-
dent that for the static case the turbulent region 1D downstream of the
glottis significantly contributes to the sound production. In contrast, the
dynamic case not only has higher amplitudes but the source region is still
localised at the glottis, as for the main frequency. For a non harmonic
source, Fig. 5.4c displays the divergence of the Lamb vector at 1 kHz.
Thereby, for the static case the sources concentrate on the vortical de-
cay region, whereas for the dynamic case the sources correspond to the
flow of the jet and are of one magnitude lower. In both cases, the sound
sources are caused by the vortices, as can be deduced from the flow re-
sults presented by Schwarze et al. [79], and are of more than one order of
magnitude lower than the sources inside the glottis, which corresponds
to the findings of Zhao et al. [100]. The impact and further analysis into
the acoustic is discussed in the upcoming section.

5.1.5 Aeroacoustic fields

All computations have a simulation time of about 0.074 s, which results
in 10 cycles of the main phonation frequency of 135Hz. The acoustic
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static case, 1400 Pa dynamic case, 600 Pa

(a) Isosurfaces at main frequency (135Hz).

(b) Isosurfaces at 6th harmonic (945Hz).

(c) Isosurfaces at 5 · 10−7 for the static and 5 · 10−8 for the dynamic case, at 1 kHz.

Figure 5.4: Isosurfaces of divergence of the Lamb vector in frequency
domain for the static case with 1400Pa pressure gradient (column left)
and the dynamic case with 600Pa pressure gradient (column right). The
results are normed to the maximum value of the dynamic case.
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5.1 Velocity driven flow

simulation was performed on a time step size of about 7.4 · 10−5 s, which
according to the sampling theorem leads to a sufficient resolution for
frequencies up to 5.0 kHz. For both cases with a 600Pa and 1400Pa
pressure gradient, the acoustic frequency spectra are plotted in Fig. 5.5
for the static and dynamic case and as expected, the case with 1400Pa
has higher amplitudes. This is apparent, since higher velocities inside the
glottis lead to a higher velocity gradient, which in turn results in higher
acoustic sources. In mathematical terms this correlation is evident in
Lighthill’s tensor (2.69), which consists of the first and second derivatives
of the velocity vector. Furthermore, from the analysis of the source terms,
it is evident that the main sources are localised inside the glottis.
For the static case, the higher inlet pressure causes vortices to dissipate
later which is noticeable in the sound spectra (see Fig. 5.5a) in which
the pressure amplitudes of frequencies above 800Hz are still significant,
whereas with the pressure gradient of 600Pa the amplitudes decrease with
higher frequency. Comparing the two dynamic cases in Fig. 5.5b reveals
similar results. At the main frequency and harmonics, the amplitudes are
5–10 dB higher for the 1400Pa case compared to the lower pressure head,
whereas amplitudes at frequencies in between are up to 20 dB higher.
The static simulation with a pressure gradient of 1400Pa has a similar
Reynolds number to the dynamic case with a 600Pa pressure gradient.
Their acoustic results are plotted separately for better comparison in
Fig. 5.6. At the first three main frequencies the sound pressure level
is identical, but they differ with regards to higher harmonics. For the
dynamic case the harmonics are much more distinct, whereas for the
static case the harmonics are covered up by other frequencies which have
amplitudes over 20 dB higher than in the dynamic case. This effect is
already clear by analyzing the divergence of the Lamb vector in Fig. 5.4,
where for higher harmonics the dynamic case has higher amplitudes and
the sources are focused inside the glottis. Furthermore, as Fig. 5.4c shows,
acoustic sources caused by turbulence are of one magnitude higher for the
static case.
In Fig. 5.7 the sinusoidal inflow condition is contrasted with the dynamic
case with a 600Pa pressure gradient. Figure 5.7a shows how the open
quotient of 0.5 influences the acoustic field. During glottal closure the
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(a) Acoustic pressure in SPL for the
static VF case.
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(b) Resulting acoustic pressure in SPL
for the dynamic VF case.

Figure 5.5: Frequency spectra of acoustic pressure for the static and
dynamic cases with a pressure gradient of 600Pa and 1400Pa.
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Figure 5.6: Frequency spectra of acoustic pressure for a pressure gradient
of 1400Pa without VF motion compared to the case with a pressure
gradient of 600Pa.
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5.1 Velocity driven flow

vortices disperse and the fluid field is more or less at rest. Hence, no
acoustic sources are in the channel during this stage of the cycle. The
effect is noticeable in the acoustic pressure, as it is almost constant to the
end of each cycle. However, the sinusoidal inflow condition does not result
in a uniform fluid field at any time. Looking at the frequency spectra,
as depicted in Fig. 5.7b, the impact becomes more obvious. The main
frequency and its harmonic are indistinguishable above the 5th harmonic
frequency for the sinusoidal case, whereas for the glottal waveform all
harmonics are very distinct, even up to 5 kHz. In terms of the signal to
noise ratio, apart from the main frequency, all harmonics of the glottal
wave form simulation have a higher acoustic pressure level and all other
frequencies are significantly lower. A connection to the Reynolds number
cannot be drawn since both are of same order, with about 14 820 for the
sinusoidal case and 12930 for the dynamic case, but have very different
SPLs concerning amplitude and frequency response.
The sound signal of the sinusoidal case is comparable to a human patient
suffering from hoarseness. For this kind of dysphonia, high speed-imaging
reveals an insufficient glottic closure, as in the static cases. Glottic closure
initiates each cycle, avoiding flow structures to influence the succeeding
cycles. As a result, the acoustic main frequency and harmonics are clearly
distinguishable—the foundation of a healthy voice.
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(b) Frequency spectra of both cases.

Figure 5.7: Results of acoustic pressure in time and frequency domain
of a monitoring point at the outflow for the sinusoidal case and glottal
inflow with a pressure gradient of 600Pa and dynamic VFs.
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5.2 Pressure driven flow

5.2 Pressure driven flow

With regard to the fluid simulation, this second model differs from the
previous presented 3D model in two key points. (1) The glottis opening
is slit-like and (2) the flow develops naturally due to a pressure gradient
condition of 300 Pa defined at the in- and outlet—in contrast to a velocity
driven flow. This ensures that any occurring frequencies arise from the
VF movement, which is prescribed, and not from the inflow condition.
The imposed VF vibration is symmetrical and solely in the medial-lateral
direction with a frequency of f = 100Hz, leaving a minimum glottal gap
gmin = 2 · 0.1mm and maximum glottal opening gmax = 2 · 0.9mm.
The fluid simulations on which the upcoming results are based were per-
formed by Dr. Petr Šidlof. The methodology of the fluid mechanical
problem and detailed analysis are found in his recent work [95]. For the
sake of completeness, Fig. 5.8 shows vorticity contours at 4 characteristic
time instances during vibration of the VFs. It shows how the jet develops
throughout the opening phase and attaches to the bottom wall, until it
is almost completely cut off by the glottal closure.
The focus in this section lies in comparing two hybrid methods, Lighthill’s
acoustic analogy, as presented in section 2.4.1, and the perturbation
ansatz presented in section 2.4.3. For a complete characterisation of
these approaches, the simulation domain is extended by a realistic but
geometrical fixed vocal tract and a propagation region, as covered in sec-
tion 5.2.1.

With this enhanced acoustic model it is now possible to analyse the
cause and effect of certain phonation phenomena, for instance the impact
of supraglottal structures. In section 5.2.4, the acoustic impact of false
vocal folds (FVFs), also known as ventricular folds, are investigated.
Figure 5.9a shows the flow field at time step 180 ms, when the jet is
fully developed, of the simulation with and without FVFs. The flow
rate in Fig. 5.9b reveals that with FVFs the peak flow rate is about
10% reduced. This leads back to the smaller pressure gradient between
glottis and supraglottal region, as Fig. 5.9c confirms, showing a plot of
the pressure along the glottal midline. A thorough flow analysis is not
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(a) Beginning of 12th cycle, VFs closing. (b) Vocal folds closed and jet is cut off.

(c) Vocal folds open and jet starts to de-
velop.

(d) End of 12th cycle, VFs fully opened
and jet fully developed.

Figure 5.8: Vorticity contours at 4 characteristic time steps during the
12th cycle of VF vibration (courtesy of Dr. Petr Šidlof [95]).

the aim as it exceeds the scope of this work 1.

5.2.1 Geometry

A rectangular shaped larynx with VF geometries “M5” proposed by
Scherer et al. [76] is used in this set-up. A 2D slice of the fluid domain is
sketched in Fig. 5.10a, which is extruded in depth to acquire a 3D model
(see Fig. 5.10b). Once the fluid simulations are carried out, changes are
made to the domain, which are necessary for the acoustic simulation. A
vocal tract is appended to the laryngeal geometry and an extended re-
gion is added to this in order to monitor the radiated sound from the
mouth (see Fig. 5.11a). The vocal tract model is directly attached to the
larynx and consists of multiple frustums concatenated one after another.
The number of frustums and their radius determines the resulting sound
radiating from the artificial mouth. The cross sections (so-called area

1A publication, comparing fluid flow and acoustics of simulations with and without
FVFs, is in progress.
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(a) Flow field at time step 180 ms.

without FVF
with FVF

(b) Flow rate through glottal gap over
several periods.

(c) Pressure distribution along glottal midline at
time step 180 ms.

Figure 5.9: Fluid dynamic results in comparison, with and without FVFs.
(courtesy of Dr. Petr Šidlof [95])

(a) Schematic of the human larynx in
coronal section.

(b) 3D model, with Perfectly Matched
Layer (PML) region and comparison of
the fine CFD grid and coarse acoustic
grid

Figure 5.10: Schematic of the human larynx, with acoustic monitoring
point at end of channel.
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functions) were taken from works by Story et al. [82], who acquired 3D
vocal tract shapes of particular vowels and consonants by means of mag-
netic resonance imaging (MRI). Thereby, 18 vocal tract configurations
were discussed, each being divided up into single segments, with a length
of about 3.97mm. Two of these shapes are used in this work, represent-
ing the sounds /i/ (“heed”) and /u/ (“who”). The vocal tract for /i/
consists of 44 segments and for /u/ of 46 segments resulting in a length
of approximately 17.5 cm and 18.25 cm, respectively. The area of the vo-
cal tracts segments as a function of distance from the larynx is plotted
for both models in Fig. 5.11b. Since the CFD simulations are run on a
simple rectangular channel and the vocal tract geometry is circular, the
small discrepancies to the shape measured by Story et al. [82] introduce
an error which will be discussed later. At the end of the vocal tract, the
mouth, an acoustic propagation region is added to capture the effect of
an impedance jump due to the transition from the relatively small vol-
ume of the vocal tract to an open domain.
Consequently, the acoustic domain consists of three subdomains as de-
picted in Fig. 5.11a. The first subdomain is the acoustic source region,
where the fluid simulation is performed and in which the flow induced
sources are computed. The fine grid of the fluid simulation (characteristic
length 0.15mm) is unnecessary for the acoustic calculation. Therefore,
to preserve acoustic energy, the acoustic sources are conservatively in-
terpolated onto a coarser grid with a characteristic length of 2mm (see
Fig. 5.10b). According to Kaltenbacher [54], this leads to a correct fre-
quency resolution in space of up to 8.5 kHz, as 20 finite elements per
wave length are required. Once the acoustic sources are determined, the
sound propagation is computed on the whole acoustic domain, consisting
of both the larynx (fluid flow—source region), and the vocal tract and
radiation regions. PML regions are to be found in front of the larynx and
surrounding the far field to ensure no acoustic wave leaving the domain
is reflected back.
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Figure 5.11: Geometry and mesh for the acoustic simulation.

5.2.2 Acoustic sources

The acoustic sources are investigated for the pressure driven simulation
in the same manner as for the velocity driven set-up discussed in the
previous section 5.1.4. In addition to the derivative of the Lamb vector,
given in (5.4), the source terms provide by the perturbation equation in
(2.79) are visualised and compared.
Applying the Fast-Fourier-Transformation (FFT), all source terms for the
main frequency (100Hz) and at 1425Hz are analysed. These are plotted
with the help of isosurfaces in Fig. 5.12. For each acoustic approach
the results are normed to their maximum value and the isosurfaces are
visualised for the values 0.4, 0.1, 9.5 · 10−3 and 1 · 10−3. For the analysis
of 1425Hz, additional isosurfaces are introduced, which are specified in
the corresponding caption to the figures.
The results indicate that at the main frequency the dominant source is
clearly found inside the glottis. To be precise, the highest values are
found right above the surface of the VFs, as in the previous section 5.1.4.
This effect is especially visible for the divergence of the Lamb vector, as
the isosurface at the value 1 · 10−3 is found directly on the surface of the
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VFs. Also downstream, at the top and bottom of the supraglottal wall,
a surface-like source region is found. This is caused by the main vortex,
which deflects the jet (see section 5.2). This, together with the no-slip
boundary condition, leads to high velocity gradients towards the walls,
and as can be deduced from (5.4), to these source regions.
For a non harmonic, Fig. 5.12c and Fig. 5.12d displays the acoustic sources
at the frequency 1 425Hz. Thereby, the sources concentrate in the vortical
decay region. For the divergence of the Lamb vector, the jet is also
a contributor to the sources at this frequency, emphasising that for a
proper display the isosurface is a magnitude lower than for the source
terms of the perturbation equations. Sound sources based on vortical
structures are of magnitude lower than the sources inside the glottis, as
determined in section 5.1.4 and Zhao et al. [100].

5.2.3 Vocal tract influence

As stated by Lighthill [59], Lighthill’s acoustic analogy is not valid inside
the flow field. To confirm this assumption, acoustic pressure determined
by the two approaches at the monitoring point “Mic 1” (see Fig. 5.10a)
will be compared. In addition, a comparison is made for the microphone
“Mic 2”, positioned 1 cm downstream from the vocal tract, inside the
propagation region—outside the flow field. For “Mic 2” the impact of
the different vocal tract, representing /i/ and /u/, is analysed.
Figure 5.13 presents the acoustic sound spectrum at the position “Mic 1”.
The two approaches show a discrepancy over the whole frequency range.
Calculations performed with the wave equation reveal a significant higher
sound pressure level (SPL), up to 20 dB for the main frequency of 100Hz.
Furthermore, the relations between the frequency are different: For the
frequency range of 0.5–2.5 kHz the wave equation stagnates at about 70–
80 dB, whereas for the perturbation equation the SPL rises from about
55 dB–75 dB in the range of 0.5–1.3 kHz and then drops down to 50 dB
at 2.5 kHz. Consequently, higher harmonics are indistinguishable for the
wave equation case, but for the perturbation equation, harmonics up to
700Hz are detectable. This indicates that for acoustics inside the flow
field Lighthill’s analogy significantly overestimates not only the SPL over
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(a) Lighthill tensor at 100Hz

(b) PE source terms at 100Hz

(c) Lighthill tensor at 1425Hz with the isosurface at
3 · 10−4

(d) PE source terms at 1425Hz with the isosurface
at 1.6 · 10−3

Figure 5.12: Acoustic source of the two hybrid approaches at different
frequencies.
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Figure 5.13: Acoustic pressure inside the flow domain, at “Mic 1” with
vocal tract /u/ attached.

the whole frequency range, but also the relation of the SPL between fre-
quencies. This becomes clear as Lighthill’s approach does not decompose
the total pressure as done for the perturbation equation in section 2.4.3.
It therefore also includes fluctuating pressure that is purely hydrodynam-
ical and not acoustical, which accounts for the higher results.
The sound spectrum evaluated at “Mic 2” is given in Fig. 5.14 for the /i/
and /u/ vowels, comparing both aeroacoustic approaches. The computed
formant frequencies (local maxima of the spectral envelope, distinctive
attributes of the individual vowels) are summarised in Tab. 5.2, and com-
pared to the formant frequencies of natural speech published by Story
et al. [82]. In both cases the first formant is not in accordance with
natural speech, whereas for the second and third formants the error is
below 10%. Since both numerical approaches show identical formants, it
is suspected that the discrepancy to natural speech in the first formant is
caused by the geometrical deviation of the model with respect to Story’s
measured data (especially by introducing the additional volume of the
larynx). Figure 5.14 shows the excellent agreement between Lighthill’s
and the PE approach. The spectra do show different amplitudes for the
fundamental frequency of 100Hz and its harmonics, nevertheless, all for-
mants are identical in frequency and amplitude, which also holds for the
frequency range in between. By comparing with the spectra evaluated
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Table 5.2: First three formants from natural speech as given by Story
et al. [82] and simulated by our reproduced vocal tract. Denoted by super-
script “N” is the natural speech and “S” the simulated version (Lighthill’s
analogy and PE are identical).

/i/N /i/S /u/N /u/S
F1 333 292 389 270
F2 2332 2538 987 1000
F3 2986 2749 2299 2484
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Figure 5.14: Acoustic sound spectra at a monitoring point 1 cm down-
stream of the mouth for both vocal tract models, comparing Lighthill’s
acoustic analogy and the perturbation equations.
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(a) Acoustic results of the perturbation
equations, comparing with and without
FVFs.
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(b) Comparing the perturbation equa-
tions and the wave equation with the
source term ∂2/∂t2pic.

Figure 5.15: Acoustic sound spectra at a monitoring point 1 cm down-
stream of the mouth for the vocal tract model /u/, comparing with and
without FVFs. Harmonics are emphasised with the symbol � (without
FVFs) and • (with FVFs) for the perturbation approach and for the wave
equation the symbol � (with FVFs) is used.

inside the larynx, it can be reasoned that the harmonics overestimated by
Lighthill’s approach follow from the source region, which shows a similar
pattern of the harmonic frequencies.

5.2.4 Acoustic impact of false vocal folds

To assess the acoustic impact of the FVFs, it is sufficient to focus on
the results achieved with the perturbation equations on the simulation
domain representing the vocal tract /u/. In Fig. 5.15a the observed fre-
quency spectra are contrasted with the simulation without false vocal
folds. These differ only in the harmonics. Without FVFs, harmonics
dominate other frequencies up to 1 kHz, whereas with FVFs they are
clearly visible over the whole illustrated frequency range. This phenom-
ena is noticeable when analysing the acoustic sources in Fig. 5.16, where
they are plotted in the coronal plane at one of the harmonics (2.6 kHz).
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5.2 Pressure driven flow

(a) Acoustic sources for the simulation without FVFs

(b) Acoustic sources for the simulation with FVFs

Figure 5.16: Acoustic sources of the acoustic perturbation equation at
2.6 kHz in the coronal plane. Normed to the maximum value found for
the FVFs case.

The figure reveals that by including the FVFs a significantly larger source
region is generated, which is higher in amplitude.
Another comparison between hybrid methods is presented in Fig. 5.15b.
Here, the perturbation equations and the wave equation with the second
derivative in time of the incompressible pressure as source term, as pre-
sented in section 2.4.4, are compared. This wave equation approach is
also in excellent agreement with the perturbation approach, although a
smaller sound pressure level below 1 Hz is detectable.

5.2.5 Discussion and conclusions

Both prescribed 3D simulations have the advantage of simulating the
fluid flow through the larynx realistically, since 3D flow effects can be
accounted for, e.g., dissipation of vortices. Turbulence causes a broad
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5 3D Simulation results

spectral sound and these models are therefore suited to determine the
cause of a hoarse or unhealthy voice. To perform the simulations in a
reasonable time, the VF vibration were induced, modelling only a one
way FSI coupling. This does have drawbacks and may cause errors, as
established in section 4.3. This implies that a velocity driven flow, as used
in section 5.1, does not react on VF movement. Therefore, the inflow
frequency determines the resulting acoustic frequency and not the vocal
fold vibration. In contrast, a pressure driven flow develops naturally,
as presented in section 5.2. This makes it feasible to identify definite
correlations between certain acoustic phenomena and VF vibration, e.g.,
the influence of supraglottal structures like the FVFs (section 5.2.4).
Section 5.2 presented a comparison of Lighthill’s acoustic analogy and
the PE ansatz, demonstrating a good agreement of the acoustic pressure
outside the fluid domain. Lighthill’s approach is inappropriate inside
the aeroacoustic flow region, as it also includes non acoustic quantities.
Additionally, it was shown that it is possible to extend the fluid simulation
domain with acoustic propagation domains and thereby not only allow for
acoustic analysis during phonation, but also for the whole speech process.
Multiple diverse acoustic investigations can now be performed, all based
on one computationally expensive fluid simulation.
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CHAPTER 6

Conclusion

The object of this thesis is to analysis the effect of simplifying the human
phonation model and the impact of the introduced error. Reasons for
simplifications are mainly computational costs, but may also be inaccu-
racies from measurements or lack of data.
To ensure correct input data, a measurement set-up for determining the
elasticity modulus as a function of the frequency is presented, which in
future can serve as a reliable source for identifying VF material parame-
ters. Its advantages over other measurement techniques are that it does
not damage or strain the material and it can resolve small local areas.
With the numerical framework established, which is based on the work
of Link [61] and implemented in CFS++, improvements were made to
tackle the further tasks. The changes enabled the analysis of different
kinds of coupling between fluid and structural mechanics. It showed that
to simulate phonation, the two way coupling between the physical fields
can never be fully dismissed. However, results showed good agreement,
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for a pressure driven flow and compatible imposed motion of the VFs,
with the equivalent fully coupled set-up. It should be emphasised that
correct boundary conditions at the interface are important for the accu-
racy.
A further investigation into model error was to analyse the impact of the
geometrical model. Thereby, a modified version of the renowned M5 VF
model is compared to a realistic one, extracted from an ex vivo plaster-
casting methodology by Šidlof et al. [94]. Results have proven that the
latter provides a realistic vibration pattern, which is not the case for the
M5 model. The M5 model was demonstrated to have significantly smaller
amplitudes in lateral direction and after a few cycles the VFs started to
vibrate asymmetrically.
The thesis then discusses and compares two different aeroacoustic meth-
odologies, the acoustic analogy by Lighthill [59] and a perturbation ap-
proach as derived by Hüppe [47]. Thereby, 3D air flow simulations
through the larynx, calculated with OpenFOAM, were used as input data
for these hybrid methods. Acoustic results showed an excellent agreement
between the two approaches outside the simulated flow region. However,
inside the flow region, the frequency spectra do not match as, the wave
equation with Lighthill’s source term formulation includes non acoustical
fluctuating quantities which do not propagate as acoustics into the far
field. This suggests that the decomposition of the field variables in hy-
drodynamical and acoustical parts is required for a correct representation
of acoustics inside the flow field.
With these findings, it is now possible to identify the main acoustic
sources, which are to be found inside the glottis at the main frequency the
VFs vibrate and also at its harmonics. Acoustic sources at non harmonic
frequencies originated downstream of the glottis, which correlates to the
decay of the glottal jet and occurring vortical structures. In a second
stage, FVFs were included, which lead to an additional acoustic source
region surrounding these subglottal features. This caused further higher
harmonics to appear in the acoustical field, but without the drawback of
increasing the amplitudes of any non harmonic frequencies. Furthermore,
by including a static vocal tract geometry, a first step towards simulating
the complete speech process was made.
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6.1 Outlook

6.1 Outlook

The presented measurement set-up for determining material parameters
is being further developed at the Chair of Sensor Technology at the
Friedrich-Alexander University Erlangen-Nuremberg. A next step is to
reliably measure material parameters of VFs, as this is still an open issue
and crucial for the correct simulation input data.
The thesis also analysed and discussed errors that are introduced by the
model itself. Further questions to explore include, for instance, the im-
pact of a complete realistic geometry of the larynx. Currently the air way
through the larynx is modelled by a straight rectangular channel and it
would be of interest to compare it to a realistic model of tubular form,
which also includes bends and kinks. However, this raises the question
of which geometrical properties are essential for a healthy voice and how
big are the margins for variations which still allow for a healthy voice.
In essence these questions analyse the robustness of the larynx as a voice
producing organ, as no two larynges in humans are alike. As a note,
asymmetric positioned VFs or non glottal closure during phonation can
still create a perceived healthy voice. Nevertheless, glottal closure is an
essential part of the phonation process, but especially challenging from
a numerically point of view, since the contact of the vocal fold separates
the flow domain into two parts and conventional approaches dealing with
deformations cannot be applied.
Another possibility for future developments is the enhancement of the
vocal tract model, used for the 3D aeroacoustic calculations. Current
CT (computer tomography) or MRI (magnetic resonance imaging) could
improve the resolution of the vocal tract and additionally include the
nasal cavities.
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APPENDIX A

Anatomical terms of location

Figure A.1 illustrates the three perpendicular reference planes and direc-
tion which are used in medicine as terms of location. The sagittal plane is
a vertical plane, dividing the body into two, the right and left half. The
transverse plane is horizontal and thereby perpendicular to the vertical
axis. The coronal plane divides the body into front and back.
Terms for describing directions are lateral (along the left-right axis), me-
dial (centre), superior (above), inferior (below), anterior (in front), and
posterior (behind).
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Figure A.1: Anatomical terms of location.
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APPENDIX B

Mathematics for engineers

Definition (support):
The support of a function ϕ : Ω→ R is defined as

supp(ϕ) := {x ∈ Ω : ϕ(x) 6= 0} (B.1)

The support is called compact if supp(ϕ) is compact (i.e. closed and
bounded).

Lemma (conservation of angular moment):
The Cauchy tensor [σ] is symmetric.

Proof. Consider a body in equilibrium then the torque M (moment of
force) around the y-axis, as shown in Fig. B.1, is

ΣMy = 0.

The torque could also be expressed by the stress tensor tangential to its
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direction
2σzxA · l − 2σxzA · l = 0

with area A and l the length of the moment arm. For a unit cube the
area A = dx · dy and the length of l = 0.5dx. It follows σzx = σxz.
Analogously for moments around x- and z-axis follows, σyz = σzy and
σxy = σyx, respectively.

Figure B.1: Moments of force around the y-axis for a unit cube.

Definition (Voigt notation):
The symmetric Cauchy tensor

[σ] =

 σxx σxy σxz
σyx σyy σyz
σzx σzy σzz

 =

 σ11 σ12 σ13
σ21 σ22 σ23
σ31 σ32 σ33


can be simplified by using the Voigt notation to a 6-dimensional vector

σ =


σ11
σ22
σ33
σ23
σ13
σ12

 =


σ1
σ2
σ3
σ4
σ5
σ6


.
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B Mathematics for engineers

Definition (Time average):
The bar symbol (̄.) over a time dependent value denotes the temporal
mean, e.g., for the physical value g(x, t) : R × R+ → R the temporal
mean is defined as

g(x) := 1
T

T∫
0

g(x, t) dt. (B.2)

Lemma (Splitting technique calculus):
For a physical quantity g(x, t) and h(x, t) (g, h : R × R+ → R) that are
decomposed into a temporal mean and a fluctuating part, i.e. g(x, t) =
g(x) + g′(x, t), the following calculus rules hold

(i) g(x) = g(x)

(ii) g′(x, t) = 0

(iii) g(x) · h′(x, t) = 0

(iv) g(x) · h(x, t) = g(x) · h(x)

(v) ∂
∂tg(x) = 0

(vi) g(x, t) + h(x, t) = g(x) + h(x)

(vii) ∇h(x, t) = ∇h(x)

Proof. As some calculus are not directly evident a short proof for each
statement is sketched.

(i) g(x) = 1
T

T∫
0
g(x) dt = g(x) 1

T

T∫
0

1 dt = g(x)

(ii) g′(x, t) = 1
T

T∫
0
g(x, t)− g(x) dt (i)= g(x)− g(x) = 0

(iii) g(x) · h′(x, t) = 1
T

T∫
0
g(x) · h′(x, t) dt = g(x) · 1

T

T∫
0
h′(x, t) dt (ii)= 0
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(iv) g(x) · h(x, t) = g(x) 1
T

T∫
0
h(x, t) dt = g(x) · h(x)

(v) ∂
∂tg(x) = 0, since g(x) is constant in t.

(vi) Integral operator is linear.

(vii) Integral operator and gradient operator are linear.
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