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Abstract

Heart rate variability (HRV) is one of the most important predictors for the assessment of the
autonomic nervous system and cardiovascular health. Artifacts in ECG signals, such as ectopic
beats, disrupt HRV parameters. Their correction is thus crucial before HRV analysis can be per-
formed. Several correction approaches, such as deletion, interpolation and model based ones are
available to deal with ectopic beats. Although all methods are suitable in specific cases, there is
currently no comparison available that accounts for a wide field of applications.
This thesis compares several common and new ectopic beat correction algorithms. Different
test cases were generated by insertion of artificially generated ectopic beats. These test cases
account for slightly (< 2 % single ectopic beats) and heavily corrupted RR interval time series
(containing tachycardia, bi- and trigeminy and sequences of couplets and triplets), as well as the
determination of robustness against single and successive ectopic beats. The focus of this com-
parison lies on the recovery of the original HRV parameters, but also compares the root mean
squared deviation (RMSD) of the RR intervals, sensitivity, positive predictive value (PPV), mean
computation time and peak memory. One additional test set containing natural ectopic beats was
used to get information about the performance on real data.
Basically, all correction approaches show a large recovery rate of the HRV parameters. The dif-
ferences between the methods highly depend on the individual test cases. Slightly corrupted RR
interval time series are most reliably corrected by interpolation methods or median filtering. In
contrast, highly corrupted RR interval time series are best corrected by deletion of all erroneous
RR intervals. This finding is in accordance with literature, since several studies suggested the
removal of ectopic segments or even the rejection of the entire record, if error density is high.
The reason lies in the impossibility to recover the original sinus rhythm. Models require a larger
peak memory and longer computation time, without an increase in HRV recovery rate. Most of
them are designed to correct just single ectopic beats with a compensatory pause. In this com-
parison ectopic beats with and without compensatory pause were used, as well as successive
ectopic beats, which explains the weaker performance. However, the goal of this comparison is
to capture the performance of the correction approaches in a wide range of ectopic beats and all
of the used artifacts are common in nature. Additional tests and evaluations have shown that the
performance of most correction approaches indeed depends largely on the type of artifact.
The main finding of this thesis is that removal of ectopic beats is advisable in highly erroneous
signals, whereas interpolation may be preferred in slightly erroneous ones. Models do not seem
to be advantageous in recovery of the original signal, if different kinds of artifacts are present.
Nevertheless, they seem to be superior for specific ectopic beats, such as premature ventricular
contractions (PVC). In a similar way, deletion is not always preferable in highly erroneous sig-
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nals. As long as correct NN intervals are still present between ectopic beats, interpolation and
adaptive median filtering seems to be superior. Hence, deletion is most likely to be only suit-
able to correct ectopic segments lasting for longer periods, such as a tachycardia. Some authors
already suggested to use different correction approaches for specific HRV analysis and various
types of errors. Further research has to be performed to verify this assumption.



Kurzfassung

Herzratenvariabilität (HRV) ist einer der wichtigsten Vorhersagewerte für die Beurteilung des
autonomen Nervensystems und des Herz-Kreislaufsystems. Artefakte in EKG-Signalen, wie
z.B. Extrasystolen, verändern HRV-Parameter und sollten vor der eigentlichen HRV-Analyse
korrigiert werden. Dabei können Extrasystolen durch Entfernen, Interpolation oder modellba-
sierte Methoden korrigiert werden. Obwohl alle Korrekturmethoden in speziellen Fällen geeig-
net sind, gibt es momentan keinen Vergleich, der ein breiteres Einsatzgebiet berücksichtigt.
Diese Arbeit vergleicht einige gängige und neue Korrekturmöglichkeiten für Extrasystolen. Da-
zu wurden verschiedene Tests generiert, in denen künstlich generierte Extrasystolen eingesetzt
wurden. Die Tests berücksichtigen dabei schwach (< 2 % einzelne Extrasystolen) und stark feh-
lerhafte RR-Intervall Zeitserien (enthalten Tachykardien, Bi- und Trigeminie, und Sequenzen
von Couplets und Triplets), wie auch die Bestimmung der Robustheit gegen einzelne und auf-
einander folgende Extrasystolen. Der Fokus dieses Vergleichs liegt in der Wiederherstellbar-
keit der originalen HRV-Parameter, aber auch auf dem „Root mean squared deviation (RMSD),
Sensitivität, positiver Vorhersagewert, mittlere Berechnungszeit und Spitzenspeicherbedarf. Ein
zusätzlicher Test, der nur natürliche Extrasystolen enthält, wurde verwendet um Informationen
über reale Daten zu bekommen.
Im Wesentlichen zeigen alle Korrekturmethoden eine hohe Wiederherstellungsrate der HRV-
Parameter. Die Unterschiede zwischen den Methoden hängen dabei hauptsächlich von den indi-
viduellen Tests ab. Leicht fehlerhafte Signale sind am besten mit Interpolationsmethoden oder
Median-Filtern zu korrigieren. Im Gegensatz dazu sollten stark fehlerhafte Signale am besten
durch Entfernen aller inkorrekten RR-Intervalle bereinigt werden. Dieses Resultat ist im Ein-
klang mit der Literatur, da einige Studien das Löschen von ektopischen Segmenten, bzw. so-
gar des ganzen Signals, vorschlagen, wenn die Fehlerdichte hoch ist. Der Grund dafür dürfte
die mangelnde Wiederherstellbarkeit des ursprünglichen Sinusrhythmus sein. Modelle haben
einen höheren Spitzenspeicherbedarf und eine längere Berechnungszeit, ohne eine Zunahme bei
der HRV-Wiederherstellungsrate zu erreichen. Die meisten Modelle sind für eine Korrektur von
einzelnen Extrasystolen mit kompensatorischer Pause vorgesehen. In diesem Vergleich wurden
jedoch Extrasystolen mit und ohne kompensatorischer Pause, sowie aufeinanderfolgende Extra-
systolen verwendet, womit das schlechtere Abschneiden erklärt werden könnte. Allerdings ist
das Ziel dieses Vergleichs die Bewertung der Korrekturmethoden in einem breiteren Bereich von
Extrasystolen zu erfassen. Des Weiteren entsprechen alle künstlich erzeugten Artefakte natür-
lichen Krankheitsbildern. Zusätzlich durchgeführte Tests und Evaluierungen zeigten, dass die
Korrektur der meisten Methoden hauptsächlich von der Art der Extrasystole abhängt.
Das Hauptresultat dieser Arbeit ist, dass das Entfernen von Extrasystolen in stark fehlerbehaf-
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teten Signalen bevorzugt werden soll, während Interpolation in leicht verunreinigten Signalen
besser ist. Modelle bringen keinen Vorteil in der Wiederherstellung des ursprünglichen Signales,
sofern verschiedene Arten von Fehlern auftreten. Nichtsdestotrotz könnten sie für spezielle Ar-
tefakte, wie z.B. ventrikuläre Extrasystolen, besser geeignet sein. In ähnlicher Weise ist das Ent-
fernen von Extrasystolen nicht zwangsweise die bessere Korrekturmethode in stark fehlerhaften
Signalen. Solange genügend korrekte NN Intervalle zwischen Extrasystolen präsent sind, ist In-
terpolation oder der Einsatz von Median-Filtern vorzuziehen. Daher sollte das Entfernen von
Artefakten nur im Fall von länger anhaltenden ektopischen Segmenten, wie z.B. einer Tachykar-
die, vorgezogen werden. Einige Autoren haben bereits vorgeschlagen, verschiedene Korrektur-
möglichkeiten für spezielle HRV-Analysen und Fehler anzuwenden. Weitere Forschungsarbeit
ist daher notwendig, um diese Vermutung zu belegen.
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CHAPTER 1
Introduction

According to the newest report of the “American Heart Association”, heart diseases are still the
leading cause of death in the United States [70]. Further, the “American Heart Association”
mentions that reliable markers have to be established, as early action is the key of surviving
heart failures.
In the last three decades it was recognized that there is a significant relationship between the
autonomic nervous system and cardiovascular mortality [61]. One of the most promising mark-
ers for this relationship is the heart rate variability (HRV). For example, HRV is able to display
the risk of mortality following an acute myocardial infarction (AMI), detect autonomic neuropa-
thy in diabetic patients and can even act as a marker for sudden cardiac death [61]. However,
severe artifacts, especially ectopic beats, disrupt HRV parameters. Sethuraman et al. observed
that even one single ectopic beat can change the HRV immensely [74]. This results in hardly
interpretable measures that are no longer suitable to predict cardiovascular health. Therefore, it
is recommended to remove ectopic beats before performing HRV analysis.

1.1 Scope of Work

Although an immense number of different ectopic beat correction methods exists, there is no
common agreement about the application of these approaches. Some reviews summarize some
of the available methods [61, 42] but they do not offer an explicit comparison on hand that high-
lights the strengths and weaknesses of the different approaches. Scope of this thesis is to imple-
ment existing methods and compare them in different test cases to evaluate their performance
on several parameters such as statistical parameters, reduction in the RMSD of the beat-to-beat
intervals, computation time, and peak memory. Additionally, it is necessary to optimize all ap-
proaches regarding their computational complexity and computation time, since they must be
able to run on an embedded system.
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1.2 Methodical Approach

In the first step, a literature research was carried out to get an overview about the different meth-
ods for ectopic beat correction. Then, these already existing approaches were implemented and
compared with respect to their ability to recover the original HRV parameters (described in the
“Guidelines - heart rate variability” [61]) of artificial corrupted signals. Therefore, HRV signals
free of ectopic beats and 5 min in duration were corrupted with an in-house-developed ectopic
beat generator. This offers the advantage of not only knowing the erroneous beat occurrence
times but also the correct HRV parameters of the original signals. Last but not least, a reduction
of the parameter space was carried out with principal component analysis (PCA) and validation
was performed with statistical methods such as box-plots and correlation coefficients. All of the
computation was carried out in MATLAB®, “The MathWorks, Inc”.

The available electrocardiography (ECG) recordings were obtained from the “PhysioNet”
database (see section 4.3). This source offers the advantage of providing already annotated ECG
signals. Accordingly, the focus of this thesis is solely on the ectopic beat correction, since the
detection is already included in the data sets and detection algorithms already exist [7, 8].

1.3 Structure of Thesis

First, chapter “2 Background” gives a brief overview of the definition of heart rate variability,
its measurement, the most common HRV parameters, and physiological correlations. Further,
the basic principles of the cardiac conduction system, its excitation, and possible disturbances
are described. The next section summarizes the most common arrhythmias, with a special focus
on ectopic beats and other artifacts, which are relevant in HRV signals. Chapter “3 State of
the Art of Inter Beat Interval Processing” summarizes available editing methods of RR interval
time series, like artifact identification and pre-processing, with a special focus on ectopic beat
correction. Most of these correction approaches were compared in several test cases and are
described in chapter “4 Methods”. Moreover, this chapter describes the data source, the design of
the test cases, and the used statistical methods for the evaluation of the tests. Chapter “5 Results”
presents the outcomes of the tests, divided into the three test cases, signals containing single
ectopic beats (Test-1A), multiple ectopic beats (Test-1B), robustness (Test-2) and natural ectopic
beats (Test-3). Since the tests resulted in a huge amount of diagrams, only the most important
and informative ones are shown. The specific behaviour of each correction class is discussed
in chapter “6 Discussion”. Additionally, each method is discussed separately with respect to its
strengths and weaknesses. Finally, chapter “7 Conclusion” provides a suggestion for the usage
of the best correction approaches in specific types of artifacts.
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CHAPTER 2
Background

HRV is one of the most promising measures to investigate changes in the autonomic control
of heart rate and further, an early predictor of cardiac failures [61]. HRV is not just a single
measure, but is rather reflected by several different parameters. These are hard to interpret
and have to be chosen carefully, depending on the desired study. Therefore, the “European
Society of Cardiology” and the “North American Society of Pacing and Electrophysiology”
constituted a Task Force to formulate standards of HRV. In more detail, they summarized the
basic measures for HRV, their interpretation and the physiological correlations in “Guidelines -
Heart Rate Variability” [61]. Unless otherwise voted, this chapter is based on this report, as it is
an established and discordantly accepted standard when using HRV.

2.1 Motivation for the Usage of the HRV, its Definition and
Complications

In the past, several studies indicated that there is a significant relationship between the auto-
nomic nervous system and cardiovascular mortality [44, 10, 72]. Therefore, quantitative markers
to assess the autonomic activity of the heart emerged. It was recognized that oscillations in the
beat-to-beat intervals are well suited to reflect changes in the cardiac autonomic balance. Since
these variations are also recognizable in the heart rate, heart rate variability (HRV) has become
the conventionally accepted term. HRV can be determined by two different mathematical rela-
tionships: Basically, HRV is the time series of the beat-to-beat intervals, but these are further
the reciprocals of the heart rate. Since the beat-to-beat intervals are mostly determined by the
intervals between the R peaks in electrocardiography (ECG) signals, they are often named RR
intervals.

The “Guidelines - heart rate variability” state that short-term recordings are more sensitive
to artifacts compared to long-term recordings [61]. The more RR intervals are in the signal, the
higher is the chance of preserving the original beat-to-beat variability, despite of the presence
of false intervals. For example, a 24 h RR interval time series contains approximately 90000

3



RR intervals whereas a 5 min signal contains only about 300 intervals [66]. Thus, even a small
amount of edited RR intervals may alter the original HRV indexes in short-term signals.
Salo et al. proved that in 24 h recordings even 50 % of the RR intervals can be edited without
resulting in any major errors (< 5 %) in the HRV analysis [71]. In contrast, they mentioned that
editing of less than 5 % of RR intervals in short-term recordings leads to errors in not only the
spectrum analysis but also in the statistical parameters, such as the pNN50 and the RMSSD (for
a description of the statistical HRV parameters see table 2.1).
Sethuraman et al. observed that even one single ectopic beat can change several HRV param-
eters immensely [74]. They concluded that erroneous RR intervals introduce false frequency
components into the power spectrum, but also time-domain measures, such as the pNN50, seem
to be strongly affected by present ectopic beats. Therefore, it is always advisable to correct these
artifacts before the evaluation of the HRV parameters is performed.
Although the most obvious approach is the deletion of erroneous intervals, it is often more advis-
able to replace the considered interval by means of interpolation or filtering [71]. Dependent on
the occurrence frequency and the length of the ectopic segment different correction approaches
can be selected. For example, single ectopic beats or short arrhythmic events can be rejected or
replaced by different editing methods. However, if the occurrence frequency is high or if multi-
ple successive ectopic beats occur, it is better to reject the whole erroneous segment instead of
editing it [65].
Automatic RR interval editing methods are convenient to use, especially in the case of low beat-
to-beat variability and distinct ectopic beats (like in healthy persons). On the contrary, many
experts state that manual editing with visual verification can never be fully replaced by auto-
matic methods [65]. Unfortunately, ECG annotations from experts are expensive and rather time
consuming. Automatic editing methods must rely on high-quality R-peak detection and beat
classification in order to perform a reliable HRV analysis [34]. New algorithms in ECG signal
characterization seem to be promising tools for the automatic beat annotation. Another possi-
bility to overcome this problem is to perform annotation by experts but to correct RR intervals
automatically. No matter what approach is used, more comparative studies are needed to define
standard recommendations for suitable editing of RR interval time series [65].

2.2 Measurement of HRV

Basically, heart rate variability can be obtained by a continued measurement of the heart rate.
Attention has to be paid on the fact that heart rate is a discrete process, as there is only a de-
tectable signal if a heart beat occurs. As a result, heart rate can be monitored continuously, while
it is actually a time discrete signal.

Several approaches exist to measure heart rate, but all of them can be assigned to the two
following phenomena: To the electrical activity of the heart, which results in voltage changes
that can be detected in the whole body and to the pumping activity of the heart, resulting in
blood flow and the generation of the pulse wave.

Measurement of the electrical activity of the heart is performed with surface electrodes (see
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figure 2.1c) [88]. Thereby, either the whole cardiac cycle can be displayed, e.g. in ECG, or
just the depolarization of the ventricles is observed, e.g. in pulse watches. The main difference
between these two approaches is the purpose of the measurement. An ECG monitors the heart
activity (important in cardiac health assessment), whereas pulse watches only view the current
heart rate (for example when doing sport). From the point of view of HRV measurement, both
measurements are equal, at least at the first sight, since both use the detection of the depolariza-
tion of the ventricles, namely the R-peak in the ECG-signal. Nevertheless, an ECG is recorded
more accurately and is therefore always preferred in clinical studies. Attention has to be paid
that the actual true marker for the heart rate is the P-wave onset, since it is directly related to the
depolarization of the atria [20]. However, R-peaks are more easily detectable and are thus used
for heart rate determination [65].

As already mentioned, the mechanical activity of the heart generates a pulse wave at each
beat that travels through the arteries and is visible as pressure changes. Further, the blood flow
is also maintained, modulated by heart beats and causes changes in the arterial blood volume.
Both, volume and pressure changes, can either be monitored invasively with a catheter or non-
invasively. Since catheters are only used for long-term measurements and also require a specific
request, non-invasive methods are mostly preferred. Pulse wave measurement is assigned by a
sphygmomanometer that can be placed at particular sites on the extremities where pulsation in
the arteries can be detected, e.g. the arteria brachialis [87]. As shown in figure 2.1a an occlusive
cuff is placed around an extremity and filled with air up to a pressure equivalent to the diastolic
pressure. As a result, pressure changes inside the artery cause alterations in the pressure inside
the cuff and thus can be monitored. In contrast, volume changes inside the arteries are mostly
displayed with pulse oximeters. This technique uses light, which is sent into the arteries, gets
absorbed, reflected, and scattered, and then is detected by a light sensor (see figure 2.1b) [89].
Primary, the detected light provides information about the blood oxygenation, but it can also
display the volume changes inside the arteries due to differences in absorption during blood
flow. Basically, two different approaches exist for pulse oximetry: Transmission and reflection.
In transmission pulse oximetry only thin body parts can be used, like a finger or the earlobe,
whereas in reflection pulse oximetry nearly every superficial artery can be used, since light is
sent into the body and is reflected back to the sensor that is located next to the emitter.
The obtained pressure and volume curves look quite similar, but are highly dependent on the
location where they are measured (illustrated in figure 2.1a). This is related to the reflection
waves and attenuation, caused by transmission of the waves through the arteries. However, both
curves show a dominant peak that is related to the peak pressure (P-peak) or to the peak volume.
As shown in figure 2.2, beat-to-beat alterations are reflected in different lengths of successive RR
and PP intervals. Since blood volume and pulse waves can be determined in a similar manner,
only the ECG signal and the pulse wave are displayed. Instead of RR or PP-interval, the term
normal-to-normal (NN) interval is widely used when referring to normal heart beats (as opposed
to ectopic beats). Other synonymous terms for RR interval are beat-to-beat interval and inter
beat interval (IBI). IBI will be used as the standard term in this thesis when referring generally
to HRV, and RR when ECG signals are used for HRV determination. These intervals form
the discrete RR interval time series called the heart rate variability signal or the RR interval
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tachogram [65].

(a)

(b)

(c)

Figure 2.1: Kinds of measurement of heart rate: (a) Continious measurement of blood pres-
sure at different locations, (b) Measurement of blood volume with pulse oximetry and as an
additional possibility, measurement of blood pressure with vascular unloading technique,
(c) Electrocardiography, electrodes placed on extremities and directly on the chest next to
the heart. Schemes (a) and (b) (modified) are obtained from [87], (c) from [88]

By now, ECG measurement of heart rate can be seen as the gold standard for heart rate
determination. However, an ECG measurement requires special equipment and is thus not well-
suited for daily life. Instead, pulse measurement is often assessed by pulse watches or electrodes,
which are placed directly on the measurement device. This type of measurement is especially
very common in online monitoring of the pulse, when doing sports.

2.3 HRV Analysis

HRV analysis can be divided into the following three categories: Time-domain, frequency-
domain and non-linear analysis. Non-linear methods were not used in this thesis for HRV
analysis and are only mentioned for the sake of completeness.
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Figure 2.2: Scheme of ECG and Pulse Wave to determine HRV: Red: ECG showing dif-
ferences in succeeding R-to-R-peak intervals. Blue: Pulse wave showing differences in
successive Pulse Pressure Peaks (PP).

2.3.1 Time Domain Methods

Statistical methods are mostly used for the determination of HRV parameters in long-term
ECG recordings, i.e. 24 h, although some parameters are also common in short-term record-
ings. Since only correct normal-to-normal (NN) intervals should be used for the determination
of HRV parameters, the term NN will be used instead of RR, which would also encounter erro-
neous intervals. Table 2.1 gives an overview of the most common time domain measures. They
can be divided into two classes: those derived directly from the ECG NN intervals and those
derived from the differences between NN intervals. The simplest variable of the first class is
the SDNN. Since variance is mathematically equivalent to the total power of spectral analysis,
SDNN reflects the modulations of HRV, dependent on the recording length. The comparison of
the SDNN of different signals only makes sense if they have the same recording length (stan-
dards are 5 min for short term and 24 h for long term recordings).
Measures based on the differences between NN intervals are the RMSSD, NN50 and the pNN50.
According to the “Guidelines - heart rate variability” [61] the RMSSD method is preferred to
pNN50 and NN50 because it has better statistical properties.
The following equations display the calculation of the HRV parameters mentioned above (ob-
tained from Masek [52]).
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¯RRm =
1

N

N∑
i=1

RRi (2.1)

SDNN =

√√√√ 1

N

N∑
i=1

(RRi − ¯RRm)2 (2.2)

RMSSD =

√√√√ 1

N − 1

N−1∑
i=1

(RRi+1 −RRi)2 (2.3)

NN50 =
N∑
i=1

(|RRi+1 −RRi| > 50 ms) (2.4)

pNN50 =
NN50

N
· 100 (2.5)

SDSD =

√√√√ 1

N − 1

N−1∑
i=1

(|RRi −RRi+1| − ¯RRd)2, where (2.6)

¯RRd =
1

N − 1

N−1∑
i=1

(|RRi −RRi+1|) (2.7)

Geometrical methods are based on the density distribution of the NN intervals. Therefore,
only long term recordings should be used. Two common geometrical measures exist: The HRV
triangular index and the triangular interpolation of NN interval histogram (TINN). The HRV
triangular index is the integral of the density distribution divided by the maximum height. The
TINN is the baseline width of the distribution (measured as a base of a triangle, which approx-
imates the NN interval distribution). Thereby, the minimum square difference is used to find
such a triangle. For a more thorough description of both variables see figure 2.3.

These two measures of HRV can be calculated as follows:

HRV index =
N

Y
, (2.8)

TINN = M −N. (2.9)

2.3.2 Frequency Domain Methods

In short-term recordings, basically two major spectral components can be distinguished: low
frequency (LF) and high frequency (HF) components, whereas very low frequency (VLF) and
ultra low frequency (ULF) components are additionally present in long-term recordings. The
total power of the components and their ratio may vary due to changes in autonomic modulations
of the heart period. Attention has to be paid on the fact that the lowest parts of the frequency
components (VLF and ULF) can only be evaluated in long term recordings. Normally, the
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Figure 2.3: Geometrical measures of HRV: First, the histogram of all RR intervals is
drawn. Then, the most frequent number of RR intervals (with duration X) are labeled with
Y. The HRV index is defined by dividing the total number of all RR intervals by Y. Further, M
and N are defined in the histogram as the points where the distribution intersects the x-axis,
next to the maximum Y. The TINN is the baseline width of the distribution, restricted by M
and N: TINN = M - N. Figure obtained from HRV Guidelines [61].

Variable Unit Description
SDNN ms standard deviation of all NN intervals

RMSSD ms root of the mean squared successive differences of NN intervals
SDSD ms standard deviation of differences between adjacent NN intervals

NN50 count # number of interval differences of successive NN intervals greater than 50 ms
pNN50 % proportion derived by dividing NN50 by the total number of NN intervals

Table 2.1: Time-Domain measures for 5 min recordings, according to the “Guidelines -
heart rate variability” [61].

different components are measured in absolute values of power [ms2], but LF and HF may also
be expressed in terms of normalized units (n.u.), which represent the relative value of each power
component in proportion to the total power minus the VLF component. This representation can
be seen as the reflection of the two branches of the autonomic nervous system, the sympathetic
and the parasympathetic system. Table 2.2 provides an overview of these parameters.
Either time-domain or frequency-domain measures should be used for the characterization of
HRV, depending on the recording duration. For short-term recordings, far more experience
exists on the physiological interpretation of spectral measures whereas they are more or less
unsuited for long-term recordings. The reason is a strong correlation of these frequency-domain
measures because of mathematical and physiological relationships. In that case, time-domain
measures seem to be more promising, as they reflect also long-term influences on HRV, like the
day-and-night differences.
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Variable Units Description
Total Power ms2 The variance of NN intervals

over the temporal segment
LF norm n.u. LF power in normalized units
HF norm n.u. HF power in normalized units
LF/HF - Ratio LF/HF

Table 2.2: Frequency-Domain measures recommended for 5 min recordings, according to
the “Guidelines - heart rate variability” [61].

2.3.3 Non-linear HRV analysis

Beside traditional time and frequency-domain HRV analysis, there are also other methods avail-
able that are based on non-linear system theory and beat-to-beat dynamics. For example, Poincaré
plots, fractal scaling analysis (e.g. detrended fluctuation analysis) and approximate entropy are
used in nonlinear analysis [65]. Further, beat-to-beat dynamics can be evaluated by means of the
heart rate turbulence (HRT) after ventricular premature beats [75].

2.4 Physiological Correlates of HRV

The heart rate is determined by various pacemaker tissues, especially the sinoatrial (SA) node,
which are mostly under the control of the autonomic nervous system (see figure 2.4) [63]. These
influences can be divided into the two parts of the autonomic system, the parasympathetic and
the sympathetic part.
The parasympathetic part regulates the heart rate via the release of acetylcholine by the vagus
nerve [62]. In contrast, the sympathetic part regulates the heart rate by the release of epinephrine
and norepinephrine [90]. In rest, vagal tone prevails and so variations in heart rate are mainly
dependent on vagal modulation [62]. Additionally, parasympathetic effects impose sympathetic
ones by the reduction of norepinephrine, which is released because of sympathetic activity and
weakening of adrenergenic stimuli [40].

Variations in RR intervals, which are observed under resting conditions, are related to beat-
to-beat changes in autonomic activity [3]. Activation of either vagal or sympathetic nerves result
in the inhibition of the counter part [40]. Furthermore, both systems are modulated by central
(e.g. vasomotor and respiratory centers) and peripheral (e.g. oscillation in arterial pressure and
respiratory movements) oscillators [46]. This results in short and long-term modulation of the
heart period and can display state and function of the central oscillators, the sympathetic and
vagal efferent activity, humoral factors, and the SA node [61].
These modulatory effects of the autonomous nervous system (ANS) can be observed by spectral
analysis of HRV. The HF component is known to reflect efferent vagal activity [46, 67]. In
contrast, the origins and clinical significance of the LF component have been discussed contro-
versially. Some authors suggest that it only reflects sympathetic activity [46, 57], whereas others
indicate that it is a marker of both, sympathetic and vagal modulations [4]. Consequently, in the
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opinion of many researchers the LF/HF ratio seems to reflect the sympatho/vagal balance [61].
A recent review from Goldstein et al. sheds new light on this issue [24]. The authors highlighted
many different studies that clearly underline the fact that the LF component of HRV is not a
measure of cardiac sympathetic tone but of baroreflex function. However, they also mentioned
that modulation of LF and LF/HF may be effected by barorelfexes.
On the contrary, physiological correlations of the VLF and the ULF component still have to be
evaluated in more detail, although some indications already exist [82, 25, 73].

Figure 2.4: Autonomic control of the heart by the sympathetic (in red) and parasympathetic
nervous system (in blue) [45]. Both nervous systems act on the SA node and the AV node,
whereas only the sympathetic cardiac nerve is able to stimulate the myocardium directly.

2.5 The Electrical Conduction System of the Heart

Unless otherwise mentioned, this section is based on the book “Arrhythmia Recognition: The
Art of Interpretation” by Garcia and Miller [21].
At every heart beat, the heart is excited electrically in order to pump blood through the vessels.
Since this process has to be performed in a defined way, electrical impulses are transmitted
through a specialized conduction system (see figure 2.5). This system has to ensure that the
heart muscle cells contract in the right order to pump blood from the atria into the ventricles and
then into the body. In a normal sinus rhythm, the pacemaker cells, which form the SA node,
spontaneously depolarize and produce an electric impulse. This impulse spreads over the atria
and results in contraction of the excited muscle cells. Then, the electric impulse is slowed down
at the atrioventricular (AV) septum to guarantee that the ventricles are excited after the atria.
Thereby, the AV node is the only electrical communication between the atria and the ventricles.
After excitation of this node, the impulse is transmitted to the bundle of His, the purkinje fibres,
and finally excites the ventricular myocardium.

All of the mentioned tissues do not only conduct the electrical impulse, which is generated
by the sinus node, but rather generate their own electrical impulses. However, the farther these
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Aorta

Myocardium

Figure 2.5: Cardiac conduction system: Pacemaker tissues are highlighted in yellow. The
SA node automatically generates electrical impulses that are transmitted by the internodal
fibres to the AV node, further to the bundle of His, then to the purkinje fibers and finally to
the myocardium of the ventricles (pink). Figure modified from [47, p. 677]. Remark: An
animation of the electrical excitation of the heart can be started by clicking on the image in
the electronic version, obtained from the American Heart Association [6].

tissues are away from the SA node, the longer it takes until they are able to generate their own
impulses. As a result, in healthy subjects these cells are forced by the impulses of the SA node to
depolarize much earlier than they would do automatically. Therefore, the other pulse generators,
like the AV node, the His-bundle and the purkinje fibres only act as a back-up system, if one of
the former pacemakers fails to generate an electric impulse.

2.6 Artifacts in HRV

Missed or extra beats can alter the HRV immensely, especially the power spectral density
(PSD) [53]. The most common causes of artifacts are arrhythmic events, for example ectopic
beats and technical artifacts (caused by poorly fastened electrodes or movement and sweating of
the patient) [65]. Since most HRV measurements are performed under defined conditions (like
in bed at rest), movement artifacts play a minor role, compared to arrhythmias and ectopic beats.
On the contrary, long-term ECG recordings of infants or uncooperative persons are very likely
to result in these artifacts [65]. Since the focus of this thesis lies on ectopic beat correction, only
this type of artifact was considered.
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2.6.1 Types of Arrhythmias

The following chapter describes the definition of arrhythmia, its appearances and its differen-
tiations, with a special focus on ectopic beats. Most of the literature is based on the book
“Arrhythmia Recognition: The Art of Interpretation” [21].

According to the “American Heart Association”, the term arrhythmia refers to any alteration
in the normal sequence of electrical impulses [6]. Arrhythmias can be divided regarding their
time of occurrence or their origin. They can happen ahead of schedule (premature complexes) or
too late (escape complexes). Premature Complexes can either occur single, at every second beat
(referred as bigeminy), third beat (referred as trigeminy), fourth beat (referred as quadrigeminy),
and so on. Common to all these beats is their sequential repetitive occurrence.
Escape complexes can only occur if the primary pacemaker fails, resulting in the take-over of
the rhythm of the next successive pacemaker. These complexes can be single or even hold on
for a longer period, as long as the primary pacemaker does not succeed to generate an electrical
impulse. A special case of arrhythmia is cardiac ectopy. An ectopic beat does not not only
change the sinus rhythm but also originates from a different focus than the SA node.

Ectopic Beats

Since ectopic beats can even appear in healthy subjects, they are a frequent source of arti-
facts [61]. For example, premature ventricular contractions (PVC) occur in 1 % of clinically
normal people and they were detected in 40 - 75 % of apparently healthy persons in long-term
recordings (24 - 48 h) [59]. According to Sethuraman et al. even one single ectopic beat can
change the HRV indexes immensely [74]. For example, ectopic beats result in an increase of the
power spectrum of HF bands [65] and the standard deviation of the RR intervals [81]. There-
fore, it is recommended to modify ectopic beats before evaluating HRV parameters. Basically,
ectopic beats can be divided into two categories (see figure 2.6): Atrial and ventricular ectopic
beats.

The most common kind of an atrial ectopic beat is the premature atrial contraction (PAC).
As its name states, it is a beat that occurs too early and has its origin in the atria. This kind of
beat occurs when a small area inside one of the atria, mostly the left one, is more easily excitable
than the rest of the atrial tissue. Since the electrical pathway does not change much, compared
to a normal beat, and further the mechanical contraction order is maintained, PACs are mostly
clinically insignificant. The only difference in the electrical conduction takes place in the atrium.
In PACs, excitation starts from a different focus than the top of the right atrium (location of the
SA node). This results in a downward P-wave in the ECG (see figure 2.6).

Another kind of multiple atrial ectopic beats is the supra-ventricular tachycardia: It is
mostly caused by an SA node tachycardia induced by circulatory repetitive excitations (so called
re-entries) [88].

A premature ventricular contraction (PVC) is a beat that occurs too early and has its origin in
one of the ventricles. PVCs can occur either separately or sequentially. Thereby, two successive
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Figure 2.6: Single ectopic beats, dependent on the focus of origin, modified from [63,
Chapter 11 - Figure 11-8]. Left: An atrial ectopic beat displays a normal ECG with a time
shift. Right: A ventricular ectopic beat results in an abnormal ECG, often with a double
R-wave.

PVCs are referred as couplet, three as triplet and more sequential PVCs are known as salvo. Such
salvos can further be divided into sustained and non-sustained ventricular tachycardias [88]. In
a ventricular tachycardia an area in one of the ventricles is irritated, resulting in dissociation
from the atria [88]. PVCs always result in abnormal QRS complexes, since there is an abnormal
excitation of the ventricular myocardium. Further, successive PVCs can have the same (unifocal)
or different (multifocal) origins. As there are multiple electrical impulses interfering with each
other, they are able to fuse and result in different ECG morphologies.
A typical characteristic of a PVC is the compensatory pause after the ectopic beat. In supra
ventricular beats, the sinus rhythm is altered, whereas it stays unchanged in ventricular ectopic
beats. Therefore, the impulse that originated from the SA node falls right into the reactionary
phase of the myocardium. Only the following sinus beat can excite the ventricles again, resulting
in the so called compensatory pause. Thereby, the combination of the RR interval before and
after the ectopic beat corresponds to two normal RR intervals [88].
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CHAPTER 3
State of the Art of Inter Beat Interval

Processing

The analysis of HRV is a widely used approach in several kinds of assessment of the circulatory
system. Thereby, the used RR interval time series is very vulnerable to impulse noise, such as
ectopic beats. In order to remove this noise, a huge amount of different processing and correction
methods have emerged. Figure 3.1 illustrates these approaches by means of a mind-map, sum-
marized into classes. These are reflected in sections “3.1 Artifact Identification”, “3.2 Methods
for HRV Preprocessing”, and “3.3 Ectopic Beat Correction”. All of these methods have some
effects on the different HRV parameters, depending on the carried out editing approach. As a re-
sult, several suggestions for the handling of artifacts are available (see section “3.5 Suggestions
for Artifact Handling in HRV Analysis”). Jung et. al compared four different HRV analysis
software for calculation of time- and frequency-domain HRV parameters and found large differ-
ences between those approaches [31]. They concluded that the differences are mainly a result
of different editing methods, such as the incorrect deletion of NN intervals. They highlight
the importance of standards for HRV processing and request a clear documentation of the used
methods for HRV analysis to provide a base for comparative studies [31].
According to a very recent review from Peltola, comparative studies are needed to define stan-
dard recommendations for the suitable editing of RR-interval time series [65]. Most of the
literature in this chapter is based on this review, since it convincingly highlights the role of inter
beat interval (IBI) processing. As already mentioned in chapter 2, the terms IBI and RR interval
are synonyms, but as most studies perform R-peak detection for heart rate determination, RR
interval will be preferred.

The categories of RR interval processing are not distinct but rather contain the same methods
in some cases. Some approaches perform detection and correction of artifacts in one algorithm,
but most can be separated in either artifact detection or correction. Preprocessing can be divided
into “Detection of Missed and Extra Beats” and “Trend Removal” and refers to every process
that is performed after artifact identification but before the actual correction. Trend removal is
an obvious separate process as it alters the whole RR time series instead of single RR intervals.
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Processing of missed and extra beats is referred as a preprocessor, since it performs artifact
identification and correction in one single step.

3.1 Artifact Identification

Ectopic beat detection can basically be seen as beat classification. In more detail, the classifica-
tion can either be performed directly on the detected beats (R-peaks) or on the RR interval time
series. Most IBI editing methods do not only classify beats but also reject detected ectopic beats
in the same instance. Therefore, it is hardly possible to separate detection and correction com-
pletely, when comparing different studies. All detection algorithms just remove ectopic beats
and thus can be summarized to a single correction approach, namely deletion.

3.1.1 Beat Classification

The following four approaches perform beat classification directly on the ECG signal (see “Beat
classification” in the min-map in figure 3.1 in bright red).

Neuronal Network

One very recent approach was described by Mateo et al. [54]. They presented a method for ECG
ectopic beat cancellation based on a radial basis function neuronal network. This method is able
to distinguish six different types of beats: Normal beat, PVC, left and right bundle branch block,
paced beat and ectopic beat. Although their focus was on atrial fibrilation (AF) recordings (with
the corresponding beat types), they were also able to distinguish between normal beats and PVCs
and thus mentioned that normal ECG recordings can also be used for beat classification.

ECG Morphology

Another example of ectopic beat elimination in the ECG signal was provided by Acar et al. [2].
Morphological changes in the QRS-complex and the P-wave are detected and compared to tem-
plates. Thereby, the matching determines if the beat has its origin in the SA node, the atria or
the ventricles.

Impulse Rejection with Template Matching

Liu et al. developed a combination method of impulse rejection and template matching for beat
classification [43]. They mentioned that impulse rejection filters are sensitive to identification of
false positive (FP) and false negative (FN) beats and supra ventricular ectopic beat (sVEB) but
only template matching is able to detect morphological changes induced by a ventricular ectopic
beat (VEB) or noisy ECG recordings. They concluded that a combination of both methods is
better suitable for identification of anomalous RR intervals.
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Figure 3.1: Mind-map of artifact processing methods: All approaches can be assigned
to one of the following categories: “Artifact Identification” (red part), “Methods for HRV
Preprocessing” (green part), and “Ectopic Beat Correction” (orange to ochre part). All ec-
topic beat correction methods, except the combination with trend removal, and all processes
for missed and extra beats (in dark green) were implemented in this thesis. The reason is
that all algorithms for missed and extra beats are also able to correct ectopic beats.
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Principal Component Analysis

Martinez et al. highlighted the possibility of using principal component analysis for the detec-
tion of ectopic beats in AF recordings in several studies [50, 51, 48, 49]. They stated that using
PCA offers the big advantage of a very low computational cost, compared to other techniques.
In their latest paper they mentioned that their PCA-based template matching method can further
be used in any other type of ECG recordings, not just in AF ones [49].

3.1.2 Inter Beat Interval Classification

Inter Beat Interval Classification Based on Beat-to-Beat Changes

As already mentioned, the RR interval time series can also be used directly to detect artifacts.
Berntson et al. found out that beat-to-beat changes are relatively large in artifacts and may be
therefore identified by the following two criteria: The maximum expected difference (for NN in-
tervals) and the minimal artifact difference [13]. In contrast to the former mentioned approaches,
this algorithm only performs detection of erroneous RR intervals, without any downstream cor-
rection.

Windowing Technique

Begum et al. described an IBI classification approach that is based on the standard deviation in
relation to the mean of a window [11]. The RR interval time series is split into windows and
the window containing the largest number of data points is used to determine an average RR
interval. All RR intervals that deviate more than a specific threshold (e.g. two or three times the
standard deviation of the actual window) from this average interval are classified as erroneous.

Hierarchical Clustering

The windowing technique was compared with another classification approach, hierarchical clus-
tering, by Begum et al. [11]. They used built-in MATLAB® functions to determine the den-
drogram in a bottom-up approach, meaning that in the beginning every RR interval forms a
individual cluster. Then, the pairwise distance between observations is calculated, based on the
euclidean distance. The hierarchical cluster tree is built up by using the linkage function with
a weighted parameter (weighted average distance). At last, the cluster number is set to three
in order to form the following clusters: The first cluster contains too short RR intervals, the
median cluster the correct NN intervals and and the third one contains too long RR intervals.
Although hierarchical clustering performed better than the windowing technique it does have a
major drawback [11]: Clusters are always built, even if there is no artifact present.

3.2 Methods for HRV Preprocessing

Some approaches do not detect or correct ectopic beats, but rather act as kind of a pre-processor.
These methods are well-suited to detect extra beats (corresponds to FP), missed beats (corre-
sponds to FN) or movement artifacts. Especially in long-term signals trends can be detected
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and removed. Since these artifacts are not necessarily related to ectopic beats, these correction
methods are mentioned separately in this section. Figure 3.1, “IBI pre-processing” (green part)
gives an overview about these methods.

3.2.1 Detection of Missed and Extra Beats

Merge and Split Inter Beat Intervals

One approach to remove extra beats or insert missed beats is to merge or split RR intervals.
This method was first described by Cheung in 1981 [17]. His algorithm compares the actual RR
interval with its predecessor and its successor. If the deviation is too large, the actual interval is
considered as erroneous. However, if the comparison intervals are also erroneous the method is
likely to fail.

Buffer with Combination and Split Rules

Rand et al. improved the “merge and split” method by considering more RR intervals before
and after the actual interval [69]. They called this approach buffer, since many RR intervals
are buffered for evaluation. In addition, they used a set of rules to not only combine and split
two RR intervals but to use more intervals (up to three) and even split and combine them in
different numbers (e.g. combine three RR intervals and split into two). Instead of only acting as
a pre-processor, the buffer can also be used for real ectopic beat identification and correction.

Inter Beat Interval Classification with Template

In a very similar approach Widjaja et al. also used combination and splitting rules of successive
RR-intervals in order to classify the type of artifact [86]. However, this method relies on a
template that is calculated by adding the previous three RR intervals with different weights.
Several rules are applied in a defined order to judge if the actual RR interval is erroneous and
should be split or merged with the following interval.

Model Based Inter Beat Interval Classification

Two other approaches, gross positioning of beats and the point process with history dependent
inverse Gaussian distribution (PPHDIG) are also well suited to detect FP and FN beats in HRV
signals. Instead of using the RR interval time series these methods detect errors in the beat
occurrence time series. Basically, the gross positioning method performs beat identification by
calculation of an upper threshold of beat occurrence time variation [53]. FPs are simply removed
and FNs are corrected by insertion of evenly spaced beats. The PPHDIG approach checks the
correctness of every beat by calculating its probability of occurrence. This probability is also
calculated for the preceding and following beats in order to judge if the actual beat is a FP or
FN. Like the buffer, these mentioned methods are also used to detect and correct ectopic beats
and are described in more detail in section 3.3.
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All methods, which can be used for ectopic beat correction, are also able to correct FP and
FN, since these beats induce a larger RR interval alteration than ectopic beats (for an overview
of ectopic beat correction methods see the mind-map in figure 3.1, orange part). Nevertheless,
these approaches cannot distinguish between missed, extra, and ectopic beats and are thus not
as well-suited as pre-processors.

3.2.2 Trend Removal

Berntson et al. wrote a committee report, used as a reference for this section, where they men-
tioned the role of trend removal in HRV analysis [12].

Depending on the desired HRV analysis, it is sometimes recommended to perform prior
detrending. Time-domain measures as well as spectral analysis require data that is at least sta-
tionary. strict stationary means that all moments are stable over time, whereas weak stationary
just requires that the first and second moment (mean and variance) are stable [12]. However, the
initial approach, before detrending, is always to guarantee for as stable conditions as possible
during the entire recording period. Moreover, the usage of detrending methods always depends
on the regarded frequency bands and thus, on the signal length. Trend removal is always associ-
ated with data loss and, especially in short-term recordings, it is not necessarily better to remove
trends. Berntson et. al stated that the relation of trends from ultra low frequency (ULF) and very
low frequency (VLF) rhythms to complex psychophysical mechanisms remains still unclear [12].
As a result, many researchers apply detrending methods prior to HRV analysis to get rid of these
components [38]. The mind-map in figure 3.1, “Trend removal” (green part), illustrates some
common detrending approaches.

Smoothness Priors Approach

One widely used trend removal method is based on the smoothness priors approach that acts like
a time-varying finite impulse response (FIR) high pass filter [80]. Tarvainen et al. mentioned that
the most dominant effect of detrending can be seen in the SDNN, whereas only little alterations
are visible in the RMSSD and pNN50 (in time-domain HRV analysis). They further stated that
the VLF component distorts other components, especially the LF part of the power spectrum.

Wavelet Filter

Another approach to remove undesired trends is the application of wavelet filters [38, 81]. These
filters outperform FIR filters in terms of memory allocation since they do not need to calculate
the inverse matrix [38]. Wavelet filters are based on the discrete wavelet transform. The sig-
nal is decomposed into several sub-bands that are described by the wavelet coefficients. The
coefficients in the lowest frequency band are set to zero and then the inverse discrete wavelet
transform is applied to recompose the signal [81].
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Empirical Mode Decomposition

Ji et. al tested the empirical mode decomposition as another approach to remove trends irrelevant
for HRV analysis [29]. Thereby, they especially focused on trends that were caused by exercise
or activity. This was important since they wanted to analyze the underlying rhythm without the
interference from extra physical activity.

Effects of Detrending

Yoo et al. summarized the effects of detrending on HRV parameters [91]. They figured out that
temporal statistical measures, such as the SDNN, RMSSD, NN50, and pNN50 as well as spectral
measures, such as the LF and HF power, do not show significant differences between raw and
detrended HRV signals. In contrast, nonlinear HRV analysis, like detrended fluctuation analysis,
did show an improvement when detrending was performed. Thus, they recommended to perform
non-linear HRV analysis without detrending, but to remove trends in linear analysis [91].

3.3 Ectopic Beat Correction

According to the review of Peltola, RR interval editing may be divided into the following cate-
gories: Deletion, interpolation, and filtering [65]. However, some methods can neither be con-
vincingly assigned to the category “deletion” and nor to “interpolation” or “filtering” but rather
rely on more complex editing structures and are thus summarized in an additional category,
namely “models” (for an overview see the mind-map in figure 3.1). Actually, a fifth category
may be specified, namely combinations, but as these are filters that are just combined with trend
removal, which actually is no ectopic beat correction method, this class is not further evaluated.

3.3.1 Deletion

The simplest way of RR interval editing is to delete false intervals by shifting the preceding NN
intervals to replace the removed ones [65]. However, if a large amount of segments is deleted,
this can lead to an unsustainable loss of information [71]. The decrease in the signal length might
cause problems when analyzing the power spectrum or ECG recordings of short duration [65].
Detection of the erroneous RR intervals can be performed prior to the removal process, e.g. with
one of the methods described in section 3.1.

3.3.2 Threshold filter

Some methods, like threshold filters, do not only detect ectopic intervals but also reject them in
the same process. A very simple way is to apply hard thresholds. RR intervals that lie outside
a fixed range, e.g. RRi < 0.4 s or RRi > 2.0 s, are removed to exclude non-physiologic
intervals [56]. This approach can also be used as a pre-processor before applying the actual
filter [56]. Hard threshold limits can further be used to directly remove artifacts, no matter
what their origin is [38]. Some authors suggested to use adaptive thresholds that depend on the
surrounding RR intervals [56, 34].
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3.3.3 Interpolation

In contrast to deletion, interpolation methods preserve the initial number of RR intervals. Com-
mon to all interpolation methods is the replacement of erroneous RR intervals with new interpo-
lated RR intervals. Basically, interpolation methods can be seen as kind of low-pass filters [65].
The most common interpolation methods are: Interpolation of degree zero, of degree one, and
cubic spline interpolation. Interpolation of degree zero uses the adjacent RR intervals to cal-
culate a mean interval that replaces the actual IBI [64] and thus can also be seen as kind of a
mean filter. Interpolation of degree one uses a straight line to interpolate an ectopic segment and
therefore connects the NN interval prior to this segment with the following NN interval [42].
In contrast to linear interpolation, spline interpolation uses a higher order function that is de-
fined piecewise by polynomials [64]. The big advantage over classical linear interpolation is
the generation of smooth curves [64]. For example, Albrecht and Cohen recognized that spline
interpolation should be used especially when evaluating the power spectrum [5].

3.3.4 Non-linear Predictive Interpolation

In a completely different approach Lippman et al. introduced a non-linear interpolation method
that is based on chaos theory [41]. However, this method also accounts for the fact that heart rate
is a predictive process. Their algorithm builds trajectories in phase space to determine similar
structures in the RR interval time series that can even lie far away in time space. This segment
is then used to replace the ectopic one.

3.3.5 Filtering

Filters can be seen as the “super-class” of several correction approaches, including interpola-
tion and threshold filtering. Inherently, filtering can either occur in the time- or the frequency-
domain. For example, wavelet filters are a very common filtering technique in the frequency
domain. Keenan performed a comparison of wavelet hard thresholding with linear interpolation
and figured out that wavelet filters are more suited for detection of ectopic beats than for correc-
tion [33]. He further stated that wavelet filters show the disadvantage of changing neighboring
NN intervals and thus disrupt the power spectrum.
Time domain filters can be distinguished regarding the value that is used to replace the incor-
rect RR interval. Most of these filters use a window to determine either the mean or the median.
Thereby, the window length can be fixed or adaptive. Kumaravel and Santhi compared these two
approaches and concluded that adaptive windows perform better than fixed ones [36]. They even
went one step further and designed an adaptive median filter with an adaptive error identification
threshold, based on the last correctly accepted RR interval. In another study, Mc Names et al.
suggested an impulse rejection filter to efficiently detect ectopic beats and replace them with the
median of a fixed window [55]. All of the above mentioned time domain filters are based on a
window that incorporates RR intervals before and after the actual interval. In another approach,
Begum et al. determined the best fitting neighboring RR intervals based on the k Nearest Neigh-
bors (kNN) method [11]. They replaced the erroneous RR interval with the mean of either the k
previous or the k following RR intervals.
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3.3.6 Models

Merge and Split Inter Beat Intervals

In addition to the different interpolation and filtering methods, more sophisticated RR interval
editing methods have emerged. For example, Cheung proposed an algorithm that detects and
corrects erroneous RR intervals by comparing and merging adjacent intervals [17]. Since this
method still had some drawbacks, especially when dealing with successive erroneous intervals,
Rand et al. developed an improved technique that considers more adjacent RR intervals [69].
Further, their algorithm does not only combine two adjacent RR intervals but rather perform a
set of rules in a predefined order. The algorithm is also capable to combine and split RR intervals
in different numbers, e.g combine two intervals and split the resulting interval in three new ones.

Gross Positioning of Beats

Another rudimentary approach is described by Mateo et al. as gross positioning of beats [53].
This method is mostly used to remove extra beats or to insert missed beats, but can also be used
to correct whole ectopic segments by insertion of evenly spaced beats.

Trend Predict Correction

Wen et. al suggested to determine short-term trends in RR interval time series in order to detect
and correct ectopic beats [85]. They called this method trend predict correction and calculated
the trend based on two features, the actual trend that reflects the correlation of preceding sinus
beats and the turbulence between adjacent RR intervals.

Integral Pulse Frequency Modulation Model

In the last decades, some physiological models have evolved that are able to effectively de-
scribe the modulation of the heart rate. One of the most prominent models is the integral pulse
frequency modulation (IPFM) model. This approach integrates the input signal until a beat is
generated and is then reset to zero [53]. Basically, this model is able to simulate the ANS activity
on the SA node by illustrating the series of cardiac events as firings of the SA node [84]. This
model is widely used to simulate heart rate variations [53, 76, 84, 5]. Mateo et al. described
an approach where they used the s-parameter, which reflects the phase shift in the integration
process by premature resting [53]. In a more computationally efficient method, Solem et al.
used the fact that an ectopic beat shifts the occurrence times of the following normal heartbeats
by the time δ, and determined several parameters based on this time shift [76].
Another approach that relies on the IPFM model was introduced by Albrecht et al. They used
the autocorrelation of RR intervals to correct bad intervals [5]. Additionally, Brennan et al. de-
veloped an algorithm which is based on the same model, but uses a cost function to determine
the lowest costs for the beat occurrence time [15].
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Point Process with History Dependent Inverse Gaussian Distribution

Barbieri et al. recognized that the inverse Gaussian probability density, combined with a history-
dependent point process, is a well-suited method to perform heart beat analysis [9]. Based on
this model Citi et al. developed an algorithm that is able to detect and correct erroneous heart
beats [19].

3.4 Effects of Editing Methods on HRV Analysis

Although a huge amount of different ectopic beat correction methods exist, there is a lack of de-
tailed reviews about their impact on HRV analysis. However, some studies performed an evalua-
tion of the effects of different correction methods on specific HRV parameters [5, 14, 42, 71, 66].
A comparison of these findings shows clearly that the results highly depend on the study setting.
Nevertheless, all studies indicate that editing methods do have an effect on HRV analysis. As
already mentioned, especially spectrum analysis is sensitive to any loss of RR intervals, signal
length and discontinuities in the signal [65]. Therefore, several studies recommended to use
replacement methods instead of deletion when performing HRV spectrum analysis [61, 71, 53].
Another drawback of deletion of RR intervals is the introduction of step-like changes in the RR
interval time series, depending on the natural trend of the heart rate [65]. Especially when re-
moving successive RR intervals, steep steps may arise that disturb these natural fluctuations.
Despite of all these disadvantages, deletion is a feasible method for the analysis of time-domain
parameters, such as the SDNN and SDANN, in 5 min signals [71]. In contrast, Salo et al. indi-
cated in the same study that deletion should not be used as correction method when determining
the pNN50 and the RMSSD. Artifacts lasting for longer periods, like fibrillation, should be
deleted instead of replaced [32].

In general, HRV analysis is highly dependent on the used methods for RR editing and the
type and length of the RR interval time series. Lippman et al. made a comparison of ectopic
beat removal with linear, cubic spline and non-linear predictive interpolation in short-term HRV
signals [42]. They found out that the removal of ectopic beats and non-linear predictive interpo-
lation result in better performance than linear or cubic spline interpolation, since both overesti-
mated the LF power and underestimated the HF power. In another study, Albrecht and Cohen
concluded that the linear interpolation method results in a more accurate power spectrum com-
pared to the predictive auto-correlation method [5]. These two examples show that there are
some comparisons available but most studies only compare their self developed algorithm with
two or three already established ones. Unfortunately, they do not use the same study settings
or even similar editing methods, making it nearly impossible to compare different HRV studies.
Just the basic interpolation methods and deletion are compared in some studies. For example,
Salo et al. compared the performance of RR interval editing by deletion with interpolation of
degree one and zero [71]. They used short and long-term recordings of healthy subjects and
patients with AMI and focused on the analysis of frequency parameters. In their findings both
interpolation methods performed well and in some cases were superior to the deletion method.
Nevertheless, interpolation always implies the possibility of introducing false shapes and trends
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into the HRV signal. For instance, interpolation of degree zero leads to flat shapes when cor-
recting successive RR intervals, since it replaces all edited RR intervals with the same mean.
Interpolation of degree one results in slope-like shapes, as it simply links the last correct RR
interval with the next correct one by a straight line. The longer the RR segments to be corrected
is, the more dominant this phenomenon becomes. The introduction of these false shapes may
explain the increase of the power of the LF and VLF components in the HRV spectrum [71, 14].
Therefore, interpolation methods should be avoided when editing longer RR interval segments.
Peltola et al. also examined the influence of interpolation of degree zero, one, cubic spline in-
terpolation, and deletion for detrended fluctuation analysis and concluded that interpolation is
more suitable than deletion [66].

RR interval editing is not only related to alterations of RR intervals but also relies on artifact
detection. Kemper et al. compared the effects of three different detection and two correction
methods (removal and interpolation) for ectopic beat handling. They found out that ectopic beat
detection is more prone to errors than correction [34]. In their study, two of three artifact identi-
fication methods falsely detected too many errors. As a result, correct NN intervals were either
edited or deleted, but both correction methods resulted in nearly the same HRV parameters.
Therefore, it can be concluded that the most critical step in HRV analysis is not the selection of
an appropriate correction method but rather to ensure that all RR intervals are correctly classi-
fied.

3.5 Suggestions for Artifact Handling in HRV Analysis

Peltola clearly stated in her review that there is no consensus about how to best correct arti-
facts [65]. Further, no standards or recommendations for editing of RR interval time series
before HRV analysis are available. There is only one common opinion when performing spec-
trum analysis: Interpolation seems to be superior to deletion. Moreover, the literature lacks
information about the maximum amount of RR intervals that should be edited: Most studies
suggest that at least 80 % should be NN intervals, especially when evaluating frequency param-
eters. However, other studies edit from 1 to 30 % of all RR intervals [65]. Moreover, Salo et al.
mentioned that there is no universal RR interval editing method that can be used in time- and
frequency-domain HRV analysis [71].

This inconsistency in editing of RR intervals leads to problems when comparing HRV pa-
rameters of different studies. Reasons are different numbers of edited intervals, HRV parameters,
study population, IBI signal length or the used editing method. Therefore, it is recommended to
provide an accurate description of the used editing methods [65, 34].
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CHAPTER 4
Methods

This chapter describes the methods used in context of this diploma thesis. Basically, the chapter
can be divided into the following sections: Ectopic Beat Correction, Test Cases, Data Source,
Generation of Artificially Corrupted HRV signals and Evaluation of Test Results. The first sec-
tion, “4.1 Ectopic Beat Correction”, describes the different implemented correction methods in
detail. A more general overview about artifact handling, i.e. identification and editing, is given
in section “3 State of the Art of Inter Beat Interval Processing”.
Section “4.4 Generation of Artificially Corrupted HRV signals” illustrates the different ectopic
beats which were considered to corrupt non-erroneous ECG signals. The next section explains
the test cases that were used for the comparison of the different ectopic beat correction algo-
rithms. The last section, “4.5 Evaluation of Test Results”, gives a short overview of the used
methods for the analysis of the test results.

4.1 Ectopic Beat Correction

Ectopic beats can be handled by a variety of different approaches. Chapter “3 State of the Art of
Inter Beat Interval Processing” explains the most prominent methods that have been used so far.
Some of these mentioned approaches focus rather on ectopic beat detection than on correction.
Further, most of the detection algorithms just reject erroneous RR intervals instead of editing.
Since the goal of this thesis is the comparison of editing methods, detection algorithms are not
considered. However, “deletion” is also a very common approach for RR interval editing, espe-
cially when dealing with few ectopic beats [65]. Ecopic beats are already identified in the used
ECG signals as the beats are already annotated. Therefore, even the huge amount of ectopic beat
identification algorithms can be summarized to only one correction method, namely “deletion”.
All other approaches actually perform different kinds of editing methods, such as interpolation,
replacement with mean or median, determination of beat occurrence probabilities and so on.
Figure 4.1 illustrates all of these methods in terms of a classification with respect to their editing
approach. These classes are: Removal, Interpolation, Filters and Models.
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The descriptions of the individual methods in this section are illustrated by exemplary RR in-
terval time series. Since already annotated ECG signals are used, only erroneous RR intervals
are edited in most approaches. Nonetheless, some filters also edit more RR intervals, since they
perform annotation on their own or are only able to alter two RR intervals instead of one (they
shift beats instead of just changing single RR intervals). This behavior is always specified in
the description of the distinct approaches. Unless otherwise mentioned, each approach only
performs editing on the previously defined RR intervals.

Ectopic
Beat

Correction

Removal

THRESH

DELETE

Inter-
polation

INT-0O

INT-1O

CSINTP

NPI-CT

Filtering

Median
Filter

IRFILT

MEDFIL AMFILT

AROFIL

Mean
Filter

SWAFIL

kNN-AF

WAVE-F

Models

IPFM

IPFM-C

IPFM-D

IPFM-S

TPC-HT

PPHDIG BUFFER

GP-IIA

Figure 4.1: Overview of all methods implemented for ectopic beat correction: The methods
are classified as removal (red), interpolation (orange), filtering (green), and models (blue).

Table 4.1 displays the acronyms of the implemented correction methods in this thesis. The
table serves as a listing, since all methods will be labeled by their acronyms in the text for a
consistent comparison of the diagrams in chapter “5 Results”. However, in this chapter, both,
acronyms and original descriptions, will be used for a better understanding of the algorithms.
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Acronym Description
THRESH threshold filter
IRFILT impulse rejection filter

MEDFIL median filter with fixed window length
AMFILT adaptive median filter
AROFIL adaptive rank order filter
SWAFIL sliding window average filter
INT-0O interpolation of degree zero
INT-1O interpolation of degree one
CSINTP cubic spline interpolation
kNN-AF k nearest neighbors average filter
BUFFER buffer
WAVE-F wavelet filter
GP-IIA gross positioning of beats, method IIA
IPFM-S IPFM model with s-parameter
IPFM-D IPFM model with δ-parameter
IPFM-C IPFM model with cost function
TPC-HT trend predict correction considering the heart turbulence
DELETE deletion
NPI-CT non-linear predictive interpolation based on chaos theory
PPHDIG point process with history dependent inverse Gaussian distribution

Table 4.1: 6 digit acronyms for all implemented correction methods

4.1.1 Removal

Filters of the class “Removal” simply delete erroneous RR intervals. Thereby, they either delete
only those intervals labeled as erroneous, or they perform error detection on their own. As
mentioned previously, several approaches are represented by deletion, since this approach just
deletes marked RR intervals. In contrast, threshold filter represents an approach that detects
erroneous RR intervals on its own and sequentially deletes them.

Deletion (DELETE)

This approach deletes all RR intervals that are annotated as erroneous. Therefore, artifacts are
always excluded. This is an enormous advantage over all other methods, since it is the only
approach that really guarantees that only correct sinus beats are used for HRV analysis. On the
contrary, information is always lost when deletion is used. This might play a minor role when
only a few ectopic beats are present, but may lead to incorrect HRV parameters if too many
intervals are removed. Figure 4.2 displays that there is nearly no change of the RR interval
time series for a PAC (a) and for the first few PVCs (b), but as their number increases, the time
shift between the original and the corrected signal increases enormously. This phenomenon
becomes even worse if whole ectopic segments, such as sequential PVC couplets, are deleted
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(see figure 4.2c).
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Figure 4.2: Deletion of ectopic beats at annotated points. A single PAC (a) and multiple
PVCs (b) are reasonably corrected, as long as they occur not too frequent. In contrast, (c)
shows that successive ectopic beats, such as sequential PVC couplets, result in an enormous
signal loss. The original signal is displayed dashed in red, the corrected signal solid in
black. Annotation is shown on the original signal: TPs are labeled as stars in red and TNs
as plus signs in green.

Threshold Filter (THRESH)

Threshold filters can be used in a variety of different configurations. Basically, threshold filters
can either exclude RR intervals that lie outside hard limits, e.g. 0.4 and 1.20 s [38], or delete
values that deviate more than a relative value to a defined reference point [56, 34], e.g. 20 %
from the mean [36]. Normally, this reference point is either the mean or the median of the whole
signal or a local statistical value of a window. Since the mean is sensitive to outliers and signal
modulations, it is mostly recommended to use the median instead. The filter implemented in
this thesis deletes all RR intervals that deviate by more than 20 % from the median of the whole
signal. This value is suitable according to the literature [36, 56] and additionally performs better
than using the mean or other relative thresholds (tested for 10 % and 30 %) or even the hard
limits specified by Lee et al. [38]. Although threshold filters may also be used as a windowing
filter, they are mostly used as a fast outlier rejection filter that analyzes the whole signal at once,
such as the implemented one in this thesis. Figure 4.3 illustrates the characteristics of this filter.
Sharp impulses are always excluded if they lie outside the defined threshold, independent of
their origin. This problem occurs mainly in signals that contain many fluctuations. Figure 4.3a
shows a nearly non-fluctuating signal where ectopic beats are properly detected and corrected,
whereas the signal in figure 4.3b clearly displays a trend that results in inappropriate outlier de-
tection. Therefore, Lee et al. suggested to perform detrending in order to avoid this undesired
behavior [38]. However, as the focus of this thesis lies on the comparison of correction methods
of annotated RR interval time series without any additional pre-processing, detrending is not
performed. Thus, threshold filters of this kind can only effectively remove erroneous RR inter-
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vals in weakly fluctuating signals, at least if they do not rely on windowing. Precise rejection of
errors is covered by the deletion approach and windowing is performed by every other filter of
the filtering and interpolation class.
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Figure 4.3: Threshold filter: (a) Detection of erroneous RR intervals with subsequent dele-
tion is performed correctly in weakly fluctuating signals. (b) In contrast, signals containing
trends cannot be processed reasonably. The original signal is displayed dashed in red, the
corrected signal solid in black, the fixed thresholds pointed (upper) and doted (lower) in
blue. Annotation is shown on the original signal: TPs are labeled as stars in red, FPs as
diamonds in orange, FNs as circles in cyan and TNs as plus signs in green.

4.1.2 Interpolation

In contrast to the removal approach, interpolation preserves the initial number of RR intervals
by substituting erroneous intervals with interpolated values. Thereby, only correct NN intervals
are used to calculate the new RR intervals. Figure 4.1, orange part, lists different interpolation
methods: Interpolation of Degree Zero (INT-0O), Interpolation of Degree One (INT-1O), Cubic
Spline Interpolation (CSINTP) and Non-linear Predictive Interpolation (NPI-CT). The first three
approaches have been widely used for a long time in several studies and are described in the PhD
thesis from Peltola [64]. These approaches use the RR intervals next to the ectopic segment for
interpolation. On the contrary, Non-linear Predictive Interpolation (NPI-CT) determines the RR
intervals used for interpolation in a phase space. This method was first described by Lippman et
al. [41] and is also compared to the former mentioned interpolation methods [42].

Interpolation of Degree Zero (INT-0O)

Interpolation of degree zero can be seen as replacement of ectopic beats by a constant value. It
uses the n neighboring correct NN intervals of a window, which includes previous and following
RR intervals, to replace the erroneous RR intervals by the mean of the window:
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RRi =
1

n
·
i+n−1

2∑
k=i−n−1

2

NNk. (4.1)

According to Peltola, the window length n should be set to a value from three to ten RR
intervals [64] and was set to five RR intervals in this thesis. Interpolation of degree zero offers an
easy and quick method for replacing occasional ectopic beats (see figure 4.4a). Large segments,
on the other hand, such as tachycardia or sequential couplets and triplets, cannot be reasonably
edited since this interpolation method produces flat shapes in the RR time series (see figure 4.4b).
All erroneous RR intervals in one segment are replaced by the same value, the mean, resulting
in loss of the variability. However, one advantage of this approach over traditional mean filters
is that only correct NN intervals are used. Therefore, interpolated RR intervals are never biased
by neighboring erroneous intervals.
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Figure 4.4: Interpolation of degree zero: (a) Single ectopic beats, such as PVCs or
bigeminy, can be reasonably edited. (b) In contrast, ectopic segments, such as PVC triplets,
are replaced by inserting the mean RR interval of the specified window at every place
marked as erroneous, resulting in a flat shape. Since successive erroneous RR intervals are
always shorter than correct NN intervals, the signal length increases (black line stretches
over the green marked intervals). The original signal is displayed dashed in red, the cor-
rected signal solid in black. Annotation is shown on the original signal: TPs are labeled as
stars in red and TNs as plus signs in green.

Interpolation of Degree One (INT-1O)

Basically, the two adjacent RR intervals of the ectopic segment are linked by a straight line.
Then, the corresponding RR interval of the point on this line is inserted at every beat occurrence
time in the ectopic segment. Like in interpolation of degree zero, this results in flat shapes when
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interpolating over long segments (see figure 4.5b). The following equation states the calculation
of the new RR interval RR by fitting a straight line through the points (t0,NN0) and (t1,NN1):

RR(t) = NN0 +
NN1 −NN0

t1 − t0
(t− t0). (4.2)
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Figure 4.5: Interpolation of degree one: (a) Single ectopic beats, bi- and trigeminy are rea-
sonably corrected. In contrast, successive ectopic beats, such as ventricular tachycardia
result in a long straight line between the adjacent NN intervals that do not reflect the origi-
nal physiological variation (b). Since successive erroneous RR intervals are always shorter
than correct NN intervals, the signal length increases (black line stretches over the green
marked intervals). The original signal is displayed dashed in red, the corrected signal solid
in black. Annotation is shown on the original signal: TPs are labeled as stars in red and
TNs as plus signs in green.

Cubic Spline Interpolation (CSINTP)

This interpolation method uses splines to link correct NN intervals. The probably most fre-
quently used approach is cubic spline interpolation, where a third order polynomial is fitted to
the data points. The big advantage over linear interpolation is the usage of smooth curves for
the interpolation, instead of straight lines. This effect can be best observed in the interpolation
over long ectopic segments, as demonstrated in figure 4.6b. In contrast, interpolation over single
ectopic beats does not show such huge differences to linear interpolation (see figure 4.6a).
The coefficients of cubic polynomials are calculated to bend the line in such a way that a contin-
uous curve passes every data point. This piece-wise function can be expressed in the following
form [68]:

S(x) =


S1(x) if x1 ≤ x ≤ x2

S2(x) if x2 ≤ x ≤ x3
...

Sn−1(x) if xn−1 ≤ x ≤ xn,

(4.3)
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where Si(x) is a cubic polynomial that is defined by

Si(x) = ai + bi · (x− xi) + ci · (x− xi)2 + di · (x− xi)3. (4.4)

S(x) represents the spline function and the continuous piece-wise function must fulfill the fol-
lowing requirements:

Si(xi) = yi, (4.5)

Si(xi+1) = yi+1. (4.6)

In order to ensure the continuity of the piece-wise functions at their coincidence points, the first
and second derivatives have to be equal, respectively:

S′i−1(xi) = S′i(xi), (4.7)

S′′i−1(xi) = S′′i (xi). (4.8)

Cubic splines are only required to be continuous in the first and second order, resulting in dis-
continuities in the higher derivatives. If the data is sensitive to smoothing effects that are higher
than second order cubic spline interpolation results in inadequate splines.
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Figure 4.6: Cubic spline interpolation: (a) Single ectopic beats, such as PVCs, bi- and
trigeminy are reasonably corrected. (b) Ectopic segments, such as PVC triplets, are re-
placed by a smooth line that better fits the data than a straight line but still does not reflect
a physiological behavior. The original signal is displayed dashed in red, the corrected sig-
nal solid in black. Annotation is shown onto the original signal: TPs are labeled as stars in
red and TNs as plus signs in green.

Non-linear Predictive Interpolation (NPI-CT)

Although this approach is based on chaos theory, it assumes that beat-to-beat changes in heart
rate occur in a deterministic way. Hence, similar structures in the same RR interval time series,
located even far away from the actual segment, are able to predict those RR intervals, which
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would have been present if no ectopic beat had occurred. This method was first described by
Lippman et al. and can be used to correct single ectopic beats as well as sequential ones [41].
It is different to cubic or liner interpolation since it does not assume any mathematical relation-
ship between successive RR intervals. Before applying the algorithm, the number of erroneous
RR intervals has to be known. As annotated signals are used, this algorithm only edits the
determined RR intervals. Further, the user has to specify how many NN intervals have to be
considered before and after the ectopic segment. In terms of this thesis, five previous and four
following RR intervals were used, as suggested by Lippman et al. [41]. The algorithm searches
in the phase space for the most similar ectopic free segment by determination of the smallest
Euclidean distance to the test set. Then, this segment is used to replace the ectopic one (see
figure 4.7b).

Although this method performs very well for few ectopic beats (see figure 4.7a), it cannot
correct long ectopic segments reliably (see figure 4.7b). The longer the ectopic segment is, the
fewer comparison segments are available that can be used to correct the ectopic segment. As a
result, bad-matching segments are used to replace the whole interval.

(a)

120 140 160 180

0.7
0.9
1.1
1.3
1.5
1.7
1.9

Time [s]

R
R

[s
]

(b)

100 125 150 175 200 225 250 275

0.5
0.6
0.7
0.8
0.9
1

1.1
1.2

Time [s]

Figure 4.7: Non-linear predictive interpolation: (a) Single ectopic beats are reliably re-
placed, whereas long ectopic segments are completely replaced by similar structures in the
signal (compare the two blue marked areas in (b)) that do not consider physiologic rela-
tions. The original signal is displayed dashed in red, the corrected signal solid in black.
Annotation is shown on the original signal: TPs are labeled as stars in red, FPs as dia-
monds in orange and TNs as plus signs in green.

4.1.3 Filters

Filters edit the RR interval time series by replacing erroneous intervals with calculated values,
in the same way as interpolation techniques do. Thereby, filters can either operate in the time-
or in the frequency-domain, whereby some interpolation methods can also be assigned to time-
domain filters. However, instead of determining a function that fits the data points, the filters
calculate a statistical parameter, like the median or the mean, to replace the desired RR interval.
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Interpolation of degree zero is an exceptional case, since it is also a mean filter with a fixed
window length. Frequency domain filters, such as wavelet filters, do not change a specific RR
interval but rather alter frequency bands and thus, always affect several RR intervals.

Median Filters

Median filters simply replace the erroneous RR interval with the median of a specified window,
with the actual RR interval in the center. Further, the window length can either be fixed or adap-
tive.

Different types of median filters are widely used for the removal of impulse noise, like salt-
and-pepper noise, in digital image processing [16]. Since ectopic beats result in sharp impulses,
Kumaravel et al. considered median filters for the application of RR interval processing [36].
Although median filters are well-suited to process impulse noise, they fail if the noise density
is too high. Therefore, Hwang et al. improved the median filter by adapting the window length
dynamically when the median is false [28]. However, this filter still fails if the noise density is
very high, as the processed values are reused again and again. As a result, Hsieh et al. proposed
an adaptive rank order filter for denoising images [26]. This filter addresses two main issues:
The window size is increased, if all values are noise (not only the median) and furthermore, it
calculates an adaptive threshold for the determination of the correctness of the median. Kumar-
avel et al. adapted these two approaches for ectopic beat correction and compared them with
a standard median filter with a fixed window length [36]. Every window-based filter can only
correct values that lie within the following range, with respect to the window edges:

ν =
window length

2
− 1. (4.9)

Figure 4.8 displays this behavior on the basis of an adaptive median filter with a maximum
window size of 25 values. The RR intervals at the beginning and the end of the ectopic segment
can be reasonably edited whereas the intervals in the middle are too far away from the nearest
correct NN intervals to be replaced by a correct median.

Median Filter with fixed Window Length (MEDFIL) is the simplest median filter. Erro-
neous RR intervals are replaced with the median of the current window. Of course, the window
length has to be specified and normally ranges from three to eleven RR intervals [36]. In this the-
sis a window length of three intervals is used. The advantage of this filter is that it is a quick and
easy approach. However, if adjacent RR intervals are erroneous, incorrect intervals are used to
determine the median (see figure 4.9). This may result in inappropriate median values. Further,
especially in long ectopic segments, the error propagates to the next RR intervals.

Adaptive Median Filter (AMFILT) overcomes the drawback of standard median filters to
being unable to adapt to longer lasting artifacts. An AMFILT checks if the calculated median lies
in a reasonable range and increases the window size until this criterion is satisfied [16, 36]. This
offers great advantages over traditional filters. First, the filter provides information about the
correctness of the median and second, it is able to automatically include more values to calculate
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Figure 4.8: Window filter: Values that lie more than ν RR intervals away from the window
edges cannot be processed. The original signal is displayed dashed in red, the corrected
signal solid in black. Annotation is shown onto the original signal: TPs are labeled as stars
in red, FN as circles in cyan and TNs as plus signs in green.
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Figure 4.9: Median filter: (a) Only ectopic beats that fit into the fixed window can be
processed. Single ectopic beats are always edited whereas longer segments cannot be cor-
rected. (b) PVC couplets cannot be reasonably corrected, since the median is always too
low. (c) Atrial bigeminy can be corrected completely, since the number of NN intervals is
greater than the erroneous RR intervals. The original signal is displayed dashed in red, the
corrected signal solid in black. Annotation is shown on the original signal: TPs are labeled
as stars in red and TNs as plus signs in green.
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a more appropriate median. In this thesis the criterion for median rejection is a combination of
the two criteria described by Chan et al. [16] and Kumaravel et al. [36]. Chan et al. suggested
the following requirement:

RRmin < RRmed < RRmax, (4.10)

which means that the median must not be equal to the minimum or maximum [16]. Since this
approach is reasonable in grey scale images with salt-and-pepper noise, it has to be adapted for
ectopic beat processing. Therefore, the calculated median must also lie within 20 % deviation
from the median of the whole signal [36]. In addition, the median must be different from the
original value, since this value is erroneous.
The median filter starts with a window size of three values and enlarges the window up to 25 val-
ues. Inclusion of more RR intervals is not reasonable if the intervals are too far away to influence
the actual value. Figure 4.10 illustrates the ability of the adaptive median filter (AMFILT) to not
only correct single ectopic beats, bigeminiy and trigeminy, but also longer ectopic segments.
Nevertheless, long ectopic segments have the drawback that successive medians are often equal
and, similar to in interpolation, this tends to flat out the RR interval time series (see figure 4.10c).
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Figure 4.10: Adaptive median filter: (a) Single and sequential PVCs are replaced by the
same median as long as the processed segment fits in the maximal window length. (b) A
downward trend of the signal, starting at 250 s and ending at 255 s, results in a failure of
the AMFILT to correct the ectopic beat. In the first step of the AMFILT algorithm, the
erroneous RR interval is corrected, but then the new RR interval is compared to the median
of the whole signal, which is much higher than the values inside the shown window, and
the correction is not accepted. (c) Sequential ecotopic beats, like PVC couplets, may only
be corrected at the edges of the ectopic interval. The original signal is displayed dashed
in red, the corrected signal solid in black. Annotation is shown on the original signal: TPs
are labeled as stars in red, FNs as circles in cyan and TNs as plus signs in green.

Adaptive Rank Order Filter (AROFIL) was first suggested by Chang-Hsiung et al. for
removal of high density noise in images [26]. This filter was adapted for processing highly
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erroneous RR interval time series by Kumaravel et al. [36]. Identical to the AMFILT, this al-
gorithm increases the window length as long as the median of the window is false. In addition,
three improvements are made with respect to the AMFILT. Instead of using a fixed threshold,
the AROFIL compares the actual median with the last accepted median for the evaluation of its
correctness (20 % deviation are used in this thesis). This provides a great advantage when trends
are present next to ectopic beats (compare figure 4.10b with 4.11b). Further, the window is also
enlarged if all values inside are erroneous. In this thesis the initial window length was set to
three and the maximum to 25, for the same reasons as mentioned for the AMFILT. In general,
this filter performs very similar to the AMFILT, especially when dealing with moderate noise
(compare figure 4.10a with 4.11a). However, when noise density increases, the AROFIL seems
to outperform the AMFILT, at least according to the findings of Kumavarel et al. [36]. Never-
theless, large ectopic segments cannot be edited because of the limitation due to the maximal
window length (as illustrated in figure 4.11c).
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Figure 4.11: Adaptive rank order filter: (a) Single or sequential PVCs are edited as long
as the ectopic segment fits into the window. (b) Since the threshold is also adaptive, RR
intervals can even be edited when trends are present. (c) Sequential ecotpic beats, such
as PVC couplets, may only be corrected at the edges of the ectopic interval. The original
signal is displayed dashed in red, the corrected signal solid in black. Annotation is shown
on the original signal: TPs are labeled as stars in red, FNs as circles in cyan and TNs as
plus signs in green.

Impulse Rejection Filter (IRFILT) have to detect ectopic beats on its own, in contrast to the
other mentioned median filters. The filter was introduced by McNames et al. and is based on a
simple impulse identification with subsequent replacement of this value by the median [55]. The
absolute deviation of all RR intervals with respect to the median of the whole RR time series is
computed. These values are set in relation to the median of the absolute deviation in order to
detect sharp impulses. The following formula describes the calculation of the test statistic:

D(t) =
|RR(t)−RRm|

1.483 · mediani=1...n (|RRi −RRm|)
, (4.11)
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where median
i=1...n (|RRi − RRm|) is the median of the absolute deviations of all RR intervals with

respect to the median RR interval (RRm) of the entire RR time series. Thereby, the denominator
is a robust estimate of the standard deviation of an equivalent Gaussian distribution [55].
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Figure 4.12: Impulse rejection filter: (a) Sharp impulses are always corrected, whether
their focus of origin is ectopic or not. In weakly fluctuating signals PVCs are mostly cor-
rected reasonably, but steep trends may also be falsely edited. (b) In more fluctuating sig-
nals, some ectopic beats are missed to be identified, because the detection is based on the
median difference, which is large in such signals. The original signal is displayed dashed
in red, the corrected signal solid in black. Annotation is shown on the original signal: TPs
are labeled as stars in red, FNs as circles in cyan, FPs as diamonds in orange and TNs as
plus signs in green.

Figure 4.12a illustrates that every sharp impulse, which deviates enough from the median, is
replaced, no matter if its origin is ectopic or not. In contrast, in RR interval time series with high
modulations some impulses do not deviate enough to be detected as errors (see figure 4.12b).
Hence, ectopic beats are corrected only partly.

Mean Filters

Mean filters perform very similar to median filters, but are less frequently used when dealing
with impulse noise, such as ectopic beats. The reason lies in the statistical characteristics of the
two parameters. The mean is rather sensitive to outliers, whereas the median is not. Therefore,
the median is better suited when dealing with distinct sharp impulse noise. Nevertheless, the
mean can also be a reasonable choice, if it is guaranteed that no outlier is used for its calculation.
A very easy approach is to apply an upstream threshold filter that deletes non physiologic RR
intervals, as suggested by Mietus [56]. Begum et. al described a completely different method,
based on the k nearest neighbors (kNN) of the actual RR interval [11]. Their algorithm searches
for the k nearest RR intervals in the time series, calculates the mean and replaces the erroneous
RR interval with it.
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Sliding Window Average Filter with Upstream Threshold Filter (SWAFIL) is a combina-
tion of a threshold filter with a downstream window average filter. Since only non-physiologic
RR intervals should be excluded, the threshold is set to 40 %. The second parameter is the
window length (n), which stays fixed, and is set to five intervals.

RRcorr =
1

n
·
i+n−1

2∑
k=i−n−1

2

RRk, (4.12)

where i denotes the original RR interval that is replaced by RRcorr.
Beside this correction ability, the filter is alos suited to detect erroneous RR intervals. As can
be seen in figure 4.13a, single ectopic beats and bigeminy or trigemniny are edited reasonably,
although some NN intervals are falsely processed. However, figure 4.13b clearly shows the
weaknesses of this filter. If there are multiple ectopic beats without a compensatory pause, the
calculated mean RR interval is too short with respect to the previous and following NN intervals.
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Figure 4.13: Sliding window average filter with upstream threshold filter: (a) Single PVCs,
bi- and trigeminy are edited reasonably. (b) Ectopic segments where no compensatory
pauses are present cannot be edited reasonably since the mean is too low with respect to
the NN intervals. The original signal is displayed dashed in red, the corrected signal solid
in black. Annotation is shown on the original signal: TPs are labeled as stars in red, FNs
as circles in cyan, FPs as diamonds in orange and TNs as plus signs in green.

kNN Average Filter (kNN-AF) was suggested by Begum et al. for ectopic beat correc-
tion [11], whereby k denoted the number of adjacent considered RR intervals. First, the al-
gorithm determines if the k previous or following beat occurrence times are closer to the beat
occurrence time under consideration. Then, the mean of the k RR intervals, which are closer to
the actual beat occurrence time, is calculated and replaces the erroneous interval. Since this filter
is based on the mean, it has some drawbacks when the length of the compensatory pause differs
from the previous RR interval. Figure 4.14 displays that single ectopic beats can be edited very
well, as the first erroneous interval can be replaced by the mean of the previous RR intervals and
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the second by the mean of the following ones. Thus, the mean does not depend on the length
of the compensatory pause. However, if successive erroneous RR intervals occur (like in bi- or
trigeminy) the mean is biased and so the impulses can only partly be reduced. The problem even
becomes worse if multiple PVC couplets or triplets are present, since the mean is mainly based
on too short RR intervals and therefore the filter is not able to reasonably replace the erroneous
interval.
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Figure 4.14: k nearest neighbors average filter: (a) Single ectopic beats, bi- and trigeminy
are corrected rather well although there are still impulses present after the editing of
trigeminy. (b) Successive couplets or triplets are edited but can only partly restore the
original RR interval lengths. The original signal is displayed dashed in red, the corrected
signal solid in black. Annotation is shown on the original signal: TPs are labeled as stars
in red, FNs as circles in cyan, FPs as diamonds in orange and TNs as plus signs in green.

Wavelet Filter (WAVE-F)

In contrast to the mean and median filters, wavelet filters operate in the frequency domain. This
offers a great advantage since sharp impulses, like from ectopic beats, can be clearly detected
and corrected. Wavelet filters are also used for the detection and removal of trends, as performed
by several detrending methods [38, 81]. Therefore, wavelet filters are more common in pre-
processing, rather than in correction. However, Keenan suggested to use wavelet filters for the
correction of ectopic beats [33]. He described a db4 wavelet filter that decomposes the RR
interval time series into five sub-bands (see figure 4.15).

Ectopic beats can be clearly detected and may be corrected by two different approaches:
Hard or soft thresholding. Hard thresholding considers the wavelet coefficients in the first
two frequency bands, which correspond to the high frequency components. The coefficients
w(n) above a defined threshold T are reduced to zero, whereas all other coefficients are left
unchanged:

w(n) =

{
0 if |w(n)| ≥ T

w(n) if |w(n)| < T,
(4.13)
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Figure 4.15: Wavelet filter: Decomposition of RR time series into five sub-bands. Highest
frequency band on top (red), lowest on bottom (green). Stars denote original wavelet coef-
ficients, the solid lines represent the coefficients after hard thresholding. Only the first two
sub-bands are altered, where ectopic beats can be easily detected and removed.
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where n = 1, 2, 3, 4, . . . , N is the index of the RR intervals in the corresponding frequency
band.
In soft thresholding the coefficients w(n) of all sub-bands that are above the threshold T are also
reduced to zero. Moreover, all other coefficients have the threshold subtracted from them so that
they tend towards zero:

w(n) =

{
0 if |w(n)| > T

w(n)− T if |w(n)| ≤ T. (4.14)

Despite of the successful removal of ectopic beats, wavelet filters always alter neighboring
RR intervals as well. This results in a huge amount of FP intervals that change the frequency-
domain HRV parameters immensely, especially in the case of single ectopic beats. The longer
the ectopic segment is, the fewer additional RR intervals are falsely edited when considering
relative values (compare figure 4.16a with 4.16b).
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Figure 4.16: Wavelet filter: (a) Correction of a single PVC results in a huge amount of
falsely edited RR intervals (FPs). (b) Correction of multiple ectopic beats results in far less
FPs with respect to the total number of changes. The original signal is displayed dashed in
red, the corrected signal solid in black. Annotation is performed onto the original signal:
TPs are labeled as stars in red, FPs as diamonds in orange and TNs as plus signs in green.

4.1.4 Models

The algorithms mentioned in this section do not have mathematical common relationships and
their complexity differs over a wide range. However, they cannot be assigned to removal, in-
terpolation or filtering, as their correction algorithms are much more complex. Therefore, all of
these methods are summarized as “Models” in this section.

Gross Positioning of Beats (GP-IIA)

This method was designed as an easy and fast correction approach. It was suggested by Mateo
et al. as coarse positioning of beats for visualization before the actual correction algorithm
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is applied [53]. This method does not only coarse position false beats, but rather performs a
classification of all beats. According to the integral pulse frequency modulation (IPFM) model
the SA node is band limited and thus, the variation of the instantaneous heart rate is band limited
too [53]. With the help of Langrange’s interpolation formula the derivative of the instantaneous
heart rate (r′k) can be estimated at the kth beat (at beat time tk) by considering the previous and
following beat occurrence times, tk±1 by

|r′k| = 2| tk−1 − 2tk + tk+1

(tk−1 − tk)(tk−1 − tk+1)(tk − tk+1)
| < U, (4.15)

where U is a predefined threshold that is calculated by

U = 4.3 · std(r′k), (4.16)

and limited by 0.5.
Equation 4.15 is just able to determine if one of the beats at tk−1, tk or tk+1 is erroneous, but not
exactly which one is ectopic. However, if tk−1 is erroneous, the condition in equation 4.15 would
not be met in the previous step. Therefore, six different test cases are carried out by insertion
and deletion of beats in order to determine the beat type of tk and tk+1. Single ectopic beats
are corrected by shifting them to an intermediate position between the previous and following
normal sinus beat. FPs are simply deleted and FNs are corrected by insertion of an evenly spaced
beat, with respect to the adjacent beats. Consecutive beats are simply corrected by insertion of
multiple beats at evenly spaced positions. Figure 4.17 illustrates the correction of some common
ectopic beats. Despite of its detection ability this method can also be used for correction. Since
the goal of this thesis is the comparison of different correction algorithms, only beats detected
as anomalous were processed.
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Figure 4.17: Gross Positioning of Beats: (a) Single PVCs are just replaced by two equally
long RR intervals, (b) PACs are also replaced by two equally long RR intervals and thus
result in two too short RR intervals, (c) Ectopic segments, such as ventricular tachycardia,
are replaced by insertion of evenly spaced beats. The original signal is displayed dashed in
red, the corrected signal solid in black. Annotation is showed on the original signal: TPs
are labeled as stars in red, FPs as diamonds in orange and TNs as plus signs in green.
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Correction Description
Split Missed heartbeat; divide IBI into two equal intervals

Split 3 Two missed heartbeats; Split IBI into three equal intervals
Combine False trigger; combine two IBIs into one

Combine 2 / Split 2 Replace two IBIs with their average
Combine 3 / Split 2 Get two new IBIs as average of three
Combine 2 / Split 3 Get three new IBIs as average of two
Combine 3 / Split 3 Replace three IBI values with their average

Uncorrected Could not apply any rule, but IBI appears faulty

Table 4.2: Order of combination rules for buffer

Buffer with Combination Rules (BUFFER)

Another fast correction algorithm was described by Rand et al. [69]. This approach applies
several combination and/or splitting rules of adjacent RR intervals to correct erroneous intervals
(see table 4.2).

In order to judge the usefulness of the correction, N previous RR intervals are maintained
inside a buffer (see figure 4.18). Therefore, this approach implies a short time delay (about 3
to 6 s) to the processed intervals with respect to the original time series, similar to windowing
filters and approaches that need more than one successive RR interval for signal processing.
Additionally, a specific amount of RR intervals (the sum of them has to be at least 6 s) is also
stored in a buffer past the actual interval to ensure that the corrected RR interval also fits to these
values.
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Current

reference
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IBI under

consideration

Output buffer

(n RR intervals)

Input buffer

(6 seconds)

820

Corrected Values

Incoming values

Figure 4.18: Structure and function of buffer: New values come from the right end and
enter the input buffer, containing at least 6 s, including the IBI under consideration. This
IBI is compared to statistical parameters of the IBIs maintained in the output buffer (5 IBIs
in the original work of Rand et al. [69] and in this thesis).

Figure 4.19 shows the correction ability of this approach. This model is also able to perform
detection on its own. Since pre-annotated signals were used in this thesis, only the correction
ability was used.
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Figure 4.19: Buffer: (a) Single PVCs are corrected reasonably if the compensatory pause
is nearly as long as the previous RR interval. However, the buffer cannot correct more than
three successive RR intervals, resulting in FNs (cyan circles). (b) Atrial bigeminy cannot
be corrected completely since the buffer has to correct at least two RR intervals and thus
also changes the correct NN intervals between the erroneous intervals. The original signal
is displayed dashed in red, the corrected signal solid in black. Annotation is shown on the
original signal: TPs are labeled as stars in red, FPs as diamonds in orange, FPs as circles
in cyan and TNs as plus signs in green.

Trend Predict Correction (TPC-HT)

Wen et al. developed a method that corrects ectopic beats based on trend correlation of the heart
timing signal [85]. Basically, the predicted RR interval is composed of two parts, the trend and
the turbulence:

RRIpred = RRItrend +RRIturb. (4.17)

The trend is simply calculated as the weighted mean of the n previous NN intervals:

RRItrend =

tk−1∑
t=tk−n

w(t) ·RR(t), (4.18)

where w(t) is the time dependent weight. Since Wen et. al do not further specified the weighting
function [85], exponential weights described by Citi et al. were used instead [19]. The turbulence
can be seen as the slope of the previous NN intervals and is approximated by the following
calculation, as described by Wen et al. [85]:

RRIturb = I[tk] · E[tk], (4.19)

where I[tk] is just the sign of the turbulence and E[tk] is the quantity. I[tk] can be judged by the
signs of the slopes at tk−1 and tk−2:

I[tk] =
k1 · k2 · (k1 + k2)

|k1 · k2 · (k1 + k2)| . (4.20)
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The slopes are determined by the following calculation (in addition a tiny value is added to
both slopes to avoid zero, not shown):

k1 =
y(tk−1)− y(tk−2)

y(tk−1) + y(tk−2)
and (4.21)

k2 =
y(tk−2)− y(tk−3)

y(tk−2) + y(tk−3)
. (4.22)

The quantity of the turbulence (E[tk]) is calculated by consideration of the two slopes k1

and k2, RRItrend and the standard deviation of the previous RR intervals SDRRI :

E[tk] = RRItrend ·
√
|k1 · k2|
a+b

SDRRI

. (4.23)

The two coefficients a and b are not specified by Wen et al. [85] and thus were approximated
by comparison of several values in different magnitudes.
Figure 4.20 illustrates that the correction performance of the trend predict correction method is
very reasonable, both for single PVCs and for ectopic segments.
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Figure 4.20: Trend predict correction: (a) Single ectopic beats, (b) bigeminy and trigeminy
are reasonably corrected. (c) Longer ectopic segments, such as ventricular tachycardia,
are corrected reasonably at least for the first RR intervals and then the RR interval time
series flats out because of the diminishing modulating part. The original signal is displayed
dashed in red, the corrected signal solid in black. Annotation is shown on the original
signal: TPs are labeled as stars in red and TNs as plus signs in green.

Integral Pulse Frequency Modulation (IPFM)

The IPFM model is one of the few approaches that rely on a physiological relationship. The
model is able to predict the ANS activity on the SA node by simulating the series of cardiac
events as firings of the SA node [84]. Thereby, the IPFM integrates the input signal until a beat
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is generated and is then reset to zero [53] (see figure 4.21a). The index of the kth beat can be
calculated as follows:

k =

∫ tk

0

1 +m(t)

T
dt. (4.24)

Here, tk denotes the occurrence time of the kth beat, m(t) is the modulating part of the
heart rate and T is the mean RR interval length. Hence, the kth beat can be interpreted as
the integration of the instantaneous heart rate over the actual RR interval (from 0 to tk, since the
function is reset at every beat). The RR interval time series is therefore the difference of adjacent
beat occurrence times. Further, Mateo et al. introduced the heart timing (HT) signal [53]:

ht(t) =

∫ t

0
m(τ)dτ. (4.25)

Hence, the HT signal can be seen as the modulation of the IPFM model.

Integral Pulse Frequency Modularion Model with s-parameter (IPFM-S) was introduced
first by Mateo et al. [53]. According to the IPFM model, the integrator is reset too early if an
ectopic beat occurs (see figure 4.21a). This results in a lower integration value than expected and
is denoted as s. Additionally, an indexing function of the beat occurrence times is introduced
(see figure 4.21a). Once the index of the artifact is known, the indexing function is split into
a forward and a backward function. The forward function is based on the normal sinus beats
prior to the ectopic beat (see figure 4.21b blue line) and the backward function is based on the
normal sinus beats following the ectopic beat (see figure 4.21b green line). Both functions are
extrapolated to the neighboring beat until they overlay (see figure 4.21b red stars). The vertical
difference of the two indexing functions is the s-parameter and can be calculated as follows:

ŝ =
1

t(ke)− t(ke − 1 + s)

∫ t(ke)

t(ke−1+s)
(x̂f (t)− (x̂b(t))dt, (4.26)

where ke denotes the index of the ectopic beat, x̂f is the forward indexing function, and x̂b is
the backward indexing function.
The correction of the artifact is carried out in the HT signal, which describes the modulating part
of the RR interval time series, according to the IPFM model:

ht(tk) = ht(t(k)) = kT − t(k) (4.27)

= kT − tk, for k < ke (4.28)

ht(tk) = ht(t(k − 1 + s)) (4.29)

= (k − 1 + s)T − t(k − 1 + s) (4.30)

= (k − 1 + s)T − tk, for k > ke, (4.31)

where T is the mean RR interval length. T is calculated as:

T =
tN

N +
∑

j ŝj
, (4.32)
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where N is the final beat order,
∑

j ŝj is the sum of all jumps, and tN is the last beat occurrence
time. Finally, the RR interval time series is obtained by subtraction of the differentiation of the
HT signal from the mean RR interval length T :

RR(t) = T − ht′(t). (4.33)
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Figure 4.21: Determination of the s-parameter according to the IPFM model: (a) IPFM
model showing the indexing function in dependence on the beat occurrence times tk in blue
with the ectopic beat marked in red. The integration function of the IPFM model is displayed
in purple and reset too early at the ectopic beat. (b) Determination of the s-parameter by
forward and backward extrapolation of the two indexing functions to the next index. The
vertical difference is the s-parameter.

This approach is able to reliably correct single PVCs and bi- and trigeminy (see figure 4.22a).
PACs can also be corrected but always result in one FP RR interval, since the IPFM model is
based on beat occurrence times and thus, always the actual and the following RR interval are
changed (see figure 4.22b). Sequential ectopic beats, like PVC couplets, result in a model related
drift of the altered RR intervals (see figure 4.22c).

Integral Pulse Frequency Modulation Model with δ-parameter (IPFM-D) was suggested
by Solem et al., since calculation of the s-parameter may be rather time consuming [76]. The
δ-parameter corresponds to the time shift of the beat occurence times followed by an ectopic
beat and is related to the IPFM model as follows:∫ tk

0
1 +m(τ) dτ = kT0 + δ. (4.34)

Similar to the s-parameter the correction is performed in the heart timing signal:

dHT δ(tk) =

{
kT0 − t(k) for k ≤ ke
kT0 − t(k) + δ for k > ke.

(4.35)
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Figure 4.22: Correction of erroneous RR intervals with s-parameter according to the IPFM
model: (a) Single ectopic beats and trigeminy are reasonably corrected. (b) A resetting
beat is corrected by shifting the beat and thus two RR intervals are corrected instead of
only one. (c) Interpolation over a longer period, like sequential PVC couplets, results in
model-related drifts. The original signal is displayed dashed in red, the corrected signal
solid in black. Annotation is shown on the original signal: TPs are labeled as stars in red,
FPs as diamonds in orange and TNs as plus signs in green.

Solem et al. state that different δ-parameters may be used, dependent on how many beats
prior to the ectopic beat are involved in the calculation. Equation 4.36 describes the determina-
tion of the N th order δ estimator, based on Pascals triangle [76]:

δ̂N =

N+1∑
l=0

(−1)l
(
N + 1

l

)
tke+1−l N = 1, 2, . . . . (4.36)

Solem et al. compared the δ1, δ2 and δ3 parameter with each other and concluded that the
consideration of more than one prior beat does not enhance the correction ability. Hence, the
δ1-parameter was used in this thesis. In order to use the HT signal for correction of ectopic
beats, the mean RR interval length T̂0 has to be calculated by:

T̂0 =
tk − δ̂N
K

. (4.37)

As mentioned by Solem et al. the performance of the δ-parameter is nearly identical to that
of the s-parameter. A comparison of figure 4.22c with figure 4.23c clearly illustrates the similar
trend of the corrected signal (a bended line superimposed by spikes near original beats).

Integral Pulse Frequency Modulation Model with cost function (IPFM-C) was suggested
by Brennan et al. [15]. This approach was designed to only account for single PVCs. Basically,
the cost function calculates the quadratic deviation from the mean of the impulse height E[Ψ] of
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Figure 4.23: Correction of erroneous RR intervals with IPFM δ-parameter: (a) Bigeminy
and single PVCs are reasonably corrected. (b) Similar to the s-parameter, a resetting beat
is corrected by shifting the beat and thus two RR intervals are corrected instead of only one.
(c) Ectopic segments, such as sequential PVC couplets, are corrected rather reasonably but
also show the same drift effect as the correction with the s-parameter. The original signal
is displayed dashed in red, the corrected signal solid in black. Annotation is shown on the
original signal: TPs are labeled as stars in red, FPs as diamonds in orange and TNs as
plus signs in green.

the integration function in dependence of the beat occurrence time points te. Thereby, just the
±M adjacent impulse heights Ψ, with respect to te, are considered:

C(te) =
∑
Sk∈Ψ

(Sk − E[Ψ])2, (4.38)

where Sk denotes the height of the integration value at each beat occurrence time at the reset
point, and can be calculated as follows:

Sk =
1

2πfc

k+1+M∑
j=k−M

Si(2πfc(tk+1 − tj))− Si(2πfc(tk − tj)), (4.39)

where Si is the sinc function and fc is calculated as the reciprocal of the doubled mean RR
interval length Ī:

fc =
1

2 · Ī . (4.40)

Further, Ī is the threshold for the integrate-to-threshold process (the integration function).
The mean integration height E[Ψ] may be approximated by the following equation:

E[Ψ] ' E[Sk] =
1

2M + 2

e+M∑
k=e−M−1

Sk. (4.41)
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The variable M has to be specified and denotes the number of adjacent beats considered for
the calculations (the standard value is six). Figure 4.24 illustrates the behavior of the correction
algorithm in two different cases: The upper row (figure 4.24a - 4.24c) displays a reasonable
correction, since a clear minimum of the cost function can be determined (see figure 4.24b). In
contrast, if the minimum is not obvious (see figure 4.24e), it is very likely that the correction
does not work well (see figure 4.24d and 4.24f).
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Figure 4.24: Correction of erroneous RR intervals with IPFM model and cost function:
(a) Single PVC that is corrected reasonably, whereas an impulse still remains in (d). (b)
Corresponding cost function of (a) with distinct minimum, (e) shows the broader, not distinct
minimum of time series (d). The integration function of the upper row before correction is
displayed in (c) dashed in black, the correct beats are labeled as a green plus, and the
ectopic beat with a red star. After correction, the integration function is changed in a way
that the integration heights are more uniform ((c) corrected integration function is displayed
solid in turquoise, correct beats are labeled as cyan circles, and the ectopic beat with a
purple diamond). (f) In the lower row the integration function is displayed in the same way.
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Point Process with History Dependent Inverse Gaussian Distribution (PPHDIG)

Similar to the IPFM model this approach is based on a physiologically motivated model. Citi
et al. mentioned that the Gaussian random walk model with drift is an elementary, stochastic
integrate-and-fire model that is able to reflect afferences to the SA node [19]. These excitatory
inputs are responsible for the basal cardiac rhythm and the influence of the autonomic nervous
system through the sympathetic and para-sympathetic inputs. Hence, Citi et al. introduced a
history-dependent, time-varying model based on the inverse Gaussian probability distribution of
the waiting time until the next beat occurrence. The probability of the length of the next RR
interval, τ − uk, is described at any beat event uk by the probability density function (PDF):

f(τ − uk|µ(Hk, θ(t)), λ(θ(t))) =

√
λ(θ(t))

2π(τ − uk)3
· exp(−1

2

λ(θ(t))(τ − uk − µ(Hk, θ(t)))
2

(τ − uk)µ2
).

(4.42)
Hk is the history vector and contains the P previous RR intervals (standard parameter P =

5). Further, λ denotes the shape parameter and µ the mean of the inverse Gaussian distribution.
Both depend on the time varying parameters θ(t) = θ1(t), . . . , θP+1(t), whereby λ(θ(t)) is
simply θP+1(t). The history dependent mean is a regression of the past P RR intervals with
time-varying weights:

µ(Hk, θ(t)) =
P∑
i=1

θi(t)wk−i. (4.43)

The unknown time-varying parameter set θ(t) is estimated by a local maximum likelihood
method. At each time t, the parameter vector that maximizes the local log likelihood in a given
observation interval Um:n is obtained. m denotes the index of the first beat in this interval and n
the index of the last beat.

L(θ(t)|Um:n) =
n−1∑

k=m+P

ω(t− uk+1) · log[f(uk+1 − uk|µ(Hk, θ(t)), λ(θ(t)))], (4.44)

where ω(τ) = e−ατ is an exponential weighting function for the local likelihood.

Then, the logarithmic probabilities of the following beat types are calculated as described
by Citi et al. [19] to classify each beat as one of the following types: Extra beat, missed beat,
misplaced beat, two misplaced beats and resetting beat (see figure 4.25).

The beat is only then classified as normal, if none of the hypotheses holds that are described
in figure 4.25. According to the error type, beats are corrected by deletion, insertion or shifting
of beats. Citi et al. stated that more than three consecutive ectopic beats are very unlikely and
are therefore not considered in their approach [19]. Before acceptance of a correction, an im-
provement check is performed. This ensures that the new RR interval time series is always more
reliable than the original one.

54



Figure 4.25: PDF of PPHDIG of three consecutive beats. The PDF of the first sequential
beat is displayed solid in black, the second beat dashed in blue and the third beat dotted in
red. If there is a beat next to every PDF maximum present and one additional beat occurs
before the maximum of the first PDF the beat is denoted as an extra beat (e). If the first beat
occurs next to the maximum of the second PDF it is likely that one beat was skipped (s).
If the first beat occurs before the maximum of the first PDF and the second and third beat
occur next to their expected time points, the first beat is misplaced (m). If only the third beat
occurs next to the maximum of its PDF but the fist and second beat both occur too early,
then both are misplaced (t). If the first beat and every following beats occur too early, with
respect to the maximum of their PDF, it is very likely that the first beat is a resetting beat
(r). Only if all these hypotheses are wrong, a normal beat is present (n) and all beats should
therefore occur next to the maximum of their specific PDF. Figure obtained from from Citi
et al. [19].
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Figure 4.26 displays the different correction abilities of the PPHDIG approach. Single PVCs,
bigeminy (see figure 4.26a), trigeminy (see figure 4.26b) and PACs (see figure 4.26c) are rea-
sonably corrected. Even two misplaced beats, referred as a single PVC couplet, are corrected
well (see figure 4.26d). Since the method was not designed to edit longer ectopic segments,
such as sequential PVC couplets and triplets, it fails to correct these types of arrhythmia (see
figure 4.26e).
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Figure 4.26: PPHDIG showing different cases of correction types: (a) Single PVCs and
bigeminy, (b) trigeminy and (c) resetting beats are reasonably edited. (d) Even single PVC
couplets can be corrected. (e) In contrast, ectopic segments, such as sequential PVC triplets
cannot be edited correctly. The original signal is displayed dashed in red, the corrected
signal solid in black. Annotation is shown on the original signal: TPs are labeled as stars
in red, FPs as circles in cyan and TNs as plus signs in green.

4.2 Test Cases

Different test cases were designed to compare the behavior of each ectopic beat correction ap-
proach. Basically, three different tests were established, Test-1, Test-2 and Test-3. Test-1 and
Test-2 are based on the same data set containing only correct NN intervals (termed setN ), which
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is artificially corrupted with ectopic beats. An in-house developed ectopic beat generator was
used to artificially corrupt error-free RR interval time signals. This offers four great advantages.
First, the right correction is already known since it is just the original signal. Second, the RR
interval time series can be annotated correctly, as the type of each ectopic beat is known. This
would not be necessarily the case if only the ECG signal is annotated without knowing the ec-
topic beat type. Third, this is the only possibility to ensure that all artifacts are known and
correctly classified. Forth, the algorithm is able to simulate the most common single ectopic
beats and heart disease associated arrhythmia in defined occurrence frequencies. This part is
especially useful when comparing the different correction methods in the specific test cases.
In all Test-1 cases, ten different test sets were created by application of the algorithm for ectopic
beat generation ten times on setN . In contrast, Test-3 is based on a different data set (termed
setX), which already contains ectopic beats. Hence, only one data set was used for Test-3.

Test-1: Correction of Single Ectopic Beats and Ectopic Segments
Test-1 is used to determine the influence of the different correction approaches on several
HRV and statistical parameters. Therefore, error-free RR interval time signals were cor-
rupted with an in-house developed ectopic beat generator (see section 4.4). Further, this
test is split into weakly corrupted (Test-1A) and strongly corrupted (Test-1B) signals.

Test-1A contains only RR time series with single ectopic beats at a moderate density
(about one to five ectopic beats with or without compensatory pause per 5 min signal).

Test-1B includes all of the ectopic beat types described in section 4.4 (PVC, PAC,
PVC couplets and triplets, bi- and trigeminy, sustained and non-sustained ventricular
tachycardia).

Test-2: Robustness
Test 2 is used to determine the robustness of each ectopic beat correction algorithm. This
test also uses error-free RR interval time series and adds single PVCs and PACs at a ratio
of 1:1 by application of the ectopic beat generator. Test-2 determines the robustness as
shown in figure 4.27. The number of erroneous RR intervals is increased in all three test
cases, but in a different manner. As a result, a step-wise increase in the RMSD of the HRV
parameters and the RR intervals can be observed. Since this increase is not well detected
in the statistical parameters, they were not considered for robustness determination. The
test is split into the following three sub-tests:

Test-2A determines the maximal amount of single ectopic beats that can be processed
by each method. The test starts to insert several PVCs or PACs, which are spaced 150 NN
intervals, enough to not influence each other. Then, the space between them is narrowed
by introducing more and more PVCs, until the error increases sharply.

Test-2B determines the robustness of each method regarding the maximal ectopic
segment length. It starts to insert one single ectopic beat and then raises the amount of
successive PVCs or PACs until the error shows a sharp increase.

Test-2C uses the result from Test-2A (the maximum amount of successive ectopic
beats that can be processed) for each correction approach and then performs the same
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procedure as in Test-2A, the narrowing of the space between ectopic segments. The result
is the necessary amount of correct NN intervals between ectopic segments and a measure
of the robustness against multiple ectopic beats (together with the results of Test-2B).

Test-3: Natural Ectopic Beats
In addition to the tests with the artificially corrupted data sets, one data set with real
ectopic beats was used to evaluate the performance of the algorithms on real signals (Test-
3). This offers the possibility to compare the findings of the artificially corrupted signals
with natural ones. This data set is based on the databases used by several research groups
that described the implemented algorithms. Thus the outcome of Test-3 can be used for
reproducibility and comparison to results in literature.

4.3 Data Source

The entire set of ECG signals used in this thesis is based on the following three Physionet
databases [23]:

The European ST-T Database [78]
Originally, this database was set up to evaluate algorithms for the analysis of ST and
T-wave changes. It consists of 90 two-channel ambulatory ECG recordings that were an-
notated independently by two cardiologists. The signals were obtained from 79 subjects
(70 men aged 30 to 84 and 8 women aged 55 to 71, 1 unknown). The primary selection
criterion was diagnosis of myocardial ischemia. Several other selection criteria were fur-
ther established to obtain a representative selection of ECG abnormalities in the database.
However, each record is supplemented by a compact clinical record, which contains tech-
nical information. Each record is two hours in duration and the signals are sampled at 250
samples per second with 12-bit resolution over a nominal 20 mV input range.

The MIT-BIH Arrhythmia Database [58]
In 1980 this database was designed to provide a first reference material set to evaluate
arrhythmia detectors. This database contains 48 half-hour excerpts of two-channel ambu-
latory ECG recordings which were annotated independently by two or more cardiologists.
The signals were obtained from 47 subjects and are divided into two groups: 23 recordings
were chosen at random and the other 25 were selected to include uncommon but clinically
significant arrhythmias that would not be well-represented in a small random sample (two
recordings were obtained from one subject). Recordings were obtained from 25 men,
aged 32 to 89, and 23 women, aged 23 to 89; 60 % of the subjects were inpatients. The
recordings were digitized at 360 samples per second per channel with 11-bit resolution
over a 11 mV range.

The QT Database [37]
Intention of this database was to test QT detection algorithms on a variety of QRS and ST-
T morphologies. The recordings are mostly obtained from existing databases including the
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Figure 4.27: Determination of robustness by detection of the largest and steepest increase
in RMSD of HRV parameters and RR intervals.
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MIT-BIH Arrhythmia Database, the European Society of Cardiology ST-T Database, and
several other ECG databases collected at Boston’s Beth Israel Deaconess Medical Center.
It contains 105 fifteen-minute excerpts of two-channel ECG recordings that were selected
to avoid artefacts such as baseline drift. In contrast to the afore mentioned databases, only
normal beats were annotated manually by cardiologists. All recordings were sampled at
250 samples per second. Those recordings that were not originally sampled with 250 Hz
were converted by an application from the MIT Waveform Database Software Package.

The signals of these three databases were selected using Physionet tools to generate two data
sets that were used in this diploma thesis, one with natural ectopic beats (set X) and one free of
ectopic beat (set N). The first data-set contains 5 min parts that include at least one ectopic beat.
The other data-set also contains 5 min parts, but only regions where no ectopic beats are present,
since this set is used for artificial insertion of ectopic beats. Signals that do not show 5 min ec-
topic free regions were not included in this dataset. Usage of this data source offers the benefit
of manually annotated ECG signals from experts. Moreover, the Physionet databases are widely
used and thus comparisons with existing methods can be conducted easily since performance
measures on this data source are available in many other studies.

The basic information about the two data sets are as follows:

Set N contains 151 recordings, obtained from 17 women, aged 24 to 84, 109 men, aged 30 to
84, and from 25 unknown subjects. All known subjects suffer from at least one of the following
heart diseases: Myocardial infarction, coronary artery disease, coronary angiography, resting
angina, effort angina, mixed angina or 1-,2-, or 3-vessel disease (see table 4.3). As already
mentioned, only 5 min excerpts of ectopic free regions were used in this set.

Men/women 109/17
Age (years) 54.5 (11.7 SD)

Mixed angina 22 (17.5 %)
Resting angina 23 (18.3 %)

Effort angina 10 (7.9 %)
Coronary artery disease 43 (34.1 %)
Coronary angiography 27 (21.4 %)
Myocardial infarction 39 (31.0 %)

Hypertension 25 (19.8 %)
1-vessel disease 24 (19.0 %)
2-vessel disease 11 (8.7 %)
3-vessel disease 16 (12.7 %)

Table 4.3: Baseline clinical data of set N

Set X contains most of the signals from Set N (97 signals are identically). It contains 166
recordings, obtained from 34 women, aged 28 to 84, 110 men, aged 30 to 89, and from 22
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unknown subjects. Cardiologists not only annotated the recordings of the subjects, but also de-
scribed the PVC forms, such as couplets, triplets, bigeminy and trigeminy. 20 signals contained
more than 50 % ectopic beats and were excluded from the test set.

4.4 Generation of Artificially Corrupted HRV signals

The generation of artificially ectopic beats was performed by two different algorithms. The
signals used in Test-1 were created by simulation of natural ectopic beats, either single beats
or successive ones. This beat generation is described in more detail in section 4.4.1 and 4.4.2.
In contrast, the signals used in Test-2A just contained single ectopic beats, whereas those in
Test-2B and 2C contained successive beats.

4.4.1 Single Ectopic Beats

Single ectopic beats may occur either with or without compensatory pause, depending on their
focus of origin. A premature ventricular contraction (PVC) is an early beat, followed by a
compensatory pause (see figure 4.28a and 4.28c) whereas a premature atrial contraction (PAC)
is followed by a normal sinus beat without any delay (see figure 4.28b). If PVCs are only
separated by one sinus beat they are called bigeminy, by two trigeminy and so on. A more
detailed description of the physiology of ectopic beats is provided in section “2.6.1 Ectopic
Beats”.
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Figure 4.28: Cases of single ectopic beats: (a) Bigeminy (PVCs that are separated only by
one sinus beat) and single PVCs; (b) Single PAC; (c) Trigeminy (PVCs that are separated
by two sinus beats) and single PVCs. The RR interval time series is displayed solid in blue
with normal RR intervals labeled as green plus signs and erroneous intervals with red stars.

4.4.2 Successive Ectopic Beats

Successive ectopic beats occur in different patterns and are mostly of ventricular origin. The two
most common types of successive ectopic beats are couplets and triplets of PVCs. Couplets are
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two successive ectopic beats that are followed by a compensatory pause and then again by two
successive ectopic beats and so on (see figure 4.29a). Similar to couplets, triplets also occur in
sequence, but here three ectopic beats are followed by a compensatory pause (see figure 4.29b).
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Figure 4.29: Most common types of successive ectopic beats: (a) Sequential PVC couplets:
Sequence of two successive PVCs followed by a compensatory pause; (b) Sequential PVC
triplets: Sequence of three successive PVCs followed by a compensatory pause. The RR
interval time series is displayed solid in blue with normal RR intervals labeled as green
plus signs and erroneous intervals with red stars.

If four or more ectopic beats occur in sequence without any compensatory pause between
them, they are called arrhythmia (see section “2.6.1 Types of Arrhythmias” for more details).
The origin of arrhythmia can either be inside the atrium or in the ventricle. Ventricular arrhyth-
mia can further be divided into sustained (lasting for longer than 30 s) and non-sustained (shorter
than 30 s) arrhythmia (see figure 4.30a and 4.30b).
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Figure 4.30: Cases of arrhythmia: (a) Non-sustained ventricular tachycardia and (b) sus-
tained ventricular tachycardia. The RR interval time series is displayed solid in blue with
normal RR intervals labeled as green plus signs and erroneous intervals with red stars.
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4.5 Evaluation of Test Results

Test results are evaluated according to the specific test cases, as described in scetion 4.2. Test-1A
and 1B are evaluated in the same procedure, based on the following six characteristics:
Computation Time, Peak Memory, Statistical Parameters, Time Parameters, Frequency Param-
eters and mean RMSD of all RR intervals in one data set. Peak memory and computation time
are both obtained from the undocumented profiler function in MATLAB®. The peak memory is
just a single value for all signals in one test case and can be used directly for the comparison of
the correction approaches. In contrast, the computation time is actually the time of each method
required for all signals in one test case, and thus has to be divided by the number of processed
signals to get the mean computation time.
The changes in the RR interval time series after correction are reflected by the comparison of
several HRV parameters with original ones. The deviations of the HRV parameters are described
by their deviation and by means of the RMSD. Each test case consists of ten test sets, whereby
each set contains 151 ECG signals. The RMSD of each parameter was calculated for all signals
in one test set and for all signals in the entire test case (1510 signals).

RMSD =

√∑n
i=1( ˆHRVi −HRVi)2

n
, (4.45)

where ˆHRV i denotes the HRV parameter after correction and HRVi the original (true) HRV
parameter before corruption with ectopic beats.
Time- and frequency-domain HRV parameters are composed of the HRV parameters according
to table 4.4 and 4.5 and are reduced to two single parameters by means of principal component
analysis (PCA) (see section 4.5.4). Alternatively, each variable could be ranked before PCA is
performed, which would allow the inclusion of all parameters in a single PCA. This approach is
described by Korhonen et al. [35]. However, theoretical as well as practical issues arise: First,
the differences between correction methods that attain similar results get separated in this ap-
proach and second, Peltola clearly states that the effects on time- and frequency domain HRV
parameters of RR editing should be observed separately [65].
The statistical parameters also show many redundancies but cannot be reduced by means of PCA
because of their relationship and distribution. Section 4.5.1 explains the used statistical param-
eters in detail, as well as useful combinations of them.
The RMSD of the RR intervals has to be adapted to compare signals with a different length (due
to deletion or insertion of RR intervals). Section 4.5.2 describes the calculation of the adapted
RMSD in detail.
Determination of the robustness in Test-2 results in the following three outcomes: Amount of
single erroneous RR intervals that can be processed (Test-2A), number of successive ectopic
beats (Test-2B) and necessary number of NN intervals between ectopic segments (Test-2C). The
outcome of Test-2A describes the robustness against single ectopic beats, whereas Test-2B and
Test-2C can be summarized to the robustness against successive ectopic beats, as described in
section 4.5.5.
The results of Test-3 only contain the statistical parameters, computation time and peak memory.
The HRV parameters, which would be present if no ectopic beat had occurred, are not available
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for ECG signals containing natural ectopic beats. Therefore, this test does not contain informa-
tion about the quality of the correction, but still enables a comparison of the other mentioned
parameters to the corresponding ones of Test-1.

PCA time-domain HRV parameters

RMSSD SDSD SENN pNN50 SDNN

Table 4.4: HRV time-domain HRV parameters used for PCA

PCA frequency-domain HRV parameters

HFnorm LFnorm LF/HF Total Power

Table 4.5: HRV frequency-domain HRV parameters used for PCA

4.5.1 Statistical Parameters

Statistical Parameters are composed of sensitivity, specificity, accuracy, positive predictive value
(PPV) and negative predictive value (NPV). These parameters describe the statistical behavior
of the right correction of annotated RR intervals. Table 4.6 illustrates the relationship be-
tween these parameters and provides their calculation. Sensitivity determines the ability of each
method to correct erroneous RR intervals. Specificity states the ability to leave correct NN inter-
vals unchanged. The PPV determines the probability to only correct erroneous RR intervals but
not correct NN intervals. The negative predictive value displays the relative amount of NN inter-
vals that are correctly not changed. Accuracy reflects the combined results of either sensitivity
and specificity or PPV and NPV.

Condition
Positive Negative

Test Positive TP FP (type I error) PPV =
∑
TP∑

(TP+FP )

outcome Negative FN (type II error) TN NPV =
∑
TN∑

(TN+FN)

Sensitivity Specificity Accuracy

=
∑
TP∑

(TP+FN) =
∑
TN∑

(TN+FP ) =
∑

(TN+TP )∑
(TN+TP+FP+FN)

Table 4.6: Contingency table of statistical parameters
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4.5.2 Adapted Root Mean Squared Error

Statistical parameters only state if erroneous RR intervals are processed but not how well they
were altered. In order to account for the time shift in the RR interval time series of unequally
long signals an adapted form of the RMSD is introduced. For equally long signals this value is
simply the standard RMSD:

RMSD =

√∑n
i=1( ˆRRi −RRi)2

n
, (4.46)

where R̂Ri denotes the RR intervals after correction and RRi the original (true) RR interval
before corruption with ectopic beats.
This value is used for the evaluation of all signals in Test-1 and Test-2, but not in Test-3, since
there is no knowledge about the original RR intervals. If RR intervals are either deleted or
inserted, the standard RMSD cannot be used because of an unequal signal length. Hence, the
adapted RMSD uses the last correct RR interval as reference for calculating the specific devia-
tion of each following RR interval from this reference. This is best performed when using the
difference matrix. The corrected RR intervals are assigned on the vertical and the original RR
interval time series on the horizontal dimension (see figure 4.31). The original difference matrix
without any performed correction is shown in figure 4.31a. The differences between all original
and new RR intervals of the same index are thus displayed on the main diagonal (colorized in
figure 4.31a). If a correction is applied and the signal length is not changed, then the adapted
RMSD is also determined using the diagonal of the difference array (see figure 4.31b, colorized
entries) and equals the standard RMSD. In case of an insertion or deletion of an RR interval
there is a change in signal length, and thus also in the diagonal used for error calculations. In-
stead of using the entry on the original diagonal for determination of the RMSD, the entry on
the new diagonal is used (see figure 4.31c and figure 4.31d, colorized entries).

4.5.3 Box plots

Box plots are a statistical tool to visualize the distribution of cardinal scaled data [83]. Its goal
is to give an impression where data points lie and how they are distributed. Therefore, box plots
are well-suited to compare different methods and still consider the deviations inside one method.
Box plots were created with a built-in MATLAB® function. The central mark is the median, the
edges of the box are the 25th and 75th percentile, the whiskers mark the most extreme data
points not considered as outliers and outliers are plotted individually. Hubert and Vandervieren
have recognized that skewed distributions are not well reflected by standard box plots since
the cutoff values for outliers are derived from the normal distribution [27]. They formulated a
generalization of the box plot by inclusion of a robust measure of skewness in the determination
of the whiskers [27]. Further, the adjusted box plot can be downloaded as part of the LIBRA
library for MATLAB® from their homepage [39].
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Figure 4.31: Determination of the adapted RMSD by means of the difference matrix: (a)
If both IBI series are equally long and no correction is performed, the diagonal contains
only zeros (marked in light orange, x denotes other, non-zero differences). (b) Both IBI
series are equally long but the third IBI is changed and marked in light green (note that the
diagonal is not changed). (c) The third IBI of the original time series is deleted during the
correction (marked with light red) and thus, the new IBI series is shorter, resulting in a time
shift (diagonal changes). (d) After the third IBI one additional IBI is inserted (marked in
light violet). Therefore, the new time series contains one additional IBI and thus induces a
time shift and changing of the diagonal.

4.5.4 Principal Component Analysis (PCA)

The huge amount of variables describing the correction ability of each method makes it neces-
sary to perform a variable reduction. Basically, variable reduction may be either carried out by
means of principal component analysis (PCA), factor analysis (FA) or independent component
analysis (ICA). Suhr describes the differences between PCA and FA and states that FA is used
to determine underlying constructs by means of factors, whereas PCA reduces the number of
variables as long as they are correlated [77]. Jolliffe provides a detailed description of PCA and
further states that ICA is preferably used to non-Gaussian data. ICA is more similar to FA than
to PCA and can be seen as a generalization of PCA for non-normal data [30]. Nevertheless, PCA
does not require any specific assumptions about the data, such as a Gaussian distribution [30]
and is used in the context of this thesis for variable reduction.

The following brief description of PCA is based on the book “Principal Component Analy-
sis” by Jolliffe [30] and the recent review of Nikolov [60].
PCA is a statistical method that uses an orthogonal transformation of observations of correlated
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variables into a new set of linearly uncorrelated variables called principal components (PC).
The transformation is performed in a way that the first principal component (PC) contains the
largest possible variance and each following PC covers the highest possible variance under the
constraint that it is uncorrelated with the previous ones. However, the components are only
guaranteed to be independent if the original data is jointly normal distributed. PCA calculates
loadings that can be seen as weights of each variable for each PC. The scores are the coordinates
of the data in the new variable space. Visualization of the new data is performed in so called
score-score plots that show the new coordinates of the first two principal components. PCA can
be performed by Eigenvalue decomposition of either the data covariance or correlation matrix.
Before performing PCA, the variables of the data matrix have to be mean centered to ensure
that the first PC contains the largest variance. Further, the variables may also be standardized
(division of each variable by its standard deviation), if the variances in the variables differ by
more than one order of magnitude. Mean centering can be accomplished by performing the PCA
on the correlation matrix instead of the covariance matrix.
In this thesis PCA was performed using the correlation matrix. This offers the possibility to use
the Kendall rank correlation instead of the Pearson correlation that assumes a linear relationship
and requires normal distributed data [1]. Before the correlation matrix was computed, the loga-
rithm was taken from the data, since the data showed a highly skewed distribution. According
to Jolliffe, logarithmic scaling improves the usage of non-normal data [30] and comparison of
PCA with non-logarithmicly scaled data clearly showed a better distinction of the data points in
the score-score plots, reflecting the new coordinates [30] (see figures 5.2, 5.3, 5.11 and 5.12 for
the comparison of original data and data where the logarithm was taken).
Since the variables used in the data matrix describe similar properties (RMSD of HRV param-
eters), all coefficients of the first PC are positive. Jolliffe mentions that if all coefficients of the
first PC are positive, this is a measure of size [30]. Thus, the first PC may be used to describe
most of the other features of the original variables as long as the first Eigenvalue is much larger
than the successive ones. The determination of the necessary number of PCs can be done in
several ways. A very simple and effective technique is to plot the Eigenvalues with respect to
their number to visualize the covered variance [30].
The correlations between the variables of the time and frequency domain were calculated by
means of the Kendall’s rank correlation. High correlations (over 0.9) between the different HRV
variables can be seen in the time-domain HRV parameters of Test-1A and 1B (see tables 4.7 and
4.9, marked in red), but not in the frequency-domain parameters. The correlations clearly illus-
trate the possibility of variable reduction by means of PCA. Although the correlations for the
frequency-domain HRV parameters in table 4.8 and 4.10 are low, compared to the time-domain
correlations, the PCA still resulted in a good outcome, as illustrated by the large decrease in the
Eigenvalue diagram after the first PC (see figure 5.1 for Test-1A and 5.10 for Test-1B).

4.5.5 Determination of Robustness

Robustness is addressed by three test cases, which all result in one parameter each: The amount
of single PVCs that can be processed, the number of successive PVCs that can be processed
(denoted as ectopic segment length) and the number of correct NN intervals necessary between
ectopic segments. These parameters have to be summarized for a better comparison behavior.
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RMSSD SDNN SDSD SENN pNN50

RMSSD 1
SDNN 0.63 1
SDSD 1.00 0.63 1
SENN 0.62 0.95 0.62 1
pNN50 0.52 0.53 0.52 0.52 1

Table 4.7: Kendall’s rank correlation of time-domain HRV parameters for Test-1A

Total Power LF/HF LFnorm HFnorm

Total Power 1
LF/HF 0.58 1
LFnorm 0.55 0.54 1
HFnorm 0.64 0.64 0.62 1

Table 4.8: Kendall’s rank correlation of frequency-domain HRV parameters for Test-1A

RMSSD SDNN SDSD SENN pNN50

RMSSD 1
SDNN 0.67 1
SDSD 1.00 0.67 1
SENN 0.62 0.93 0.62 1

pNN50 0.63 0.50 0.63 0.47 1

Table 4.9: Kendall’s rank correlation of time-domain HRV parameters for Test-1B

Total Power LF/HF LFnorm HFnorm

Total Power 1
LF/HF 0.50 1

LFnorm 0.56 0.49 1
HFnorm 0.62 0.52 0.66 1

Table 4.10: Kendall’s rank correlation of frequency-domain HRV parameters for Test-1B
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First, a PCA was performed, but resulted in an insufficient outcome. Table 4.11 illustrates that
the rank correlation of the three robustness parameters is extremely low. This is related to the
high variations in nearly all methods in the specific variables.

Multiple EB NN Space Single EB
Multiple EB 1

NN Space 0.28 1
Single EB -0.24 0.01 1

Table 4.11: Kendall’s rank correlation of robustness parameters

In a new approach, the robustness is divided into two cases, one for single ectopic beats and
one for successive ones. Hence, the outcome of Test-2A, the amount of single PVCs that can be
processed, is used as the robustness against single ectopic beats. The robustness against ectopic
segments is calculated as the fraction of successive PVCs that can be processed in relation to the
required number of correct NN intervals between those segments.

Robseg =
MultipleEB
NNSpace

(4.47)

This new variable takes the fact into count that the robustness against ectopic segments is
only high if there are few NN intervals needed for correction.

4.5.6 Kivat-Diagrams

The final results are summarized in Kivat diagrams, also known as spider or net diagrams. They
offer the ability to compare the results of multiple methods in several dimensions in one plot.
The used variables are on different scales and have to be processed before proper illustration can
be performed in a Kivat diagram.
The statistical parameters cannot be summarized by means of PCA due to their relations and
data distributions. Nevertheless, they are highly correlated and show some redundancies. Vi-
sual comparison displayed that the usage of sensitivity and PPV is enough to cover the overall
performance, since the other statistical parameters do not contain additional information. These
two parameters are directly plotted on two axis of the Kivat diagram. All other variables were
scaled to the range from 0 to 100, were 0 denotes the worst possible outcome and 100 the best
one in all correction approaches:

V i
scaled =

max(Vorig)− V i
orig

max(max(Vorig)− Vorig)
· 100, V i

orig ∈ Vorig, (4.48)

where Vorig is the quantity of all scores.
The used variables are mean computation time, peak memory, RMSD of RR intervals, scores of
PC 1 of HRV time-domain parameters and scores of PC 1 of HRV frequency-domain parameters.
In case of Test-3 (naturally occurred ectopic beats), only the first two variables were used.
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CHAPTER 5
Results

The results are described according to the test cases mentioned in section “4.2 Test Cases”. In
short, Test-1A describes the behaviour of the correction ability of single ectopic beats, Test-1B
the correction performance of multiple ectopic beats. Test-2 displays the robustness of all cor-
rection approaches with respect to the maximum number of single PVCs that can be processed,
the maximal number of PVCs in one ectopic segment and the necessary amount of NN intervals
between these ectopic segments. Test-3 displays the correction behavior of natural ectopic beats.

At the beginning of section 5.1 and 5.2, the results of the PCAs of the time- and frequency-
domain HRV parameters are shown in score-score plots of the first two principal components
(PC). The scores of the first PC, the RMSD of RR intervals, computation time and peak memory
are illustrated in box plots. Box plots of the absolute deviation of the individual HRV parame-
ters can be seen in appendix B. Sensitivity, PPV and the RMSD of the HRV parameters of all
signals of the same test are illustrated in one table. At the end of both sections, the outcome of
each test case is summarized in four Kivat diagrams (for a description see section “4.5.6 Kivat-
Diagrams”). This segmentation is necessary to be able to distinguish the different methods and
is performed according to the classification of ectopic beat correction methods as displayed in
figure 4.1. Additionally, the best approaches of each class (determined by the highest mean
score of all variables) is displayed in the fourth Kivat diagram. The variables used in the Kivat
diagrams are abbreviated as described in table 5.1.

A table illustrates the reached scores of all correction approaches for Test-1A and -1B, start-
ing with the best performing method on top. This tables are intended to give a quick overview of
the performance of all correction approaches for each test specifically. At the end of these two
sections, three tables show the distributions of the deviations of all HRV parameters by means
of the median, the 2.5 and 97.5 percentile, the confidence interval and the Kendall’s correlation
coefficient, compared to the original HRV parameters. The methods are clustered in the same
way as the Kivat diagrams, according to figure 4.1.

71



Abbreviation Descrition
Time First PC of time-domain HRV parameters
Freq First PC of frequency-domain HRV parameters
Mem Peak Memory

CompT Computation Time
RMSD RMSD of RR intervals

Table 5.1: Abbreviations of variables used in the Kivat diagrams

Test-2 illustrates the robustness against single ectopic beats and ectopic segments in two
boxplots. Thereby, the robustness against ectopic segments is the summarized result of Test-2B
and -2C (see section 5.3). The individual results can be seen in section B.3.

Test-3 contains only information about sensitivity, PPV, computation time and peak memory
of only one test set. Hence, the results are displayed in a 1-D point plot, instead of a box plot.
The Kivat diagrams and the table illustrating the ranking of the performance of all correction
approaches are the same as described previously.

5.1 Test-1A: Correction of Single Ectopic Beats

This section describes the outcome of the correction approaches to restore HRV signals disrupted
with single PVCs and PACs at a ratio of 1:1. The detailed results of the absolute deviations of
each time- and frequency-domain HRV parameter are illustrated in appendix B.1.1 and B.1.2. In
the current paragraph, only the results of the PCA are described. Figure 5.1 shows the decrease
of the Eigenvalue with respect to the number of PCs. Obviously, there is no appreciable increase
in information after the first Eigenvalue. Thus, in time- and frequency-domain, only the first PC
is considered for the comparison of the correction ability.

Figure 5.2 illustrates the score-score plot of the first and second PC after PCA on Kendall’s
rank correlation matrix of the frequency-domain HRV parameters. Figure 5.2a shows the score-
score plot of the data after taking the logarithm, whereas figure 5.2b displays the same plot on
the original data. Taking the logarithm of the original data obviously enhances the separation of
the clusters, especially in the lower region. Nevertheless, the original data offers the possibility
to use the Zero Error point as a reference for the performance of the correction approaches. Both
plots clearly demonstrate that all approaches perform much better than no correction.
The results of the PCA are described by means of figure 5.2a, since distinctions can be better
made in the logarithmic scaled data. Low scores of PC 1 refer to a good correction ability,
high scores to a bad one. The best correction methods are kNN-AF, INT-0O, AROFIL and
MEDFIL. As the variance is rather high in these clusters, no precise ranking can be done.
Further, INT-1O, IPFM-S, AMFILT and DELETE are also located very near to the former men-
tioned approaches. In contrast, approaches that yielded high scores in the first PC, like THRESH,
WAVE-F, BUFFER, GP-IIA, IPFM-C, SWAFIL and IRFILT are clearly apart from all other
methods and thus, perform worse. Additionally, these methods form more distinct clusters and

72



1 2 3 4 5
0

1

2

3

4

Number of Eigenvalue

E
ig

en
va

lu
e

Determination of Number of Principal Components

Time Parameters
Frequency Parameters

Figure 5.1: Eigenvalue plot of Test-1A: Time- and frequency-domain HRV parameters show
a flattening decrease after the second eigenvalue. Hence, the first PC is sufficient for the
representation of HRV parameters in both cases.

can be better separated from other approaches in the score-score plot. Figure 5.2b illustrates
that well performing methods are located rather near to the Zero Error point compared to worse
performing ones. The detailed results of each frequency-domain HRV variable are illustrated in
appendix B.1.2.

Figure 5.3 illustrates the score-score plot of the first and second PC after PCA on Kendall’s
rank correlation matrix of the time-domain HRV parameters in the same manner as described
by means of the frequency-domain parameters. Basically, the outcome is very similar to the
frequency-domain. All approaches perform much better than no correction.
Again, the best correction methods are MEDFIL, INT-0O, INT-1O and AROFIL. CSINTP,
DELETE, kNN-AF, AMFILT and IPFM model with s-parameter (IPFM-S) are also located very
near to the best approaches. Algorithms that yielded high scores in the first PC, like THRESH,
SWAFIL, IPFM-C, GP-IIA, BUFFER, WAVE-F, PPHDIG and IRFILT are clearly separated
from all other methods. Figure 5.3b illustrates that well performing methods are located rather
near to the Zero Error point, with respect to the deviations from worse performing approaches.
Detailed results of each time-domain HRV variable are illustrated in appendix B.1.1.

The box plots in figure 5.4 and 5.5 show the scores of the first principal component, based
on the root mean squared deviation of the HRV parameters. The results are the same as de-
scribed in the score-score plots previously. However, box plots are advantageous to visualize the
variances in each method and to compare the median performance of them, but do not take the
second PC into account. Both box plots demonstrate that most correction approaches perform
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Figure 5.2: Test-1A score-score plots of frequency-domain HRV parameters: Low scores
of PC 1 refer to a good correction behavior, high scores to a bad one (all variables have
positive loadings for this component). In the case of PC 2 there is no linear relationship to
the original data because of positive and negative loadings. (a) The logarithm was taken of
the data before PCA was applied, resulting in a better separation of the clusters, especially
in the case of lower scores. (b) Plot of original data and addition of the “Zero Error” point.
The legend is valid for both diagrams.
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Figure 5.3: Test-1A score-score plots of time-domain HRV parameters: Low scores of PC
1 refer to a good correction behavior, high scores to a bad one (all variables have positive
loadings for this component). In the case of PC 2 there is no linear relationship to the
original data because of positive and negative loadings. (a) The logarithm was taken of the
data before PCA was applied, resulting in a better separation of the clusters, especially in
the case of lower scores. (b) Plot of original data and addition of the “Zero Error” point.
The legend is valid for both diagrams.
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very similar, except of the three methods that rely on self-detection of erroneous RR intervals
(THRESH, IRFILT and SWAFIL) and models that cannot correct single ectopic beats without a
compensatory pause reliably (see section 6.6 for more details).
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Figure 5.4: Test-1A box plot of HRV frequency-domain parameters. PCA was performed
on the RMSD of the HRV parameters mentioned in table 4.8 for ten test sets containing 151
signals each. Hence, the box plot displays the scores of the first principal component with
ten values for each method.

A comparison of the mean computation time clearly shows that eight methods perform
very similar (figure 5.6 shows overlapping whiskers): All median filters (MEDFIL, AMFILT,
AROFIL), IRFILT, THRESH, INT-0O, kNN-AF and TPC-HT. Only DELETE obviously needs
the shortest time, since it is the simplest correction ability. Methods that require a longer compu-
tation time are three physiologically motivated models (PPHDIG, IPFM-C and IPFM-S), sliding
window average filter (SWAFIL), WAVE-F, CSINTP and NPI-CT.

The box plot of the peak memory shows that the memory is mostly constant in the iterative
testing of the correction approaches (see figure 5.7). Exceptions are one to two outliers per cor-
rection approach. Not only complex approaches, such as models and adaptive filters (AMFILT
and AROFIL), but also more simple interpolation methods (CSINTP, INT-1O and NPI-CT) have
a higher peak memory. In contrast, both removal approaches (DELETE and THRESH), IRFILT,
SWAFIL and INT-0O need the lowest memory.

The adjusted box plot in figure 5.8 illustrates the adapted root mean squared deviation
(RMSD) of the RR intervals. Basically, the medians show the same relations as already de-
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Figure 5.5: Test-1A box plot of HRV time-domain parameters. PCA was performed on
the RMSD of the HRV parameters mentioned in table 4.7 for ten test sets containing 151
signals each. Hence, the box plot displays the scores of the first principal component with
ten values for each method.
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Figure 5.6: Test-1A box plot of mean computation time. Mean computation time was calcu-
lated for each of the ten test sets by dividing the total time for one test set by the 151 signals
processed. Hence, the box plot displays ten values for each method.
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Figure 5.7: Test-1A box plot of peak memory. Peak memory was determined by means of
the built-in “profiler” in MATLAB® for each of the ten test sets separately. Hence, the box
plot displays ten values for each method.

scribed in the time- and frequency-domain HRV parameters. Methods that rely on self detection
of erroneous RR intervals and models that cannot correct single ectopic beats without compen-
satory pause reliably perform worse than most other approaches. PPHDIG shows a rather low
median RMSD, but several outliers towards higher values, which may describe the worse per-
formance of this method in time-domain parameters, compared to frequency ones.

The sensitivity of all correction approaches is very high (between 97 and 100 %), except for
IRFILT (76.4 %), THRESH (86.3 %) and GP-IIA (91.0 %), see table 5.2). IRFILT, THRESH
and SWAFIL have to detect erroneous RR intervals on their own, whereas all other methods use
already annotated data, resulting in a higher sensitivity.
The PPV is much lower than the sensitivity in most cases (see table 5.2), except for the median
filters (MEDFIL, AMFILT and AROFIL), all kinds of interpolation (INT-0O, INT-1O, CSINTP
and NPI-CT), DELETE and TPC-HT. These approaches can only fail to correct erroneous in-
tervals, resulting in a loss of sensitivity. They can never falsely correct NN intervals, resulting
in a PPV of 100 % in all test cases. Again, THRESH, IRFILT and SWAFIL show very low
values, since they need to detect erroneous RR intervals o their own. The extremely low PPV of
WAVE-F is related to the processing of erroneous RR intervals in the frequency domain. Chang-
ing of wavelet coefficients always results in alteration of multiple neighboring NN intervals. All
models that can only correct ectopic beats with compensatory pause (GP-IIA, IPFM-S, IPFM-D,
IPFM-C and BUFFER) reach a PPV below 75 %, since they always alter two RR intervals (shift-
ing of beats), even if only one is erroneous.
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Figure 5.8: Test-1A adjusted box plot of adapted RMSD of RR intervals. The adjusted box
plot (according to Hubert and Vandervieren [27]) displays all 1510 recordings of the ten
Test-1A cases, containing 151 signals each. Note: Whiskers that extend below 10−2 are
zero and thus cannot be displayed on the logarithmic scale.

The RMSD of most HRV parameters is reduced remarkably, compared to no correction (see
table 5.2). A comparison to the original variables indicates that the individual HRV parameters
are affected in a different way by inclusion of ectopic beats. For example, in the time domain,
RMSSD and SDSD are much more altered than pNN50 and SENN. In the time domain, HF is
more changed than LF.
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Figure 5.9 summarizes the results of Test-1A in four Kivat diagrams, whereby three show
the results of each class, as described in section 4.1 and illustrated in figure 4.1. The fourth Kivat
diagram compares the best representation of each class. As already mentioned in the outcome
of the PCA of the HRV time- and frequency-domain parameters, distinctions in the performance
of the correction methods can be made only partly. For example, all of the “Interpolation and
Removal” approaches, except the THRESH, perform very similar. In the “Filtering” class, all
median filters (MEDFIL, AMFILT and AROFIL) and kNN-AF perform best and reach similar
scores as interpolation techniques. IRFILT, SWAFIL and WAVE-F show a clearly worse oper-
ating level. Comparison of the different models for ectopic beat correction shows that TPC-HT
achieves the highest scores, except in the frequency-domain, where IPFM-S performs better.
The IPFM-D approach performs nearly identical to the TPC-HT method in terms of the HRV
parameters and the RMSD of the RR intervals. All other models accomplish much lower scores,
especially in the case of the error of time- and frequency-domain HRV parameters. The compar-
ison of the best methods points out that MEDFIL achieves similar results compared to INT-0O,
in all variables. Although TPC-HT performs worse in the error of the HRV parameters, it attains
nearly the same scores in all other variables compared to the other two approaches.

Table 5.3 summarizes the findings of Test-1A by means of the achieved scores. The table is
intended to give a quick overview of the mean performance of all correction approaches and is
ordered in decreasing scores. Hence, methods on top of the table are highly recommended for
correction of single ectopic beats whereas those on the bottom should be avoided in this test case.

The detailed deviations of all used frequency- and time-domain HRV parameters are sum-
marized in three tables, according to the three clusters, as represented in the Kivat diagrams (see
figure 5.9). The tables illustrate the median deviation of each HRV parameter with respect to
the original ones. Further, the 2.5 and 97.5 percentile is given as a measure of deviation. The
confidence interval and Kendall’s rank correlation coefficient compare the distributions of the
new HRV parameters to the original ones.
Table 5.4 illustrates the deviations of the HRV parameters and the RMSD of the RR intervals
of all removal and interpolation approaches. Most correlation coefficients are above 0.9 for all
HRV parameters. Thus, all HRV parameters are very reasonably restored by all correction ap-
proaches, except of THRESH, which performs a little weaker in most parameters.
Table 5.5 demonstrates the deviations of the HRV parameters and the RMSD of the RR intervals
for all filter methods. Similar to the interpolation and removal class, most correlation coefficients
are above 0.9 for all HRV parameters. All HRV parameters are also very reasonably restored
by all filter approaches. The median filters and the kNN-AF perform better than the IRFILT,
SWAFIL and WAVE-F, since the first two approaches rely on self detection of erroneous RR
intervals and the wavelet filter changes several adjacent correct NN intervals.
The correction performance of the BUFFER, GP-IIA and IPFM-C is weaker than the perfor-
mance of the other models (see table 5.6). Additionally, the deviations of the HRV parameters
and the RMSD of the RR intervals in these methods are higher than in the other approaches.
Again, most correlation coefficients are above 0.9 for all HRV parameters. All HRV parameters
are also very reasonable restored by IPFM-S, IPFM-D, TPC-HT and PPHDIG.
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Figure 5.9: Test-1A Kivat Diagrams: Kivat diagrams are shown for the correction methods
of each class separately, namely (a) “Interpolation and Removal”, (b) “Filtering” and (c)
“Models”. The fourth diagram (d) compares the best methods of each class (determined
by the highest mean scores of all variables) with each other. Abbreviations of the variables
can be obtained from table 5.1.
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Sens PPV Time Freq Mem CompT RMSD

INT-0O 99.95 100.00 99.89 99.69 98.79 99.15 99.26
MEDFIL 99.87 100.00 100.00 95.71 98.19 98.98 98.65
kNN-AF 99.95 100.00 91.70 100.00 97.56 99.32 97.47
AROFIL 99.82 100.00 97.93 95.71 94.24 97.63 98.65

INT-1O 100.00 100.00 99.20 93.26 86.10 94.93 100.00
DELETE 100.00 100.00 92.53 83.31 99.40 100.00 97.61
AMFILT 99.00 100.00 92.55 87.16 96.82 98.31 98.28
CSINTP 100.00 100.00 94.44 80.70 89.73 86.48 97.61
TPC-HT 99.89 100.00 80.78 69.89 96.11 98.31 94.26
NPI-CT 99.95 100.00 84.26 78.38 90.84 80.22 95.33
IPFM-D 99.97 65.66 85.25 73.31 89.71 89.88 94.62
IPFM-S 99.95 66.98 90.33 91.85 75.77 71.40 96.01
GP-IIA 91.07 67.26 24.14 13.63 92.74 96.45 64.06

BUFFER 97.63 70.12 27.09 15.82 74.41 92.05 67.57
IRFILT 76.42 43.31 26.58 28.28 100.00 98.46 68.67

PPHDIG 97.87 93.25 22.43 58.16 83.50 0.00 73.25
WAVE-F 100.00 8.49 32.09 14.46 92.48 77.84 67.63
SWAFIL 96.84 29.86 0.00 19.44 99.40 59.40 49.50

THRESH 86.03 11.91 3.18 0.00 99.40 98.14 0.00
IPFM-C 98.55 73.71 17.62 14.49 0.00 16.65 62.46

Table 5.3: Summarized results of Test-1A: Correction methods are listed in decreasing order
of their mean performance in all parameters. Abbreviations are: Sensitivity (Sens), positive
predictive value (PPV), PC-1 of time-domain HRV parameters (Time), PC-1 of frequency-
domain HRV parameters (Freq), Peak Memory (Mem), Computation Time (CompT) and
RMSD of all RR intervals (RMSD). Sensitivity and PPV are given in % whereas all other
parameters denote the score with respect to the best performing (100) and worst performing
(0) approach (see section 4.5.6 for a more detailed description).
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5.2 Test-1B: Correction of Successive Ectopic Beats

This section is structured in the same way as the previous section (see section “5.1 Test-1A:
Correction of Single Ectopic Beats”). However, Test-1B considers successive ectopic beats,
like PVC couplets and triplets, bigeminy, trigeminy and sustained and non-sustained ventricular
tachycardia in addition to single PVCs and PACs. Hence, Test-1B can be seen as testing for a
high noise level and Test-1A for a moderate one. As in Test-1A, a PCA was performed on the
RMSD of the time- and frequency-domain HRV parameters. The detailed results of each time-
and frequency-domain HRV variable are illustrated in appendix B.2.1 and B.2.2. In the current
section, only the results of the PCA are described. Figure 5.10 illustrates the Eigenvalue dia-
gram for the determination of the number of necessary principal components. The figure shows
a flattening decrease after the second Eigenvalue, meaning that the first principal component is
sufficient to describe most of the variation in time- and frequency-domain HRV parameters.
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Determination of Number of Principal Components

Time Parameters
Frequency Parameters

Figure 5.10: Eigenvalue plot of Test-1B: Time- and frequency-domain HRV parameters
show a flattening decrease after the second Eigenvalue. Hence, the first PC is sufficient for
the representation of the HRV parameters in both cases.

Figure 5.11 displays the score-score plot of the first and second principal component of the
HRV frequency-domain parameters. Similar to Test-1A, PCA on the original data makes it hard
to distinguish the correction methods, whereas taking the logarithm of the data enhances the
separation. Low scores in PC 1 refer to a good correction ability, high scores to a bad one.
Especially well performing correction approaches result in more compact clusters, compared to
the same methods in Test-1A (compare to figure 5.2). As a result, DELETE performs obviously
best in the frequency domain. Further, INT-1O and INT-0O are both located near to DELETE
and are followed by IPFM-S in terms of performance. TPC-HT, THRESH, GP-IIA and IPFM-D
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also accomplish reasonable scores but all other methods are slightly set apart. Most of them do
not form distinct clusters, except of CSINTP, which is located far away from the other algorithms
and performs even worse than no correction. Therefore, cubic spline interpolation seems to
introduce many highly erroneous RR intervals, instead of replacing the original erroneous ones
with better estimates. BUFFER, IPFM-C, IRFILT, MEDFIL AMFILT, AROFIL, kNN-AF and
PPHDIG form one big cluster that performs rather bad. However, all correction approaches,
except CSINTP, still perform better than no correction. Interestingly, all methods form a more
compact cluster than in Test-1A. Therefore, good correction approaches are not well separated
from worse ones, compared to Test-1A (compare figure 5.11b with 5.2b). Even the distance to
the Zero Error point is enlarged for the best correction approaches.
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Figure 5.11: Test-1B score-score plots of frequency-domain HRV parameters: Low scores
of PC 1 refer to a good correction behavior, high scores to a bad one (all variables have
positive loadings for this component). In the case of PC 2 there is no linear relationship to
the original data because of positive and negative loadings. (a) The logarithm was taken
from the data before PCA was applied, resulting in a better separation of the clusters,
especially in the case of lower scores. (b) Plot of original data and addition of the “Zero
Error” point. The legend is valid for both diagrams.
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The score-score plot of the time-domain HRV parameters shows that taking the logarithm
of the data results in a very good separation of most correction approaches, especially in lower
scores (see figure 5.12a). Therefore, DELETE is clearly the best correction approach in terms of
correcting time-domain HRV parameters. INT-0O, INT-1O and IPFM-S also accomplish a good
performance. IPFM-C and BUFFER perform worst, but CSINTP shows the largest variance.
THRESH and GP-IIA perform rather well and are still clearly set apart from the cluster of worse
performing approaches. There is a linear increase in the scores of PC-1 in the plot of the original
data (see figure 5.12b) from the Zerro Error point towards the worst performing method. This
trend is even more extreme than in the frequency domain (compare to figure 5.11b).
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Figure 5.12: Test-1B score-score plots of time-domain HRV parameters: Low scores of
PC 1 refer to a good correction behavior, high scores to a bad one (all variables have
positive loadings for this component). In the case of PC 2 there is no linear relationship to
the original data, because of positive and negative loadings. (a) The logarithm was taken
from the data before PCA was applied. This results in a better separation of the clusters,
especially in case of lower scores. (b) Plot of original data and addition of the “Zero Error”
point. The legend is valid for both diagrams.

Box plots of time- and frequency-domain HRV parameters illustrate the behavior of the cor-
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rection methods by means of scores of the first principal component (see figure 5.13 and 5.14).
Both figures show the same relations between the correction approaches, except of CSINTP
which performs a little better in the time domain than in the frequency domain. CSINTP, INT-0O
and TPC-HT show a larger variation in time-domain parameters compared to frequency ones.
The description of the results can be obtained from that of the score-score plots.
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Test-1B RMSD of HRV Frequency Parameters after PCA

Figure 5.13: Test-1B box plot of HRV frequency-domain parameters. PCA was performed
on the RMSD of the HRV parameters mentioned in table 4.8 for ten test sets containing 151
signals, each. Hence, the box plot displays the scores of the first principal component with
ten values for each method.

Like in Test-1A, the RMSD of the RR intervals is also very similar to the time- and frequency-
domain HRV parameters (compare figure 5.15 with figure 5.13 and 5.14). The RMSD is lowest
for DELETE, INT-1O, INT-0O and for IPFM-S. Further, it is highest for CSINTP in terms of
the outliers.

The computation time increased a lot for many methods compared to Test-1A (compare fig-
ure 5.6 with figure 5.16). For example, the computation time of the two adaptive median filters,
AROFIL and AMFILT, increased alomost by two orders of magnitude. In contrast, the best per-
forming methods, DELETE, INT-0O and THRESH require nearly the same computation time
as in the low error case (DELETE has a median computation time of zero, which may be re-
lated to the inability of the profiler in MATLAB® to display very small values). DELETE and
INT-0O are clearly set apart from the majority of the other correction algorithms by one order of
magnitude. The IPFM model with cost function (IPFM-C) and PPHDIG need by far the highest
computation time (more than 200 ms, whereby all other methods require less than 60 ms on the
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Figure 5.14: Test-1B box plot of HRV time-domain parameters. PCA was performed on
the RMSD of the HRV parameters mentioned in table 4.7 for ten test sets containing 151
signals, each. Hence, the box plot displays the scores of the first principal component with
ten values for each method.

test system).

The peak memory in Test-1B differs over two orders of magnitude between the correction
approaches, like in Test-1A (compare figure 5.7 with figure 5.17). Both test cases even show
nearly identical values for each correction approach, just the outliers are sometimes different.
The peak memory is lowest for IRFILT and highest for IPFM-C. In general, more complex
methods such as models demand a higher peak memory, whereas simpler ones, such as thresh-
old and mean filters, require less memory.

The comparison between Test-1B and Test-1A showed that sensitivity decreased by a fac-
tor of ten for the BUFFER, by a factor of five for PPHDIG, by a factor of three for IRFILT,
AROFIL and SWAFIL and almost by a factor of two for MEDFIL, AMFILT and NPI-CT (com-
pare table 5.2 with 5.7). All of these methods yield a sensitivity lower than 50 %, except of the
MEDFIL, AMFILT and NPI-CT. In contrast, the best performing approaches, INT-1O, CSINTP,
kNN-AF, DELETE, TPC-HT, IPFM-S and IPFM-D, reach a sensitivity of almost 100 %.
PPV increased for most approaches, except for INT-0O and NPI-CT, compared to Test-1A (com-
pare table 5.2 with 5.7). Especially, the PPV of WAVE-F and THRESH has increased by a factor
of six and IRFILT and SWAFIL doubled their PPV. This huge increase is related to the much
higher amount of erroneous RR intervals (more positive values for correction). All other meth-
ods that already yielded a PPV of 100 % in Test-1A also reached this value in Test-1B: All
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the built-in “profiler” in MATLAB® for each of the ten test sets separately. Hence, the box
plot displays ten values for each method.

median filters, INT-1O, CSINTP, kNN-AF, TPC-HT and DELETE.
The RMSD of most HRV parameters increased, due to the much higher error density in Test-1B,
compared to Test-1A. This can be seen best in the large errors in the total power and the SDNN
for cubic spline interpolation. Most approaches result in a remarkable reduction of the RMSD
in all HRV parameters, compared to no correction. Nevertheless, some correction approaches
induce more errors than no correction, although there are differences between the errors in dif-
ferent HRV parameters.
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The summarized results of Test-1B in the Kivat diagrams illustrate that the performance of
the methods differs more than in Test-1A (compare figure 5.9 with figure 5.18). Therefore, the
methods can be better separated, allowing an easier detection of the best methods, except in the
model class. In the “Interpolation and Removal” class, DELETE clearly performs best, whereas
NPI-CT and CSINTP perform worst. In the “Filtering” class all methods yield very low scores
in time- (below 50) and frequency-domain HRV parameters (below 30). However, the kNN-AF
still reaches the highest possible scores in all other variables and thus, performs best in this
class. The weakest performing filter is IRFILT, showing the lowest scores in all parameters,
except PPV and peak memory. Comparison of the correction approaches in the model class
shows that IPFM-S achieves the highest scores, except in peak memory and computation time.
GP-IIA performs nearly similar and reaches scores that just are ten points lower in the error
of the time- and frequency-domain HRV parameters. A comparison of the best methods of
each class clearly displays that deletion is the best approach to handle huge amounts of errors.
IPFM-S still performs reliably, whereas kNN-AF is clearly outperformed.

Table 5.8 summarizes the scores of all approaches in Test-1B. The table is intended to give
a quick overview of the mean performance of all correction approaches and is ordered in de-
creasing scores. Hence, methods on top of the table are highly recommended for correction of
successive ectopic beats in this test case.

The detailed deviations of all frequency- and time-domain HRV parameters used are summa-
rized in the same way as described in section section “5.1 Test-1A: Correction of Single Ectopic
Beats”.
Table 5.9 illustrates the deviations of the HRV parameters and the RMSD of the RR intervals
of all removal and interpolation approaches. The correlation coefficients are lower, compared
to Test-1A and also the 2.5 and 97.5 percentile show a much larger deviation from the median.
Interestingly, the median itself did not change in most of the HRV parameters remarkably. The
RMSD of the RR intervals also increased for all approaches. In general, the relations between
the performances of the individual methods are similar to Test-1A. However, DELETE performs
a little better than all other approaches and CSINTP shows the largest deviation in most HRV
parameters.
Table 5.10 demonstrates that the performance of all filter approaches decreased tremendously,
compared to Test-1A. The correlation coefficients are much lower, and the 2.5 and 97.5 per-
centile show an enormous increase in the deviation from the median. Surprisingly, the median
itself still is very small in most parameters for all filter methods. The RMSD of the RR intervals
increased for all approaches at least by a factor of two, compared to Test-1A. A comparison of
table 5.10 with 5.9 clearly illustrates that filters cannot compete with interpolation and removal
approaches, when dealing with successive ectopic beats.
Like the filter methods, most models perform much weaker when dealing with ectopic segments
and successive ectopic beats (see table 5.11). Most approaches show a high decrease in the corre-
lation coefficients and an increase in the deviations of the 2.5 and 97.5 percentile. A comparison
of table 5.11 with 5.9 clearly illustrates that also models cannot compete with interpolation and
removal approaches when dealing with successive ectopic beats.
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Figure 5.18: Test-1B Kivat Diagrams: Kivat diagrams are shown for the correction meth-
ods of each class separately, namely (a) “Interpolation and Removal”, (b) “Filtering” and
(c) “Models”. The fourth diagram (d) compares the best methods of each class (determined
by the highest mean scores of all variables) with each other. Abbreviations of the variables
can be obtained from table 5.1.
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Sens PPV Time Freq Mem CompT RMSD

DELETE 100.00 100.00 100.00 100.00 99.40 100.00 99.05
INT-0O 98.93 99.80 78.32 83.09 98.96 99.93 99.92
INT-1O 100.00 100.00 83.21 80.66 86.10 95.68 100.00
IPFM-S 99.98 98.49 82.36 70.99 75.77 93.41 98.64
GP-IIA 99.05 98.53 69.31 60.58 92.74 99.41 94.93

TPC-HT 99.85 100.00 43.55 62.56 96.28 98.41 90.42
IPFM-D 100.00 98.41 37.82 54.26 89.71 98.90 90.14

THRESH 79.85 72.67 66.31 60.19 99.41 99.69 90.23
kNN-AF 99.98 100.00 20.92 23.18 97.55 99.24 74.05

MEDFIL 62.40 100.00 44.01 29.81 98.19 99.10 71.29
NPI-CT 66.70 98.90 20.46 36.31 90.94 96.51 83.28

WAVE-F 92.85 54.00 50.53 28.37 90.91 97.62 78.71
SWAFIL 36.25 74.45 44.92 33.88 99.40 95.77 90.84
AMFILT 50.75 100.00 18.56 18.43 96.01 90.51 71.86
AROFIL 33.14 100.00 16.65 18.16 94.04 89.82 71.99
CSINTP 100.00 100.00 44.67 0.00 89.76 77.24 0.00
IRFILT 23.78 76.08 15.16 17.61 100.00 99.68 69.79

BUFFER 8.83 90.21 9.15 11.81 74.40 98.81 68.08
PPHDIG 21.78 97.54 19.96 24.03 83.50 0.00 87.36
IPFM-C 84.43 99.17 0.00 8.74 0.00 22.25 63.31

Table 5.8: Summarized results of Test-1B: Correction methods are order decreasing by
their mean performance in all parameters. Abbreviations are: Sensitivity (Sens), positive
predictive value (PPV), PC-1 of time-domain HRV parameters (Time), PC-1 of frequency-
domain HRV parameters (Freq), Peak Memory (Mem), Computation Time (CompT) and
RMSD of all RR intervals (RMSD). Sensitivity and PPV are given in % whereas all other
parameters denote the score with respect to the best performing (100) and worst performing
(0) approach (see section 4.5.6 for a more detailed description).
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5.3 Test-2: Robustness

This section shows the results of the robustness estimation, after variable reduction, as defined
in section 4.5.5. The detailed outcome of all three Test-2 cases can be seen in appendix B.3.
Figure 5.19 illustrates the robustness against single ectopic beats. The best performing methods
reach a robustness of 50 % single ectopic beats, the highest possible value. Thus, these ap-
proaches are even suitable to correct long segments of bigeminy (every second beat is ectopic).
The best approaches are: THRESH, GP-IIA, INT-1O, WAVE-F and DELETE. The deviations
of INT-1O and WAVE-F are rather high and their whiskers extend over the medians of weaker
performing methods. Therefore, distinctions between approaches which reach a robustness of
25 to 33 % cannot be made pervasively. The two least robust methods are IPFM-C and IPFM-S.
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Figure 5.19: Test-2, box plot of robustness against single ectopic beats. Robustness was
determined for each of the nine HRV parameters and the adjusted RMSD of the RR intervals
separately, resulting in ten data points per method.

Figure 5.20 illustrates the ratio of successive ectopic beats that can be processed to the nec-
essary number of correct NN intervals between those segments. THRESH and GP-IIA clearly
outperform all other approaches. Most of the other methods show overlapping boxes due to
their high deviation, and make any ranking impossible. Several methods show a ratio about one,
meaning that processing of successive ectopic beats requires the same amount of correct NN
intervals between ectopic segments. The IPFM-C, IPFM-D, PPHDIG model and the kNN-AF
method show the lowest ratio. All of these approaches require more correct NN intervals be-
tween ectopic segments than successive ectopic beats can be reliably corrected.
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Figure 5.20: Test-2, box plot of robustness against ectopic segemts. Robustness was de-
termined for each HRV parameter and the adjusted RMSD of RR intervals, resulting in ten
data points per method.

5.4 Test-3: Correction of Natural Ectopic Beats

Test-3 offers the possibility to compare the results of artificially corrupted RR interval time se-
ries to naturally erroneous signals. A comparison can only be made of statistical parameters,
computation time and peak memory, but not of the deviations from the original HRV parameters
since these are unknown. Further, Test-3 enabled a comparison of the correction ability of each
method between artificial and natural ectopic beats. This data is not shown, since it does not pro-
vide additional information about the comparison between the different correction algorithms.

The sensitivity in Test-3 is lowest for PPHDIG, IPFM-C and IRFILT, and highest for DELETE,
INT-1O and CSINTP (100 % in all three cases; see figure 5.21). The results in the sensitivity are
very similar to those in Test-1B, except for BUFFER and IPFM-C (see table 5.7). Comparison
with Test-1A shows a much higher deviation from Test-3 (see table 5.2). Since sensitivity is also
very different between Test-1A and -1B, and Test-3 contains more complex ectopic segments,
these findings just illustrate that the correction behavior is very similar between Test-3 and Test-
1B.

The PPV in Test-3 is also very similar to Test-1B: Same methods yield 100 % PPV in
both tests (all median filters, INT-1O, CSINTP, k nearest neighbors average filter (kNN-AF),
IPFM-C, TPC-HT and DELETE; see figure 5.21). Further, weak performing methods, like
WAVE-F, THRESH and SWAFIL are the same as in Test-1B, but the absolute values are much
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lower than in Test-1B. All the other approaches achieve a very similar PPV in Test-1B and Test-3.

Peak memory is highest for IPFM-C, followed by BUFFER, IPFM-S and PPHDIG. IRFILT,
SWAFIL, THRESH and DELETE require the lowest peak memory (see figure 5.21). Test-1B
shows very similar results for all approaches. The same relations are valid for the comparison of
Test-3 with Test-1A (see figure 5.7). Therefore, the peak memory seems to be largely indepen-
dent of the used data set for correction.

Comparison of the computation time between Test-3 with Test-1A and 1B shows that the
relationship is the same in all test cases (compare figure 5.21 with figure 5.16 and 5.6). The
values of the computation time in Test-3 lie between those of Test-1A and -1B, but much closer
to Test-1B. DELETE, followed by THRESH and IRFILT, is the fastest algorithm, IPFM-C the
slowest, in all test cases.
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Figure 5.21: Test-3, 1-D point plot: Sensitivity, PPV, peak memory and computation time
are compared by single values since only one data set with natural ectopic beats was avail-
able.
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The Kivat diagrams of Test-3 show a very similar behaviour to those of Test-1B (compare
figure 5.22 with figure 5.18). “Interpolation and Removal” approaches achieve the same rela-
tionships, but sensitivity and PPV are lower for THRESH in Test-3. The comparison of the
“filtering” class also displays the same relationships as in Test-1B, but not in terms of absolute
statistical values. All median filters accomplish a much higher sensitivity. The models perform
also very similar to Test-1B despite the sensitivity of BUFFER and IPFM-C.
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Figure 5.22: Test-3 Kivat Diagrams: Kivat diagrams are shown for the correction methods
of each class separately, namely (a) “Interpolation and Removal”, (b) “Filtering” and (c)
“Models”. The fourth diagram (d) compares the best methods of each class (determined
by the highest mean scores of all variables) with each other. Abbreviations of the variables
can be obtained from table 5.1.

Table 5.12 illustrates the reached scores of each correction algorithm in Test-3. The table is
intended to give a quick overview of the mean performance of all correction approaches and is
ordered in decreasing scores.
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Sens PPV Mem CompT

DELETE 100.00 100.00 99.32 100.00
kNN-AF 98.75 100.00 97.58 99.74
TPC-HT 96.67 100.00 96.28 99.56
AMFILT 95.11 100.00 96.01 99.14

INT-0O 93.84 95.39 98.96 99.97
INT-1O 100.00 100.00 86.10 98.70
GP-IIA 95.58 96.55 92.74 99.44

CSINTP 100.00 100.00 89.08 93.80
MEDFIL 84.95 100.00 98.19 99.74
IPFM-D 98.79 93.00 89.06 99.46
AROFIL 82.94 100.00 94.04 99.35
IPFM-S 99.13 97.43 75.73 95.64
NPI-CT 64.11 87.69 89.93 96.61

SWAFIL 70.59 60.46 99.65 98.14
BUFFER 53.80 95.44 74.41 98.40
WAVE-F 98.88 29.96 90.91 99.14
IRFILT 32.89 82.34 100.00 99.86

THRESH 58.95 45.09 99.46 99.97
PPHDIG 19.00 94.45 83.50 80.20
IPFM-C 24.90 100.00 0.00 0.00

Table 5.12: Summarized results of Test-3: Correction methods are ordered in decreasing
scores by their mean performance in all parameters. Abbreviations are: Sensitivity (Sens),
positive predictive value (PPV), Peak Memory (Mem) and Computation Time (CompT).
Sensitivity and PPV are given in % whereas the two other parameters denote the score with
respect to the best performing (100) and worst performing (0) approach (see section 4.5.6
for a more detailed description).
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CHAPTER 6
Discussion

The results of all test cases have demonstrated the effectiveness of correction approaches in
restoration of the original HRV parameters. Especially in RR interval time series containing
only single ectopic beats, the error reduction is about one order of magnitude for most HRV
parameters. Therefore, all correction methods have their justification, at least in specific error
cases. This finding enhances the recommendation of the “Task Force of ESC & NASPE” that
only RR interval time series free of ectopic beats should be used for HRV analysis [61]. Mietus
demonstrated that unfiltered RR interval time series exhibit enormous errors in the frequency do-
main, especially in the HF (error of 93 000 %), but also in the time domain, such as the RMSSD
(error of 5907 %) [56]. In contrast, pNN50 and LF/HF seem to be only weakly affected (error of
35 % and error of 987 %) [56]. A comparison with Test-1A (about 2 % ectopic beats) shows that
there is an error of 72 392 % for HF and 737 % for RMSSD. However, there is no information
about the used signals or artifacts of Mietus [56]. Both studies clearly highlight the necessary
correction of ectopic beats. RR interval time series containing multiple types of ectopic beats
and even long lasting tachycardias are not anymore reliably corrected by all approaches, due to
the inclusion of false trends. Therefore, just robust approaches or removal corrections are suit-
able to deal with these kinds of errors. Kamath and Fallen already suggested that long ectopic
segments should be deleted, instead of replaced [32].
In the following, the results are discussed according to the test cases Test-1A, Test-1B, Test-2
and Test-3. This provides an overview of well and weakly performing correction approaches for
each test specifically, with a focus on the comparison between the different approaches. Such
a huge comparative study of ectopic beat correction algorithms in HRV analysis has not been
performed yet, at least to my knowledge. Therefore, there is no information about the perfor-
mance between the different correction classes, interpolation, filtering and models. Only two
reviews compare different correction approaches, but mainly those of one class, like the one by
Lippman et al. [42] and Peltola [65]. These two reviews serve as a reference to literature and are
mentioned in the comparisons of the different test cases.
Section 6.5 describes each method separately in more detail regarding its advantages and dis-
advantages in all application possibilities and compares the outcome with the findings of the
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original papers, where each method was introduced. If the results were not comparable, the
correction algorithms were compared in additional tests as described in the original papers. The
results are illustrated as suggested in these papers to get an easy comparison of the performance
with the original algorithms. Moreover, these comparisons show that the algorithms perform
very differently, depending on the specific error type.

6.1 Test-1A: Weakly Corrupted RR Interval Time Series

The comparison of all correction methods, as illustrated in the Kivat diagrams in figure 5.9,
demonstrated that interpolation of degree zero and the standard median filter perform best in
weakly corrupted RR interval time series. Interpolation of degree one achieves also high scores
in all variables, except of peak memory. This approach uses the built-in MATLAB® function
interp1, with the option “linear”. Hence, it can only be assumed that the calculation of linear
interpolation is internally more complex than the calculation of the mean or the median. The
two adaptive median filters, AROFIL and AMFILT, and the kNN-AF also perform very similar
to the standard median filter. However, it seems that both adaptive median filters use a worse
fitting median when they increase their window size, compared to the fixed window size of the
standard median filter. Hence, it seems that there is no better performance in these more com-
plex filters, but the differences to the standard median filter are very small. Since interpolation
of degree zero and kNN-AF are both mean filters, it seems that there is no remarkable difference
between mean and median filtering in weakly corrupted RR interval time series.
Lippman et al. compared four approaches, deletion, interpolation of degree one, cubic spline
interpolation and non-linear predictive interpolation, for correction of single PVCs in 5 min RR
interval time series [42]. They found out that deletion and non-linear predictive interpolation
performed better than interpolation of degree one and cubic spline interpolation, since both
overestimated low frequency power and underestimated high frequency power. A comparison
of the frequency bands after correction of the RR interval time series in Test-1A with the same
correction approaches shows no difference between any of these methods. In this thesis, the
deviations of the relative high frequency power and the relative low frequency power show over-
lapping distributions for all four approaches (see table 5.4). However, Lippman et al. used 150
RR time interval series [42], whereas 1510 signals where used in this thesis. Further, Lippman
et al. only used single PVCs, while both, PVCs and PACs were used in this thesis. These two
implications may account for the observed differences between the results of Lippman et. al and
the findings in this thesis. A rather similar RMSD of RR intervals (see figure 5.8 and table 5.4)
in all these approaches enhances this assumption.
Approaches that are not recommended for the correction of single ectopic beats occurring at a
low frequency are the threshold filter, impulse rejection filter, wavelet filter, sliding window av-
erage filter, gross positioning of beats, buffer, IPFM model with cost function and the PPHDIG
model. All these methods yield scores lower than 33 % with respect to the best performing
method in time- and frequency-domain HRV parameter deviations (except of the PPHDIG model
that yields a score of 58 % in the frequency domain). The reason for the low performance of the
threshold filter, impulse rejection filter and sliding window average filter lies in the necessary
self-detection of erroneous RR intervals. This results in a relatively low PPV of these methods,
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displayed in table 5.2, and causes the high deviations in all HRV parameters (see figure 5.5 for
time-domain parameters and figure 5.4 for frequency-domain parameters). Further, the wavelet
filter achieves the lowest PPV at all, since it changes several adjacent RR intervals when cor-
recting just a single ectopic beat. As already mentioned, tiny changes in the frequency domain
always result in a much larger alteration of the RR intervals in the time domain. Although the
models, which perform very weak (gross positioning of beats, buffer, IPFM model with cost
function and PPHDIG model), do not yield a very low PPV (all around 70 %), they still fail to
perform a reliable correction of the RR intervals. It seems that these algorithms are not suited
to correct this type of weakly corrupted RR interval time series due to the underlying assump-
tions. The buffer and gross positioning of beats simply replace the RR intervals adjacent to the
single ectopic beat with their mean. Since Test-1A also involves ectopic beats without a com-
pensatory pause, many correct NN intervals are falsely changed. This is also one of the reasons
of the low performance of the IPFM model with cost function. The IPFM model is based on
the beat occurrence times and thus can only shift beats, resulting in a change of the previous
and the following RR interval. Additionally, the cost function cannot always reliably detect the
minimum of the lowest cost for the beat insertion position even in the case of a single PVC (see
figure 4.24). This effect can only be seen if the PVC is asymmetric, meaning that not only one
beat is shifted, but all beats following the ectopic one. The performance of the PPHDIG model
is more complicated to judge. On the one hand, it yields a very good PPV of 93.3 % and a very
high sensitivity of 97.9 %, but on the other hand the deviations of the HRV parameters are larger
than in several other approaches. These discrepancies can be best observed in table 5.6 (by a
comparison of the 2.5 and 97.5 % percentiles of PPHDIG with IPFM-S) and the box plots in
section B.1.1 and B.1.2. The median deviations of the PPHDIG model are rather low, but there
are more outliers present towards higher deviations, compared to the IPFM-S model. This can
be caused by one of the following two implications: The model corrects erroneous RR intervals
in the first step of the algorithm, leading to the high statistical performance, but does not accept
the corrections in the review of the second step, resulting in the high error. Alternatively, the
corrections could be accepted in the second step, but the failure in a reliable correction is related
to the model or its used parameters. Visual inspection of the RR interval time series after correc-
tion revealed that most corrections are reliable, but sometimes the impulse induced by a single
ectopic beat is just reduced but not entirely removed.

6.2 Test-1B: Strongly Corrupted RR Interval Time Series

The comparison of the correction approaches, as illustrated in the Kivat diagrams in figure 5.18,
clearly demonstrates the superiority of simple deletion of erroneous RR intervals when dealing
with longer ectopic segments or RR intervals disrupted by several error types. This result is also
in accordance with the literature. Peltola states that ectopic segments should be deleted instead
of replaced by other RR intervals, because of the inability to recover the original heart rhythm
by RR interval replacement [65]. Lippman et al. also concluded that deletion is preferable to
more complicated methods when comparing different interpolation approaches [42].
Birket et al. compared the spectra of RR interval time series containing ectopic beats that were
either deleted (whole 1 min segment that contains the ectopic beat) or interpolated (by means
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of linear and cubic spline interpolation) [14]. They found out that interpolation increases very
low and low frequency power, when compared to deletion. This phenomenon was only present
in highly erroneous RR interval time series (> 5 % ectopic beats). An evaluation of the same
comparison of the results of Test-1B of cubic spline interpolation, interpolation of degree one
and deletion results in a similar outcome. The difference in the low frequency band between
cubic spline interpolation and deletion is 12.4 s2 and −0.1 s2 between linear interpolation and
deletion. Birket et al. found a difference of about 4 s2 for both interpolation techniques [14].
The high frequency domain cannot be compared entirely as Birket et al. used a range of 0.2-
0.5 Hz [14], whereas the standard recommendation for this domain, as used in this thesis, is 0.15-
0.4 Hz [61]. Birket el al. found a difference in the high frequency of about 0.5 s2 [14], whereas it
is 12.4 s2 for cubic spline interpolation and−0.1 s2 for linear interpolation in Test-1B. Therefore,
it can be concluded that the same trends are observable for cubic spline interpolation in both
studies, but not for linear interpolation. However, Birket et al. used long-term recordings (24 to
48 h recordings) [14], whereas short-term recordings (5 min) were used in this thesis. Further,
Birket et al. deleted whole 1 min segments [14], instead of single RR intervals. Nevertheless,
both studies found that the mean difference between interpolation (both linear and cubic spline)
and deletion is almost zero for signals containing few ectopic beats (< 1 %), equivalent to Test-
1A.
Interpolation of degree one and zero still perform very well and are the second and third best
approach to correct successive ectopic beats. This relatively high performance can be related to
the usage of only correct NN intervals before and after the ectopic segment for all interpolation
techniques. In contrast, all filters only use direct adjacent RR intervals, with respect to the
considered RR interval, no matter if they are erroneous or not. This results in the high deviations
of the HRV parameters of all filters. Adaptive median filters check the suggested correction
before their application and therefore discard most of them in the case of highly erroneous RR
interval time series, leading to a low sensitivity. The relation of the performance of the models
is similar to Test-1A, except for gross positioning of beats. Most methods were designed to deal
with no more than three consecutive ectopic beats, such as the buffer and the PPHDIG model,
and are therefore not suited for the error types present in Test-1B. Gross positioning of beats
yields the lowest deviations in the HRV parameters after the IPFM model with the s-parameter
in the model class. This is caused by the fact that the algorithm of gross positioning uses two
different approaches when dealing with ectopic beats. Single PVCs and PACs are just replaced
by two equally long RR intervals, whereas ecotpic segments are replaced by insertion of multiple
evenly spaced RR intervals, based on the mean RR interval length (see figure 4.17).

6.3 Test-2: Robustness

The robustness was divided into two separate parameters, the robustness against single ectopic
beats (see figure 5.19) and the one against ectopic segments (see figure 5.20). It has to be denoted
that the robustness is described with respect to the increase in error for each method specifically,
in both parameters. Therefore, weak performing approaches may still have a high robustness if
the error is very high but does not increase tremendously if more ectopic beats are processed.
The two most robust approaches, threshold filtering and gross positioning of beats, perform
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rather bad when dealing with single ectopic beats (as in Test-1A), but are much more suitable
to correct highly erroneous signals (as in Test-1B). Thus, the outcome of Test-2 for the deter-
mination of the robustness is well reflected by the increase in performance of both methods in
Test-1B, compared to Test-1A. Methods that show a much lower robustness than most other
approaches are: kNN average filter, IPFM model with cost function and s-parameter, nonlinear
predictive interpolation, impulse rejection filter and the PPHDIG model. All of these approaches
also yield low scores in Test-1B (except IPFM-S), confirming their weak performance of cor-
recting ectopic segments. The kNN-filter just uses two neighboring RR intervals for correction
and is therefore unsuited to correct successive ectopic beats. The IPFM model with cost function
assumes only one minimum and thus, cannot replace more than one beat. Nonlinear predictive
interpolation can only correct RR time series reasonably if enough correct NN intervals are
present for replacement (see figure 4.7). Further, the PPHDIG model was designed to correct no
more than two consecutive ectopic beats [19]. The impulse rejection filter is designed to detect
sharp impulses and cannot classify long ectopic segments as errors. All other approaches reach
a very similar robustness, both against single ectopic beats and segments and cannot be ranked
reliably. As a result, the robustness of those approaches is discussed individually in section 6.5.

6.4 Test-3: Naturally Corrupted RR Interval Time Series

The Kivat diagrams in figure 5.22 demonstrate that 11 approaches perform very similar (all
nearly reach one of the highest possible scores in PPV, sensitivity, peak memory and compu-
tation time). Therefore, only weak performing methods are discussed. As already mentioned
in section 5.4 the results of Test-3 lie between Test-1A and Test-1B, since both single and suc-
cessive ectopic beats are occurring in this test set. Further, Test-3 only contains single results,
in contrast to Test-1A and -1B, which consists of ten test sets each. As a result, figure 5.22
shows single values instead of the median of ten test sets. Especially in the model class it can
be observed that the IPFM model with the cost function requires the highest peak memory and
the longest computation time. These findings are in accordance with the results of Test-1A and
-1B. For a comparison of peak memory see figure 5.7 for Test-1A and 5.17 for Test-1B, and for
a comparison of computation time see figure 5.6 for Test-1A and 5.16 for Test-1B. The same
holds for the relatively low performance of the PPHDIG model in peak performance and com-
putation time. Further, the relative relations of the test approaches to each other are the same as
in Test-1. The threshold filter achieves the worst statistical performance in the interpolation and
removal class, whereas cubic spline interpolation and nonlinear predictive interpolation require
the longest computation time. In the filtering class, the wavelet filter achieves the lowest PPV
and the impulse rejection the lowest sensitivity. A comparison of the sensitivity in Test-1A (see
table 5.2) and Test-1B (see table 5.7) shows similar findings. Equally, the PPV in Test-1A and
Test-1B is lowest for the wavelet filter. In the IPFM model, the δ-parameter requires much less
peak memory than the s-parameter (nearly half of it) and the computation time is reduced by
almost one order of magnitude, which is in consensus with the literature [76].
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6.5 Correction Approach Specific Results

This section describes the specific behavior of each of the 20 correction approaches separately
and highlights their strengths and weaknesses. Moreover, linkages to the literature are made
to compare findings in the correction behavior with both theoretical assumptions and test out-
comes. In those cases where a direct comparison of the results is hardly possible, or when large
differences are observed, additional tests and evaluations of the implemented methods were ac-
complished, according to the original papers.

Deletion offers a simple and fast possibility to remove annotated ectopic beats correctly. Ad-
ditionally, it requires one of the lowest peak memories in all test cases and is also the fastest
correction approach. Correction of mildly corrupted RR interval time series causes one of the
smallest errors in both time and frequency-domain HRV parameters (6th best method). Salo
et al. found out that interpolation (of degree zero and one) is preferable to deletion, especially
when considering the frequency domain [71]. This finding is in accordance with the outcome
of Test-1A, where deletion is outperformed by both interpolation techniques in the frequency
domain (see figure 5.4) and performs slightly worse in the time domain (see figure 5.5). How-
ever, Test-1A contained about 2 % ectopic beats, whereas Salo et al. used about 5 % erroneous
beats [71]. They mentioned that the error in the low and high frequency domain was > 5 %
when using the deletion approach. In contrast, the error was 0.5 % in Test-1A. The reason could
be the difference in the error density or in the study population. Salo et al. used ten healthy
subjects and ten patients with a previous myocardial infarction [71], whereas 151 patients with
different heart diseases, of which just 25.8 % suffered from myocardial infarction, were used in
this thesis. These limitations may also explain the differences in the individual HRV parameters,
although the overall relations between the interpolation and deletion methods are the same in
both studies.
The comparison of the correction behavior in RR interval time series containing successive ec-
topic beats, such as PVC couplets or tachycardia, clearly showed that deletion outperforms all
other methods. These findings are consistent with the review of Peltola, who stated that it is
always recommended to delete long ectopic segments or even reject the whole signal if the error
density is too high [65]. Additionally, Kamath and Fallen mentioned that deletion is the most
common method for artifact removal in case of error lasting for longer periods, such as atrial
fibrillation and successive ectopic beats [32]. Similarly, Lippman et al. concluded that deletion
may be preferred to more complex interpolation techniques when dealing with highly erroneous
RR interval time series [42].
All these findings are in accordance with the high robustness of 50 % against single ectopic beats,
which means that deletion can even correct sustained bigeminy. In contrast, deletion shows one
of the lowest robustness against ectopic segments. Thus, there are more correct NN intervals
required between ectopic segments than successive ectopic beats can be processed. Since the
error is already very low when processing single ectopic beats, this rather low robustness still
does not result in a weak performance if error density is high. Peltola already concluded that
deletion results in a higher error in the frequency domain HRV parameters than interpolation, if
error density is high [64]. The loss of information about the original rhythm seems to be more
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severe than the induction of false trends, as induced by interpolation techniques. Salo et al.
already observed the same drawback of deletion and thus recommended interpolation in most
cases [71]. To verify this assumption, two individual test sets of Test-2A were compared. One
set contained 5 % error (every 20th beat is ectopic) and the other one 25 % error (every 4th beat
is erroneous). Figure 6.1b illustrates the outcome of this comparison. As expected, deletion per-
forms worse than interpolation techniques, especially at high error densities (25 % error means
a sustained quadrigeminy, since every fourth beat is ectopic). As a result, it seems that deletion
does not always perform better than interpolation techniques if error density is high. As long
as enough correct NN intervals are present between the ectopic beats, interpolation still seems
to be superior. In conclusion, deletion just seems to be preferable in the case of ectopic beats
lasting for a longer period. However, this assumption should be verified in more specific test
cases.

Threshold filtering is also a quick ectopic beat removal approach, but does not rely on an-
notated RR interval time series. Therefore, it has to detect errors on its own and is thus highly
dependent on the used parameters for the rejection criterion. The most common rejection crite-
rion is a fixed threshold, as suggested in various studies [56, 43, 34]. However, threshold filters
that use a strict criterion may delete too many NN intervals, whereas a weak criterion may fail
to delete erroneous RR intervals at all. Especially fluctuating signals are challenging to correct
if a fixed threshold is used instead of a window filter. All these reasons result in a rather bad per-
formance of the threshold filter in terms of the RMSD of the HRV parameters. On the contrary,
the threshold filter is one of the best correction methods when strongly corrupted RR interval
time series are considered. This result is in consistence with the findings that deletion results in
a much lower error than interpolation. Both removal methods are better suited to correct highly
erroneous RR interval time series, suggesting that replacement correction techniques are not
able to recover the original time series well enough. Threshold filtering is also the most robust
correction approach, since it shows no tremendous increase in error in any HRV parameter if
error density is increased. This phenomenon could be related to the rather high error in slightly
erroneous signals and is compensated if error density is high, since the probability to detect er-
rors is also increased.
One of the drawbacks of threshold filtering is the necessary self detection of erroneous RR
intervals. Kemper et. al compared three different detection methods for threshold filtering,
fixed threshold, percentage change and standard deviation change with two different editing ap-
proaches, deletion and cubic spline interpolation [34]. They concluded that detection is more
crucial than the choice of the correction method. This is in accordance with the outcome of this
thesis that deletion performs much better than threshold filtering despite of the same correction
approach.

Interpolation of degree zero and one are the simplest interpolation techniques. Interpolation
of degree zero just replaces all erroneous RR intervals in one segment with the same value (the
average of the adjacent NN intervals), whereas interpolation of degree one connects these ad-
jacent NN intervals with a straight line (by replacement of the RR intervals at the original beat
occurrence times). Both techniques are among the best correction approaches in all test cases,
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just outperformed by deletion in the case of successive ectopic beats. Kamath and Fallen also
mentioned that it is recommended to use interpolation techniques when dealing with occasional
ectopic beats [32]. The extremely good performance may be mainly related to the usage of only
correct NN intervals for interpolation, in contrast to most other filters and models that do not
incorporate this implication. Interpolation of degree zero performs slightly better than interpo-
lation of degree one in weakly corrupted RR interval time series and is further the best method
in terms of error reduction. Interpolation of degree one requires far more peak memory and a
longer computation time, both in weakly and strongly corrupted signals. When correcting RR
interval time series containing ectopic segments, relations change and interpolation of degree
one slightly performs better than interpolation of degree zero. The reason could be that interpo-
lation of degree one maintains parts of the original trends, since it still preserves the slope-like
rise over long ectopic segments. On the contrary, interpolation of degree zero just inserts the
same RR interval over the whole ectopic segment.
Both interpolation techniques show a robustness against ectopic segments of nearly one (see fig-
ure 5.20). The median robustness against single ectopic beats is 25 % for interpolation of degree
zero and 50 % for interpolation of degree one. Interpolation of degree zero uses a window to cal-
culate the mean and relies therefore on a minimum amount of correct NN intervals. In contrast,
interpolation of degree one just needs one correct NN interval before and one after the ectopic
segment to connect both with a straight line. Despite the rather low robustness against ectopic
segments, both methods perform very reasonable in Test-1B. The reason is that they already
showed a very low error in Test-1A and even a large increase in error still does not result in the
same high error as in most other approaches.
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Figure 6.1: Mean difference in HRV parameters by means of interpolation of degree zero,
one and deletion. (a) 5 % of the considered RR intervals were edited. Deletion performs
worse in the pNN50 parameter, whereas it performs similarly in all other ones. (b) Editing
of 25 % of the considered RR intervals results in a nearly four fold increase in error of all
parameters in all methods. Deletion performs especially worse in the LF domain, compared
to 5 % error.
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Peltola found out that different RR interval editing methods have to be used for different
HRV analysis, when comparing interpolation of degree one, zero and deletion [64]. Moreover,
she mentions that there are differences between healthy subjects and patients suffering from
acute myocardial infarction (AMI). The test set used in this thesis contains both subjects suf-
fering from acute myocardial infarction (AMI) and those who were not. Hence, only trends
can be compared. Probably this difference in the subjects is one of the reasons why there are
some deviations in the different HRV parameters observed between the two studies. Addition-
ally, the error density is very different in both test cases (Test-1A and -1B), compared to the
used signals of Peltola (error density was increased in 5 % steps from 5 to 50 % [64]). She
inserted errors at random sites and different densities, leading to mainly single erroneous RR
intervals or couplets. Neither Test-1A, with a error density of about 2 %, nor Test-1B, contain-
ing long lasting tachycardias, can be compared to her test cases. As a result, the outcome of
two Test-2A cases (one containing approximately 5 % erroneous beats and one with 25 %) was
used for a more appropriate comparison. As in the thesis of Peltola, the mean difference (with
respect to the original values) of five HRV parameters was calculated (see figure 6.1). Interpo-
lation of degree zero and one perform almost identical, whereas deletion performs worse in the
pNN50 parameter at a low and high error density and in the LF parameter just worse in case
of a high error density. Peltola also found out that all methods perform rather similar in the
RMSSD and SDNN parameter, especially in patients that previously suffered from AMI. She
also observed a much higher deviation of the pNN50 for deletion, but also for interpolation of
degree zero. Patients showed a larger error in the low frequency band, healthy subjects in the
high frequency band (in both interpolation methods). In this thesis, just a higher difference in
LF could be observed in highly erroneous signals (see figure 6.1b). As already mentioned by
Peltola, differences between the study population (healthy or not) account for large variations in
the outcome of different correction approaches for the same HRV parameter [64]. Nevertheless,
trends between HRV parameters and the correction approaches are identical in several cases.

Cubic spline interpolation results in a slightly larger error of the HRV parameters compared
to interpolation of degree zero and one, resulting in the 8th best correction approach in weakly
corrupted RR interval time series. The method requires a much longer computation time and
a similar peak memory, compared to interpolation of degree one. Signals containing long ec-
topic segments cannot be reasonably corrected anymore by cubic spline interpolation. It is the
worst performing method, regarding the error of the HRV frequency-domain parameters and
only yields average scores in the time-domain. Splines are smooth curves that can reasonably
interpolate RR intervals over short distances but tend to overshoot physiologic fluctuations of
RR interval time series when interpolating over long ectopic segments.
Kemper et al. compared cubic spline interpolation with deletion in weakly corrupted RR interval
time series (less than 2 % ectopic beats) and found out that both methods perform nearly identi-
cal [34]. The outcome of the median differences in the HRV parameters in Test-1A also displays
a very similar behavior in both time and frequency-domain HRV parameters. The only differ-
ence is the higher variation of most HRV parameters in cubic spline interpolation, compared to
deletion. Kemper et al. used recordings from 10 newborns, 33 pediatric oncology patients and
15 healthy older adults, representing a very diverse set of subjects compared to the recordings
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used in this study (see section 4.2).
Begum et al. compared “Kubios HRV”, a software that uses cubic spline interpolation for arti-
fact correction [79], with kNN-filtering and concluded that interpolation results in a lower mean
absolute deviation (MAD) than kNN-filtering in the RMSSD and pNN50 [11]. This result is
in accordance with the outcome of Test-1A that demonstrates the better performance of cubic
spline interpolation in these two parameters (see figure B.1 and B.5).
Cubic spline interpolation performs average in terms of robustness. However, this method can
only reliably correct three successive erroneous RR intervals (see figure B.19), whereas sus-
tained tachycardias (lasting for longer than 30 s) were also used in Test-1B. Hence, cubic spline
interpolation is especially error prone to long ectopic segments, but still seems to be a very
reasonable correction approach in highly erroneous signals, if no more than three consecutive
ectopic beats (single triplets) are processed.

Non-linear predictive interpolation performs slightly worse than cubic spline interpolation
in terms of the errors of time- and frequency-domain HRV parameters in signals containing only
single ectopic beats. A comparison of the box plots of the time- and frequency-domain HRV
parameters demonstrates that non-linear predictive interpolation shows overlapping whiskers
with interpolation of degree one and deletion (see figure 5.4 and 5.5). Lippan et al. compared
all these interpolation techniques with deletion and concluded that deletion and non-linear pre-
dictive interpolation perform slightly better than interpolation of degree one and cubic spline
interpolation [42]. As already mentioned, they used a much smaller set of RR interval time
series, paired with the overlapping deviations in the findings of this thesis, both results are com-
parable. This assumption is further supported by the comparison of the correction of only single
PVCs in a similar test set as described by Lippman et al. [42], where every 100th beat is a PVC.
Figure 6.5 demonstrates that all interpolation methods and deletion perform very similar in all
HRV parameters, excpet in the HF parameter, where non-linear interpolation performs worse.
Peak memory lies in the same range as of cubic spline interpolation, whereas computation time
is nearly one order of magnitude lower. Correction of successive ectopic beats results in an ex-
cessive increase in error of all HRV parameters. This finding is in accordance with the statement
of Lippman et al. that non-linear predictive interpolation may only be useful if enough correct
NN intervals are present and if interpolation is performed over short distances [41]. The lack
of appropriate NN interval segments makes it impossible to correct long erroneous segments
reliably (see figure 4.7b). Nevertheless, the error is still lower than in cubic spline interpolation.
The relatively low robustness against single ectopic beats further enhances the assumption that
non-linear predictive interpolation requires a specific amount of correct NN intervals to correct
even single ectopic beats reliably.

Median filters may either be used with a fixed or an adaptive window size. The median fil-
ter with a fixed window length is the fastest and most computationally efficient median filter.
Moreover it is the second best correction approach in weakly corrupted RR interval time series.
adaptive median filter (AMFILT) and adaptive rank order filter (AROFIL) perform very similar,
especially in the time domain. Correction of strongly corrupted signals results in a much weaker
performance of the two adaptive filters, compared to the standard median filter.
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The AROFIL performs nearly identical to the standard median filter in slightly corrupted RR
interval time series, whereas the AMFILT performs a little bit worse. The reason is maybe the
slightly lower sensitivity of the AMFILT compared to the other two median filters. The median
filter always replaces the erroneous RR interval with the median, whereas the AMFILT and the
AROFIL check the reliability of the median before they use it. If the value does not fit, they
expand their window and try again. If the maximum window size is reached and no value was
found, they do not apply any correction at all. Kumavarel and Santhi compared AROFIL with
AMFILT, a standard median filter and a wavelet filter [36]. They concluded that the AROFIL
performs best, followed by the AMFILT, especially at a high error density (tested for 10 to 60 %
in 10 % steps). Test-1A shows that just the wavelet filter performs worse than the median filters,
which all perform very similar. However, Test-1A contains only a error density of 2 %. To get a
more reliable comparison of the filters at a high error density, the outcome of one Test-2A case
(containing a sustained PVC trigeminy, meaning a error density of 33.3 %) was evaluated in the
same way as described by Kumavarel and Santhi [36] (see figure 6.2a). The error is displayed as
the normalized RMSD, which is the division of the RMSD of the HRV parameters by the mean
of the original parameter. The wavelet filter performs worst, except in the RMSSD parameter,
whereas median filter and AROFIL perform very similar. The AMFILT performs clearly worse
than the two other median filters. The weak performance of the wavelet filter is in accordance
with the findings of Kumavarel and Santhi [36]. The adaptive median filter performed much
better in their study and the standard median filter much worse. The reason of this behavior
might be related to the used signal. The median filter always corrects the erroneous RR inter-
vals, without any verification of the new values. In contrast, both adaptive median filters check
the reliability of the new values. However, the AMFILT just uses the median if it fits and does
not perform any correction otherwise. The AROFIL replaces the erroneous RR interval with
the next best fitting value inside the window if the median does not fit. Therefore it seems that
the AMFILT simply does not perform any correction in many cases, whereas the other two fil-
ters do. Moreover, the median filter performs better than in the study of Kumavarel and Santhi,
since in a sustained trigeminy there are always two correct NN intervals (for supra ventricular
trigeminy) or one correct NN intervals (for ventricular trigeminy) between the ectopic beats. In
contrast, Kumavarel and Santhi mainly used sequences of ventricular bigeminy, where no cor-
rect NN intervals are present between the erroneous ones. Hence, a new test set was used that
contained only bigeminy at random sites and at a random length (a modification of Test-1B,
which originally contained this kind of error in addition to several other kinds of ectopic beats).
Figure 6.2b illustrates the outcome of the comparison in the same way as described previously
by means of figure 6.2a. As expected, the median filter performs much worse, compared to as
sustained trigeminy. Further, the wavelet filter and the two adaptive median filters result in a
lower normalized RMSD, especially in the high frequency power. The AMFILT performs much
better when dealing with bigeminy, but is still outperformed by the AROFIL. The outcome of
this test is in accordance with the results of Kumavarel and Santhi [36] and highlights the differ-
ences in the correction behavior between different error types.

The results of Test-1B further explain the better performance of the median filter with a fixed
window length in signals containing ectopic segments. AMFILT and AROFIL cannot replace
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Figure 6.2: Normalized RMSD of HRV parameters in sustained trigeminy and stochastic
bigeminy. (a) Sustained trigeminy: Every third beat is ectopic in the entire signal. (b)
Stochastic bigeminy: Every second beat is ectopic, occurring at random sites and lasting
for a random duration.

erroneous RR intervals that are located more than half the window size from the next correct NN
interval (see figure 4.8). This implication shows that adaptive filtering is not necessarily always
better than filtering with fixed parameters. The fixed median filter always replaces erroneous
RR intervals, whereas adaptive filters only perform a correction if it is reliable. Moreover, the
better performance of the AROFIL in weakly corrupted RR interval time series, compared to
the AMFILT, demonstrates that an adaptive threshold (comparison to a local median) is more
important than an adaptive window.
All kinds of median filters show a robustness against single ectopic beats of 33.3 %, meaning
that trigeminy can be still reliably corrected (robustness is compared to the error of single ec-
topic beats, explaining the same robustness of the AMFILT, although it shows a larger error in
figure 6.2a). The limitation of the window size, paired with the implication that more correct NN
intervals than erroneous RR intervals have to be present inside the window, result in the rather
low robustness of median filters against ectopic segments (see figure 5.20).
In conclusion, adaptive median filtering is superior in highly erroneous signals containing ven-
tricular bigemniy, but disadvantageous if longer lasting ectopic segments are present. Signals
containing only few ectopic beats (< 2 %) are reliably corrected by all three types of median
filters.

Impulse rejection filter is effective in rejecting distinct impulse noise, but may fail if signal
fluctuations are high or if ectopic beats do not result in large errors (see figure 4.12). This is
related to the dependence of the rejection criterion on the median deviation of all RR intervals
from the median RR interval of the entire record (see equation 4.11) [55]. The filter is a very
fast correction algorithm, which further requires the lowest peak memory. However, these ad-
vantages are faced with a rather high RMSD of the RR intervals and the resulting high deviations
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in all HRV parameters. All these findings are related to the necessary self detection of erroneous
RR intervals that is highly dependent on the fluctuation of the underlying RR interval time se-
ries. The impulse rejection filter displays the lowest sensitivity (76 %) in weakly corrupted RR
interval time series. In the case of a PVC, the impulse rejection filter can often only correct the
RR interval before the ectopic beat or the one afterwards, if the signal shows high fluctuations.
This in accordance with the findings of Liu et al., who mentioned that this filter is unable to
identify PVCs, due to a too small change in the RR interval [43]. They suggested to combine
the impulse rejection filter with a template matching approach to to identify all common types
of ectopic beats, resulting in an increase in sensitivity from 86 to 98.5 % [43]. In further studies,
it seems to be advantageous to combine these two techniques for an improved performance of
this filter.
The correction itself is just a median filter with a fixed window length (5 RR intervals were used
in this thesis, as suggested by McNames et al. [55]). The failure to correctly identify erroneous
RR intervals can also be seen in the PPV. If the error density is low, the impulse rejection filter
often falsely detects correct NN intervals as erroneous, resulting in the low PPV of 43.3 %. In
contrast, a high error density results in a rather low sensitivity (23.8 % in Test-1B), meaning
that several erroneous RR intervals are missed in the detection process. In naturally occurring
ectopic beats (where both, single and successive ectopic beats are present), sensitivity is much
lower than PPV (32.9 % compared to 82.3 % PPV). A combination of these findings suggests
that the impulse rejection filter should rather use an adaptive threshold for detection of ectopic
beats instead of the fixed threshold as suggested by McNames et al. [55]. Otherwise, this ap-
proach is not competitive with other techniques, such as adaptive median filters or interpolation
of degree zero or one. The robustness against single ectopic beats is rather low (15.5 %), since
the detection of erroneous RR intervals relies on the median difference of all RR intervals with
respect to the median RR interval of the entire record [55]. Further, the impulse rejection fil-
ter cannot correct more than two consecutive ectopic beats (see figure B.19). Hence, it is just
slightly more robust than the standard median filter, which can only correct single ectopic beats
reliably. On the contrary, the standard median filter is more robust against single ectopic beats
(see figure 5.19). McNames et al. came to the same conclusion and mentioned that the impulse
rejection filter obviously fails to detect several impulses, which may be modified by using an
alternative threshold [55].

Sliding window average filter is one of the weaker performing methods when correcting sin-
gle ectopic beats, since it has to detect errors on its own. Although this method uses an upstream
threshold filter to remove outliers, it is not guaranteed that no outlier is included in the calcula-
tion of the mean. Since the mean is more error-prone to outliers than the median, this may results
in the bad performance. Interpolation of degree zero is basically the best possible average filter,
as it only uses correct NN intervals for mean calculation. As a result, the mean can never be
biased by outliers.
Mietus suggested several other approaches to adapt standard mean filters, such as using the stan-
dard deviation or an adaptive threshold for error detection [56]. Since only the kind of filter
described in section 4.1.3 was implemented, there is no information available about the other
kinds mentioned by Mietus [56]. However, a median filter with a fixed window length was also
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implemented in this thesis and thus, can serve as a comparison.
The sliding window average filter detects erroneous RR intervals on its own, representing an
additional error source. Kemper et. al found out that detection is more crucial than correction
of ectopic beats [34]. Hence, this filter faces the same problems as the threshold filter and the
impulse rejection filter.
Correction of successive ectopic beats is performed much better than single ectopic beats. Al-
though the mean filter just reaches approximately average scores (about 13th out of 20), it out-
performs both adaptive median filters and reaches similar results as the standard median filter.
There are two reasons that could explain this behavior: First, the filter always replaces erroneous
RR intervals by the mean, in contrast to adaptive median filters, resulting in a error reduction,
although the new RR intervals are still erroneous (see figure 4.13b). Second, the upstream
threshold filter may already removed many erroneous RR intervals and as already mentioned,
removal is much better than replacement when dealing with successive ectopic beats.
In terms of the robustness against single ectopic beats, this mean filter performs very similar
to the other median filters (median robustness of 33.3 %, equivalent to a sustained trigeminy).
This is related to the necessary amount of correct NN intervals in all window based filters. The
number of successive ectopic beats that can be processed differs extremely between the different
HRV parameters (see figure B.19). The two parts of the filter may be the reason for this per-
formance. The threshold filter is almost independent of the number of successive ectopic beats,
whereas a similar mean filter (interpolation of degree zero) can only correct two successive ec-
topic beats, limited by its window length.

kNN average filter is the 3th best correction method when dealing with single ectopic beats.
It achieves the highest scores in the frequency-domain parameters and very high scores in the
time-domain ones. In contrast, the standard median filter performs best in the time-domain pa-
rameters and reaches very high scores in the frequency domain ones. This result fits with the
set-up of these two filters. The kNN filter just considers two previous or following RR intervals
and replaces the erroneous RR interval with the better fitting mean. The median filter just re-
places the erroneous RR interval with the median of the window, which is, at a window length
of three RR intervals, either the previous or the following RR interval. Begum et al. determined
the values shown in table 6.1 for the mean absolute deviation (MAD) in the HRV parameters for
the kNN-AF [11]. They used three 2-minute ECG recordings, where artifacts were generated
artificially by movement or shouting and generated 30 data sets, of which 27 were used for the
comparison (three signals resulted in a very large error) [11]. The error density was rather low
and can be compared to Test-1A in this thesis. The MAD of the same HRV parameters were
calculated for just one Test-1A case (151 signals to use at least a similar amount of signals)
and are also illustrated in table 6.1. Begum et al. also used self-detection of errors and thus
the error is much lower (about one order of magnitude) in this thesis, compared to their results.
Further, Begum et al. compared kNN-filtering with “Kubios HRV”, a software that uses cubic
spline interpolation [79]. They found out that cubic spline interpolation performs better than the
kNN-filter by means of a lower MAD in the RMSSD and SDNN [11]. Table 6.1 shows that cubic
spline interpolation performed better or at least equal, compared to kNN filtering, in the used
Test-1A set. Again, the MAD is much lower than in the study of Begum et al., due to the lack
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of error detection.

MADkNN [11] MADkNN−AF MADKubios [11] MADCSINTP

SDNN [ms] 6.567 0.105 0.778 0.106
pNN50 [%] 1.244 0.108 2.0864 0.0896

RMSSD [ms] 13.489 0.182 2.683 0.109
LF norm [n.u.] 0.019 0.002 - 0.002
HF norm [n.u.] 0.017 0.002 - 0.002
LF/HF ratio [-] 0.231 0.059 - 0.044

Table 6.1: Comparison of the MAD of HRV parameters, according to Begum et. al [11].
MADkNN and MADKubios are the results of Begum et al. for the kNN filter and cu-
bic spline interpolation (software “Kubios”). MADkNN−AF and MADCSINTP are the
results of the Test-1A case used in this thesis.

When dealing with successive ectopic beats, the kNN filter still performs very well in statisti-
cal parameters, computation time and peak memory, but is one of the worst performing methods
with respect to the changes in the HRV parameters. The reason is the set-up of the algorithm
to only use two neighboring RR intervals and to not check the correction for reliability. There-
fore, this filter always corrects just erroneous RR intervals, but if ectopic segments are present,
it replaces erroneous intervals with the mean of them. This implication also explains the relative
low robustness against ectopic segments, because of the lack to incorporate correct NN intervals
(see figure 5.20). Figure 5.19 demonstrates that sustained trigeminy (two correct NN intervals
between ectopic beats) can still be reliably corrected. This result is in accordance with the set-up
of the filter, since two adjacent NN intervals are needed for the computation of the mean.

Wavelet filter is one of the weaker performing methods in all test cases. However, a com-
parison of the Kivat diagram of RR interval time series containing single ectopic beats (see fig-
ure 5.9) with the Kivat diagram of signals containing successive ectopic beats (see figure 5.18)
demonstrates that this filter achieves much higher scores when dealing with successive ectopic
beats. This finding is also in accordance with the behavior shown in figure 4.16, where the rela-
tive error decreases with increasing amount of erroneous RR intervals. The wavelet filter is one
of the most robust approaches against single ectopic beats (see figure 5.19) and average robust
against ectopic segments (see figure 5.20). This filter always yields a very low PPV, due to the
huge amount of false positive corrections, in all test cases. Combined with a relatively high peak
memory, because of the decomposition of the signal into wavelets, this filter cannot compete
with other approaches. Keenan already came to the same conclusion when he suggested this
filter for ectopic beat correction [33]. The main reason of this weak performance seems to be
the false positive corrections, which emerge due to the correction in the phase space instead of
the time domain. Keenan further mentioned that linear interpolation is more suitable for cor-
rection of ectopic beats than wavelet filtering [33]. The outcome of the test cases resulted in
the same conclusion, both in weakly and strongly corrupted RR interval time series. Kumavarel
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and Santhi compared a db4 wavelet filter with an adaptive rank order filter, adaptive median
filter and a standard median filter [36]. Especially the adaptive rank order filter outperformed
the wavelet filter in terms of a lower RMSD, the same as in Test-1A in this thesis. However,
they found out that the RMSD in weakly corrupted RR interval time series (10 % artifacts) is
about 4 ms, whereas it is about 8 ms in Test-1A. Since the generation of error is different in
both test sets (Kumavarel and Santhi used a very prominent impulse error, inserted at random
sites) and they do not specify the kind of RR interval editing used in wavelet filtering [36], the
results are not entirely comparable. Therefore, an additional test set, as already described in
the paragraph “Median filters”, was used used to compare the wavelet filter with different types
of median filters (see figure 6.2b). Although the wavelet filter is still outperformed by the two
adaptive median filters, it still performs much better than the standard median filter (except in
the LF parameter), when dealing with stochastic bigeminy. Kumavarel and Santhi found the
same relationships in their study [36].

Limitations of models: Models perform weaker since they are designed to correct just specific
beats types. Therefore, they rely on assumptions about the underlying signal, in contrast to
more simple methods. Most models just shift beats and thus cannot correct single erroneous
RR intervals, which are e.g. caused by PACs. Models are also not well suited to correct very
fluctuating signals, since this fluctuations influence the assumed beat occurrence times. Further,
if the sinus beat after the compensatory pause is also shifted, then the sinus rhythm is changed.
Models can correct the ectopic beat partly and maintain a short increase in the RR interval time
series (see figure 6.3).
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Figure 6.3: Limitations of models: (a) Ectopic beats, where the compensatory pause is
longer or shorter than the forward shift of the previous beat also change the beat occurrence
times of all succeeding beats. Since most models can only alter one beat, the corrected RR
interval time series still shows a short increase after correction. (b) PACs exhibit the same
problem, since two RR intervals are changed by most models instead of one.

Gross positioning of beats is not well suited to correct single ectopic beats, since it causes
one of the largest deviations in the HRV parameters, paired with a rather high PPV (see the
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Kivat diagram of Test-1A in figure 5.9). This high PPV, together with the high error in the
RMSD of the RR intervals, is caused by the inability to correct PACs (see figure 6.3). Beats are
shifted to the intermediate position between the previous and following sinus beat. Hence, the
erroneous RR interval and the successive one are both too short. In contrast, GP-IIA is the 5th

best correction approach when dealing with successive ectopic beats (see the Kivat diagram of
Test-1B in figure 5.18). The reason is the alternative algorithm if more than three consecutive
RR intervals are processed. Instead of shifting the erroneous beat to an intermediate position
between the adjacent beats, it determines the number of RR intervals that should be inserted,
based on the mean RR interval of the whole signal. Then, it inserts evenly spaced RR intervals
over the whole ecotpic segment (see figure 4.17). Further, figures 5.19 and 5.20 demonstrate the
high robustness of this algorithm against both, single and successive ectopic beats. Gross posi-
tioning of beats is an easy and fast approach to correct whole ectopic segments, but still cannot
reach the performance of interpolation techniques or deletion. However, gross positioning was
suggested by Mateo et al. just for visualization of beat positioning before the actual algorithm,
the IPFM model with the s-parameter, performs the correction [53]. The Kivat diagrams in fig-
ure 5.9 (Test-1A) and 5.18 (Test-1B) illustrate that this algorithm performs much better in terms
of the RMSD of RR intervals and the error in the HRV parameters, but at cost of a much higher
peak memory.
Citi et al. used an approach similar to gross positioning of beats: A new beat is inserted at an
intermediate position between the adjacent beat times [19]. The new beat time ûnk is calculated
as follows:

ûnk =
uk+1 + uk−1

2
(6.1)

Two new test sets were created to get comparable results to those of Citi et al. [19]. In one
test set, every 100th beat was deleted, whereas every 100th beat was misplaced in the other set.
Table 6.2 shows the comparison of the findings of Citi et. al with those of this thesis. The
algorithm described by equation 6.1 resulted in a RMSD of the RR intervals of 19.69 ms in the
study of Citi et al. [19]. GP-IIA showed a RMSD of 4.406 ms in this thesis for misplaced beats.
Missed beats could be almost perfectly restored by the GP-IIA method. The differences in the
value of the RMSD between both studies may be related to different test signals. However, the
relation between the different algorithms is mainly the same in both studies. Gross positioning
of beats is superior to the IPFM model with δ-parameter, but performs worse than the PPHDIG
model.
A comparison of the sensitivity and PPV of gross positioning of beats with the findings of Citi
et al. is not possible, since the detection feature of this algorithm was not used in this thesis.
Instead, the algorithm used pre-annotated RR interval time series.

Buffer with combination rules performs nearly identical to gross positioning of beats in
weakly corrupted RR interval time series (see figure 5.9), since they both rely on a similar
algorithm. The only difference in Test-1A is the larger peak memory required by the buffer (see
figure 5.7). In PACs, the same implications as already mentioned in gross positioning of beats
arise (see figure 6.3). The buffer is designed to deal with a maximum amount of three consecu-
tive erroneous RR intervals, resulting in a very bad performance when dealing with successive
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ectopic beats (see figure 5.18). This effect can be best seen in the very low sensitivity of 8.8 % in
Test-1B, meaning that most erroneous RR intervals are not corrected at all. The Kivat diagram
in figure 5.22 displays the same behavior for naturally occurring ectopic beats. The buffer is
one of the most robust correction methods against single ectopic beats, but performs only aver-
age on ectopic segments. Since the error is already rather high if few ectopic beats are present,
this result does not mean that the buffer is suited for correcting a large amount of ectopic beats.
Originally, this approach was designed to correct for movement artifacts and single ectopic beats
at a high heart rate by online monitoring the HRV of soldiers in the field [69]. Although the pa-
rameters suggested by Rand et al. [69] were used and compared with each other for the best
achievement, it seems that either other parameters have to be used (like locally adaptive ones
instead of fixed ones) or this method is simple not usable for resting ECG recordings containing
different types of artifacts. Rand et al. used a set of ECG recordings that contained about 10 %
artifacts and found out that their algorithm only performs the same correction approach, as in-
dicated by two human graders, in 49 % of all erroneous RR intervals [69]. This result may also
explain the weaker performance of the buffer with respect to other correction approaches.
Citi et al. compared an approach similar to the buffer, where the two beats before and after the
ectopic beat are used to calculate the new beat time ûnk as follows [19]:

ûnk = uk+1 + uk−1 −
uk−2 + uk+2

2
(6.2)

The buffer was compared in the test set, described in the previous paragraph, to the findings
of Citi et al. [19]. The algorithm in equation 6.2 resulted in a RMSD of the RR intervals of
16.79 ms in the study of Citi et al. [19]. In contrast, the buffer restored misplaced and missed
beats almost perfectly in this thesis (RMSD < 0.000 ms). In the study of Citi et al. the PPHDIG
model performed better than the algorithm descried in equation 6.2. However, the algorithm
of the buffer is just similar to this equation, but not identical. Therefore, the results cannot be
compared entirely.
Like in gross positioning of beats, a comparison of the sensitivity and PPV of the buffer with the
findings of Citi et al. is not possible because of the usage of already annotated data instead of
the self detection algorithm.

Trend predict correction is the best correction model when dealing with single ectopic beats
(see figure 5.9), and it is the only model that includes assumptions about the heart turbulence.
The IPFM model with the s-parameter and the one with δ-parameter perform slightly better, in
terms of alower RMSD of the RR intervals and a lower error in the HRV parameters (see fig-
ure 5.4 for frequency-domain HRV parameters, 5.5 for time-domain HRV parameters and 5.8
for the RMSD of RR intervals). However, trend predict correction still performs worse than the
median filter and interpolation of degree zero (see figure 5.9, best methods of each class). Trend
predict correction is the 3rd best performing model when correcting successive ectopic beats,
outperformed by the IPFM-S model and GP-IIA (see figure 5.18). TPC-HT shows a rather low
robustness and thus, seems to be outperformed by the more robust GP-IIA method. Neverthe-
less, a comparison with approaches of the “filtering” class shows that trend predict correction
is much better suited for correction of highly erroneous RR time series than all of these ap-
proaches. In contrast, deletion and interpolation of degree zero and one clearly outperform this
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approach. Test-3 illustrates further that it is the best correction model (see figure 5.22). All these
findings demonstrate that trend predict correction is one of the best correction models, but never
performs as well as simple interpolation or deletion techniques.
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Figure 6.4: Error in frequency bands after correction of single ectopic beats (one Test-1A
set). (a) shows the mean error, (b) the standard deviation. GP-IIA clearly performs worst,
whereas cubic spline interpolation (CSINTP) performs slightly better than trend predict
correction (TPC-HT).

Trend predict correction was compared by Wen and He with cubic spline interpolation and
mean value replacement (MVR) [85] with respect to deviations in the frequency domain HRV
parameters. They used one PVC and one PAC per signal as artifacts. In this thesis, GP-IIA was
used for a comparison with MVR, since both techniques are identical in shifting the ectopic beat
to an intermediate position between the two adjacent beats. Further, one Test-1A case was used
for a comparison with their study, to use a similar amount of signals. But, two implications are
observable between their set up and the one of Test-1A in this thesis. They used a simulated
RR interval time series, in contrast to real data and used just one PVC and one PAC instead
of several ones (about three per signal in this thesis). Despite of these differences, their data
also suggested that trend predict correction performs similar to cubic spline interpolation and
remarkably better than mean filtering, which is the same finding as the evaluation of the test in
this thesis showed(see figure 6.4). GP-IIA (MVR in the study of Wen et al.) performed worse,
since PACs cannot be reliably corrected at all.

Integral pulse frequency modulation model can be used in three different forms, with the
s-parameter, the δ-parameter or with a cost function. Although these three approaches rely on
the same model, they use very different methods to correct ectopic beats. Therefore, the results
of them are just similar with respect to sensitivity and PPV, in all test cases (see tables 5.2, 5.7
and 5.21). The IPFM model always needs annotated beat time series, since it can only correct
ectopic beats but it cannot detect them itself. Therefore, all approaches that rely on this model
achieve nearly 100 % sensitivity. Since this model determines the beat occurrence times instead
of the length of single RR intervals, two RR intervals are always changed if one ectopic beat

125



is shifted. Thus, single ectopic beats without a compensatory pause, e.g. PACs, cause a false
positive correction on the following RR interval. Table 5.2 demonstrates that all three IPFM
approaches yield a PPV lower than 75 % in Test-1A, since half of the ectopic beats are PACs
and thus one quarter of all corrections are false positive. All other parameters differ distinctly
from each other.
The cost function was the first suggested method that relied on the IPFM model. It was described
by Brennan et al. and was suggested for the correction of single ectopic beats with a compen-
satory pause [15]. This approach is the worst performing method in all test cases because of
several reasons. First, it cannot account for PACs because of the IPFM model. Second, the cost
function is based on sinc functions that require a long computation time. Although a look-up
table was generated, containing the previously computed values of the sinc functions in 1

10000
steps, the computation time was still more than one order of magnitude longer than most other
approaches. Third, the cost function often does not have a distinct minimum, resulting in a poor
correction behavior (see figure 4.24). This is especially the case, if the compensatory pause is
so long that all beats following the ectopic beat are also shifted. Fourth, the cost function is de-
signed as a quadratic function and thus only contains one minimum. For correction of successive
ectopic beats, a cost function of higher order had to be specified [15]. To get a more appropriate
comparison of the different correction algorithms in a similar way as described by Brennan et
al. [15], a new test set was generated. This test set contained just single PVCs at every 100th

beat. Interestingly, the IPFM-C model outperforms all other approaches in almost all displayed
HRV parameters (see figure 6.5). This result is in accordance with the outcome of the study of
Brennan et. al, who also concluded that their algorithm performs much better than interpolation
and deletion [15]. Moreover, it demonstrates that the IPFM-C method can correct single PVCs
even better than interpolation of degree zero, but should not be used to correct signals where the
type of artifact is unknown.
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Figure 6.5: Normalized RMSD of HRV parameters of RR interval time series, where every
100th beat is a PVC. IPFM-C obviously performs best, whereas NPI-CT performs worst in
HF but similar to interpolation and deletion in all other parameters.

Mateo et al. suggested the s-parameter for correction of ectopic beats and performed the
correction not directly on the RR interval time series but rather on the heart timing signal [53].
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They also considered the presence of ectopic segments in their parameter. The only demand on
the RR time series is that there are enough correct NN intervals adjacent to the ectopic segment
to perform an interpolation to calculate the s-parameter (see figure 4.21). The s-parameter is
the best performing approach of all models with respect to the RMSD of the RR intervals and
the HRV parameters (see figure 5.4, 5.5 and 5.8 for Test-1A and figure 5.13, 5.14 and 5.15 for
Test-1B). On the other hand, it requires one of the largest peak memories in all test cases.
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Figure 6.6: Error in frequency bands after correction of single ectopic beats (Test-1A).
(a) shows the mean error, (b) the standard deviation. IPFM-S and IPFM-D perform very
similar and outperform cubic spline interpolation (CSINTP). Deletion and GP-IIA perform
nearly identical to the two IPFM approaches in the HF domain, but are better in the LF
domain.

Solem et. al invented the δ-parameter to overcome the problem of the high memory demand
of the s-parameter [76]. This new parameter resulted in a huge decrease in both, peak memory
and computation time, making the method more computationally efficient. Although Solem et
al. state that there is nearly no loss in the correction efficiency [76], this phenomenon could
not be observed in the test cases described in this thesis. However, Solem et al. just described
a comparison of spectral differences in the following three segments: An ectopic free segment
before the ectopic beat(s), a segment containg the ectopic beat(s) and an ectopic free segment
afterwards. Test-1A is comparable to their test set up, since only single ectopic beats are used.
The difference in the RMSD of the RR intervals is rather small in this case (see figure 5.8),
with respect to the deviation to the other approaches. A comparison of the deviation in the HRV
parameters illustrates a much higher difference between the s- and the δ-parameter, but the box
plots still indicate overlapping whiskers (see figure 5.4 and 5.5). The standard deviations of
the spectral differences described by Solem et al. is also very high (see table I in [76]) and
hence the deviation in the outcome may just rely on the different signals and parameters used.
Test-1B demonstrates that the differences between the s- and δ-parameter increase dramatically
when successive ectopic beats are corrected. Since Solem et. al just tested their parameter for
single ectopic beats (at a maximum of ten ectopic beats per signal [76]), there is no compari-
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son available. Moreover, Solem et al. mention that the δ1-parameter (the same parameter used
in this thesis), just relies on the previous RR-interval and thus cannot account for long ectopic
segments [76]. Taking the findings of Solem et al. and this thesis together, the δ-parameter is
indeed computationally more efficient but at cost of a weaker correction ability, especially when
dealing with successive ectopic beats.
To verify the statement that the δ-parameter performs similar to the s-parameter, both methods
were also tested on signals containing one to two single ectopic beats that are located in the mid-
dle of the signal, as described by Solem et al. [76]. Figure 6.6 display the outcome of this test
set in the same way as described by Mateo et. al [53]. Figure 6.6a displays the mean error in the
relative high and low frequency power, figure 6.6b illustrates the corresponding standard devia-
tions. Cubic spline interpolation performs worse than both IPFM models, which perform very
similar, but show a contrary deviation in the mean error of the high frequency power. Further,
deletion and gross positioning of beats (equally to mean value replacement used in the study
of Mateo et. al) clearly show the lowest mean error in the low frequency band and a slightly
lower one in the high frequency one. These findings are only partly in accordance with those of
Mateo et. al. However, they did not only use different ectopic beat correction approaches, but
also different methods for the computation of the power spectra [53]. Therefore, the observed
differences between these two studies might be related to spectra computation. Nevertheless, it
could be proofed that both IPFM approaches perform very similar if single PVCs are corrected.
Citi et al. found out that the PPHDIG model performed better than the IPFM model with δ-
parameter (IPFM-D) approach [19]. The comparison of these two models in the two tests de-
scribed by Citi et al. resulted in the same outcome. Citi et al. calculated a RMSD of 34.59 ms
for the IPFM-D model, whereas it was 3.633 ms for missed beats and 6.171 ms for misplaced
beats. As mentioned previously, the much lower RMSD in this thesis is likely to be related to
differences in the used signals, since the error is lower in all four correction approaches.

Point process with history dependent inverse Gaussian distribution achieves a rather low
median RMSD of the RR intervals in Test-1A (see figure 5.8). However, the RMSD shows
several outliers, resulting in a rather high deviation of the HRV parameters, compared to the
other correction approaches. Citi et al. suggested this model for ectopic beat correction of up
to two misplaced beats, but only considered missed and misplaced beats as error types in their
study [19]. In contrast, all kinds of errors described in their paper were used in addition to ar-
tifacts lasting for a longer period, such as tachycardias (Test-1B in this thesis). Additionally,
Citi et al. either shifted or deleted every 100th beat, whereas the space between ectopic beats
was smaller in this thesis (dependent on the random generator one to six ectopic beats per 200
RR intervals for Test-1A). Citi et al. used nine signals of the fantasia database for insertion of
artificial errors, while 151 RR interval time series, in ten test sets (resulting in 1510 corrupted
signals), were used in this thesis for both test sets.
These various differences in the set-up of the test cases may account for the different perfor-
mance of the PPHDIG model. For example, Citi et. al mentioned that their model performs
significantly better than the IPFM-D model [19], whereas the opposite was observed in all test
cases in this thesis. To overcome these differences, two new test sets were created in the same
way as described by Citi et al. [19]. Therefore, the error free signals of set N (see section 4.3,
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which was used for the generation of all other test cases) were artificially altered. In one test set
every 100th beat was deleted and in the other set every 100th beat was shifted. Then, the root
mean squared deviation (RMSD) of the difference between the original beat times and the new
determined ones was calculated (see table 6.2). As described previously, Citi et al. used two ap-
proaches for a comparison with their model, which are very similar to two methods used in this
thesis (comparable methods are shown in the same row). The other two models, the PPHDIG
and IPFM-D are identical to the approaches used by Citi et al. [19].

RMSD [ms]
BUFFER GP-IIA IPFM-D PPHDIG

missed 0.000 0.000 3.633 0.920
misplaced 0.000 4.046 6.171 0.000

ûHk − uk ûS
′

k − uk ûSk − uk ˆuPPk − uk
Citi et al. [19] 18.79 19.69 34.59 14.98

Table 6.2: Comparison of estimation of unknown beat times, as described by Citi et al. [19].

A comparison of the RMSD of the new beat occurrence times to the original ones shows
that the PPHDIG performs much better in this thesis. Further, all other algorithms have a much
lower RMSD compared to the study of Citi et al. [19]. This is likely to be caused by the different
signals used. Despite of the remarkable good performance of the buffer, the relations between
the errors are similar to the findings of Citi et al. The PPHDIG model obviously performs better
than the IPFM-D model, which performs worst in both studies. Further, there is a difference in
the performance between the correction of misplaced beats, compared to missed beats observ-
able. The GP-IIA approach is more suited to correct missed beats, whereas the PPHDIG model
is best suited to correct misplaced beats.
Especially the better performance of the PPHDIG model, compared to the IPFM-D model rises
the assumption that the PPHDIG highly depends on the kind of artifact. Visual inspection of
the processed RR interval time series showed that nearly all erroneous RR interval time series
are reasonably corrected by the PPHDIG model, but that three errors occur. First, if the impulse
induced by a single PVC is strongly asymmetric, the beat is corrected but the RR time series
shows a plateau towards the asymmetry (see figure 4.26b). Second, single PVCs are sometimes
detected as PVC couplets, resulting in some false positive corrections. However, the relatively
high PPV of 88 % indicates that the second phenomenon accounts for much less error than the
first one. Further, it seems that the correction is sometimes rejected after verification. Signals
used in this thesis were uploaded at the testing page of Citi et al. [18] to detect if specific signals
result in the same correction, such as the plateaus. Indeed, the corrections showed the same
trends in all correction types (for an overview of the correction types see figure 4.26).
Figure 5.18 displays that the correction behavior becomes even worse when dealing with suc-
cessive ectopic beats. This is in accordance with the set-up of the algorithm, since it assumes
that no more than three consecutive ectopic beats occur. This assumption is further corroborated
by the low robustness, as illustrated in figures 5.19 and 5.20.
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6.6 Limitations

Several limitations arose in this comparison. All algorithms were computed as described in the
original papers. Although the methods were computed as efficiently as possible, they were not
optimized with respect to peak memory and computation time. Further, the profiler, which was
used as a function to determine these two parameters, is only mentioned in the undocumented
help of MATLAB®.
Many authors mentioned the parameters of their algorithms they found best performing, but
some did not. No parameter study was performed in this thesis, but instead parameters were es-
timated by a comparison of several values with respect to the lowest RMSD of the RR intervals.
This offers an possible error source. Nevertheless, the findings of all approaches are comparable
to the original papers, suggesting that the parameters lie in a reasonable range.
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CHAPTER 7
Conclusion

Single ectopic beats are reliably corrected by all approaches used in this thesis, since all re-
sult in very good restoration of the original HRV parameters. Based on the defined test cases
one can say that correction of ectopic beats is best performed by interpolation and removal ap-
proaches. Single ectopic beats, such as PVCs and PACs, are most reasonably corrected by means
of interpolation of degree zero. Median filtering and kNN average filtering also achieve a very
reasonable correction, but show a slightly higher error in either time- or frequency-domain HRV
parameters. In the model class, just the IPFM model with the s-parameter achieves a comparable
correction behavior. The reason of this weaker performance of many models lies in their design
to correct only specific artifacts. A comparison of the correction behavior in signals containing
only single PVCs demonstrated that the IPFM model with cost function reduces the error in
HRV parameters much more than interpolation or deletion.
These differences may be caused by the fact that removal and interpolation methods do not
make any specific assumptions, neither about the underlying RR interval time series, nor about
the kinds of ectopic beats. Additionally, all interpolation techniques just use correct NN inter-
vals for the calculation of the new RR intervals used for replacement, offering a big advantage
over most other correction approaches.
Correction of successive ectopic beats, such as PVC couplets and tachycardia, is best performed
by deletion of all erroneous RR intervals. This conclusion is in accordance with the review
of Peltola [65]. Again, interpolation of degree zero and one are also very good correction ap-
proaches, whereby interpolation of degree one requires a higher peak memory, in relation to
interpolation of degree zero. All filters are not suited to correct these kinds of artifacts, due
to the incorporation of erroneous RR intervals in the calculation of the new RR intervals. The
same is true for the models, since most of them rely on the assumption that no more than three
consecutive erroneous RR intervals occur, such as the buffer and the PPHDIG model.
An evaluation of additional tests showed that deletion is not always the best correction approach
if error density is high. Interpolation techniques seem to perform better if there are still correct
NN intervals present between ectopic beats. Similar, the adaptive rank order filter is also very
well suited for the correction of bi- and trigeminy at a high frequency. Therefore, deletion is
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maybe just the best correction approach for ectopic segments, like tachycardias, couplets and
triplets. To verify these assumptions additional tests should be carried out to determine the best
correction approach for each specific kind of artifact.
Although Peltola et al. mentioned that there are differences in the deviations of time- and
frequency-domain HRV parameters [65], this effect was not observed in any test case in this
thesis. According to the findings of this thesis, the performance in the frequency- and the time-
domain are always positively correlated.
It could be observed that detection of ectopic beats is more important than correction, since
some approaches rely on self detection of errors, but perform the same correction method as
other approaches used in this thesis. This conclusion is also in accordance with the findings of
Kemper et al. [34].
To conclude, single ectopic beats should be always corrected by means of interpolation of degree
zero or median filtering and ectopic segments or longer lasting successive ectopic beats should
be just deleted.
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APPENDIX A
Acronyms

AF atrial fibrilation

AMFILT adaptive median filter

AMI acute myocardial infarction

ANS autonomous nervous system

AROFIL adaptive rank order filter

AV atrioventricular

BUFFER buffer

CSINTP cubic spline interpolation

DELETE deletion

ECG electrocardiography (or electrocardiogram)

FA factor analysis

FIR finite impulse response

FN false negative

FP false positive

GP-IIA gross positioning of beats, method IIA

HF high frequency

HRT heart rate turbulence

139



HRV heart rate variability

HT heart timing

IBI inter beat interval

ICA independent component analysis

INT-0O interpolation of degree zero

INT-1O interpolation of degree one

IPFM integral pulse frequency modulation

IPFM-C IPFM model with cost function

IPFM-D IPFM model with δ-parameter

IPFM-S IPFM model with s-parameter

IRFILT impulse rejection filter

kNN-AF k nearest neighbors average filter

LF low frequency

MAD mean absolute deviation

MEDFIL median filter with fixed window length

NN normal-to-normal

NN50 number of interval differences of successive NN intervals greater than 50 ms

NPI-CT non-linear predictive interpolation based on chaos theory

NPV negative predictive value

PAC premature atrial contraction

PC principal component

PCA principal component analysis

PDF probability density function

pNN50 proportion derived by dividing NN50 by the total number of NN intervals

PPHDIG point process with history dependent inverse Gaussian distribution

PPV positive predictive value

PSD power spectral density
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PVC premature ventricular contraction

RMSD root mean squared deviation

RMSSD root of the mean squared successive differences of NN intervals

SA sinoatrial

SDANN standard deviation of the average NN interval calculated over short periods

SDNN standard deviation of all NN intervals

SDSD standard deviation of differences between adjacent NN intervals

SENN standard error of the mean

sVEB supra ventricular ectopic beat

SWAFIL sliding window average filter

THRESH threshold filter

TINN triangular interpolation of NN interval histogram

TN true negative

TP true positive

TPC-HT trend predict correction considering the heart turbulence

ULF ultra low frequency

VEB ventricular ectopic beat

VLF very low frequency

WAVE-F wavelet filter
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APPENDIX B
Detailed Results of Absolute Deviations

of HRV Parameters

This appendix contains the detailed results of the absolute deviations of the time- and frequency-
domain HRV parameters of Test-1A and Test-1B. In addition, the outcome of Test-2B and Test-
2C is also shown in this chapter. The diagrams are displayed for a comparison of the new
variables (PC scores), which are used in chapter 5 for result description, with the original ones.
Since the statistical parameters specificity, negative predictive value and accuracy are not used
for the comparison of the correction approaches, they are not shown in this appendix. At the
beginning of each section there is a short description of the summarized results of all diagrams
in the actual section (either time or frequency domain or robustness) but the detailed evaluation
of the results is given separately.

B.1 Specific Results of Test-1A, Single Ectopic Beats

The specific results of Test-1A contain all time- and frequency-domain HRV parameters men-
tioned in table 4.4 and 4.5.

B.1.1 Time-domain HRV Parameters

Basically, all time-domain HRV parameters show the same relationships, except of the pNN50
parameter. This result is maybe related to the similarities in the calculations of these four time-
domain parameters. All are based on the error and/or the standard deviation of all RR intervals.
In contrast, the pNN50 is calculated by the number of RR intervals that deviate more than 50 ms
from the previous one by division of the total number of intervals.
Figure B.1 demonstrates that all interpolation methods, median filters and deletion perform best
by means of the lowest absolute deviation in the RMSSD. Many other correction approaches
yield in a median error about one order of magnitude higher, but the deviations inside every
correction approach are rather high (in most cases the 25 and 75 percentile differ by more than
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one order of magnitude). Therefore, it is not possible to make a precise ranking in average
performing methods. Weak performing methods, like THRESH, IRFILT, IPFM-C, SWAFIL,
buffer (BUFFER), gross positioning of beats, method IIA (GP-IIA) and wavelet filter (WAVE-F)
result in a nearly 10-fold error.
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Figure B.1: Test-1A adjusted box plot of the absolute differences of RMSSD. The adjusted
box plot (according to Hubert and Vandervieren [27]) displays all 1510 recordings of the
ten Test-1A cases, containing 151 signals each.

The error of the SDSD parameter is basically the same as in RMSSD (compare figure B.2
to B.1).

The absolute deviation of the SENN parameter is also very similar to the one in the RMSSD
and the SDSD parameter, but there are some alterations (see figure B.3). First, the overall error
in the SENN is about one order of magnitude smaller, compared to the other two parameters.
This is related to the normalization of the SENN (SENN = SDNN√

N
, where N is the number of

NN intervals). Second, deletion and threshold filtering cause a larger error in the SENN, with
respect to the other correction approaches.

The relations in the error of the SDNN parameter are the same as in the SENN case (see
figure B.4). However the error is one order of magnitude larger and thus in the same range as in
the RMSSD and SDSD parameter.

The error of the pNN50 parameter is different from the other time-domain HRV parame-
ters (see figure B.5). Although most relations look similar to that of the RMSSD and SDSD
parameters, there are less deviations between the correction methods present. This is the only
parameter, where nearly all correction methods show an error in the same order of magnitude.
Further, deletion results in the lowest error and SWAFIL in the largest error.
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Test-1A Absolute Deviation of SDSD

Figure B.2: Test-1A adjusted box plot of the absolute differences of SDSD. The adjusted
box plot (according to Hubert and Vandervieren [27]) displays all 1510 recordings of the
ten Test-1A cases, containing 151 signals each.
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Figure B.3: Test-1A adjusted box plot of the absolute differences of SENN. The adjusted
box plot (according to Hubert and Vandervieren [27]) displays all 1510 recordings of the
ten Test-1A cases, containing 151 signals each.
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Figure B.4: Test-1A adjusted box plot of the absolute differences of SDNN. The adjusted
box plot (according to Hubert and Vandervieren [27]) displays all 1510 recordings of the
ten Test-1A cases, containing 151 signals each.
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Figure B.5: Test-1A adjusted box plot of the absolute differences of pNN50. The adjusted
box plot (according to Hubert and Vandervieren [27]) displays all 1510 recordings of the
ten Test-1A cases, containing 151 signals each.
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B.1.2 Frequency-domain HRV Parameters

The errors in the frequency-domain HRV parameters do not show the same relations, as in the
time-domain parameters, but the trends are very similar. Again, all interpolation techniques, all
median filters and deletion cause the lowest error in all parameters, whereas IPFM-C, GP-IIA,
WAVE-F, SWAFIL, THRESH, IRFILT and BUFFER are always among the weakest performing
methods.
The error of the low to high frequency ratio is very high, compared to all other HRV frequency-
domain parameters (see figure B.6). Interpolation of degree zero and one perform best, whereas
IPFM-C, GP-IIA, wavelet filter and buffer show the largest error. Most other approaches demon-
strate largely overlapping areas and thus cannot be ranked.
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Figure B.6: Test-1A adjusted box plot of the absolute differences of LF/HF. The adjusted
box plot (according to Hubert and Vandervieren [27]) displays all 1510 recordings of the
ten Test-1A cases, containing 151 signals each.

Most relations in the absolute deviations of the relative HF power are similar to the those
in the LF/HF ratio (see figure B.7). However, the overall error is about one order of magnitude
smaller.

The deviations between the different correction approaches is slightly smaller in the case of
the absolute deviation of the relative LF power (see figure B.8) and are hence sometimes different
to those of the high frequency power. Interestingly, the wavelet filter performs worst, even worse
than the IPFM-C model, which performs worst in all other frequency-domain parameters. This is
in accordance with the finding that the wavelet filter changes a huge amount of FP NN intervals,
resulting in alterations in the low frequency domain.

The absolute deviation of the total power shows a similar relationship to the LF/HF ratio and
the relative high frequency power (see figureB.9). Threshold filtering, sliding window average
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Figure B.7: Test-1A adjusted box plot of the absolute differences of HFnorm. The adjusted
box plot (according to Hubert and Vandervieren [27]) displays all 1510 recordings of the
ten Test-1A cases, containing 151 signals each.
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Figure B.8: Test-1A adjusted box plot of the absolute differences of LFnorm. The adjusted
box plot (according to Hubert and Vandervieren [27]) displays all 1510 recordings of the
ten Test-1A cases, containing 151 signals each.

148



filter and the PPHDIG model perform worst. Several approaches yield very similar low errors
in the total power deviation and thus cannot be ranked.
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Figure B.9: Test-1A adjusted box plot of the absolute differences of total power. The
adjusted box plot (according to Hubert and Vandervieren [27]) displays all 1510 recordings
of the ten Test-1A cases, containing 151 signals each.

B.2 Specific Results of Test-1B, Multiple Ectopic Beats

The specific results of Test-1B contain all time- and frequency-domain HRV parameters men-
tioned in table 4.4 and 4.5.

B.2.1 Time-domain HRV Parameters

Like in Test-1A, the absolute deviation of the RMSSD and the SDSD are almost identical (see
figure B.10 and B.11). Deletion outperforms all other approaches but all interpolation techniques
still perform very well. The same holds for the IPFM-S model. Interestingly, also the wavelet
filter and the gross positioning of beats approach achieve a much lower error than in Test-1A,
respectively.

Figure B.12 illustrates a quite different behavior in the absolute deviation of the SENN pa-
rameter, compared to the RMSSD and SDSD. Interpolation of degree zero and one and IPFM-S
are the best approaches. Although there are again several methods that cannot be distinguished
from each other, cubic spline interpolation shows the largest error due to several outliers. This
is maybe related to the overshoot of some splines if error density is too high. Figure B.13
demonstrates the same effect in the case of the SDNN parameter. Both parameters consider the
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Figure B.10: Test-1B adjusted box plot of the absolute differences of RMSSD. The adjusted
box plot (according to Hubert and Vandervieren [27]) displays all 1510 recordings of the
ten Test-1B cases, containing 151 signals each.
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Figure B.11: Test-1B adjusted box plot of the absolute differences of SDSD. The adjusted
box plot (according to Hubert and Vandervieren [27]) displays all 1510 recordings of the
ten Test-1B cases, containing 151 signals each.
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standard deviation of all RR intervals , whereas the RMSSD and the SDSD are based on the
standard deviation of the error and the standard deviation of the standard deviations.
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Figure B.12: Test-1B adjusted box plot of the absolute differences of SENN. The adjusted
box plot (according to Hubert and Vandervieren [27]) displays all 1510 recordings of the
ten Test-1B cases, containing 151 signals each.

Figure B.14 displays that the error of the pNN50 parameter is very similar in several correc-
tion approaches. However, deletion clearly results in the lowest error, while the IPFM-C model
causes the largest one.

B.2.2 Frequency-domain HRV Parameters

Most correction approaches perform very similar to the time-domain. For example, the LF/HF
parameter shows very similar results for more than halt of the approaches (see figure B.15).
Just interpolation of degree zero and one perform better than all other methods. Cubic spline
interpolation results in the largest error, because of several outliers.

The differences between the correction approaches are slightly larger for HFnorm, compared
to LF/HF (see figure B.16). Therefore, it is hard to rank the best performing methods. Dele-
tion, interpolation of degree zero and one and the IPFM-S model achieve the lowest median
deviations, which all are one order of magnitude lower than the worst performing methods.

In contrast to HFnorm, the differences between the correction methods are slightly smaller
in LFnorm (see figure B.17).

Figure B.18 demonstrates that the majority of the correction approaches perform similarly
for the total power in Test-1B. Cubic spline interpolation clearly results in the largest error,
whereas deletion, interpolation of degree zero and one, the IPFM-S model and GP-IIA have the
lowest error.
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Figure B.13: Test-1B adjusted box plot of the absolute differences of SDNN. The adjusted
box plot (according to Hubert and Vandervieren [27]) displays all 1510 recordings of the
ten Test-1B cases, containing 151 signals each.
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Figure B.14: Test-1B adjusted box plot of the absolute differences of pNN50. The adjusted
box plot (according to Hubert and Vandervieren [27]) displays all 1510 recordings of the
ten Test-1B cases, containing 151 signals each.
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Figure B.15: Test-1B adjusted box plot of the absolute differences of LF/HF. The adjusted
box plot (according to Hubert and Vandervieren [27]) displays all 1510 recordings of the
ten Test-1B cases, containing 151 signals each.
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Figure B.16: Test-1B adjusted box plot of the absolute differences of HFnorm. The adjusted
box plot (according to Hubert and Vandervieren [27]) displays all 1510 recordings of the
ten Test-1B cases, containing 151 signals each.
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Figure B.17: Test-1B adjusted box plot of the absolute differences of LFnorm. The adjusted
box plot (according to Hubert and Vandervieren [27]) displays all 1510 recordings of the
ten Test-1B cases, containing 151 signals each.
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Figure B.18: Test-1B adjusted box plot of the absolute differences of total power. The
adjusted box plot (according to Hubert and Vandervieren [27]) displays all 1510 recordings
of the ten Test-1B cases, containing 151 signals each.
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B.3 Specific Results of Test-2, Robustness

The number of successive ectopic beats that can be processed is about one to three for most
approaches (see figure B.19). This finding is in accordance with the design of those approaches,
since several methods just assume single ectopic beats, such as IRFILT and IPFM-C, or no more
than three consecutive ectopic beats, such as the BUFFER and the PPHDIG model. Threshold
filtering and gross positioning of beats can handle the largest number of multiple ectopic beats.
Moreover, they show the same robustness in all HRV parameters. The two adaptive median
filters, AMFILT and AROFIL, are both limited by half of their maximum window size, namely
12 successive ectopic beats.
Correction of successive ectopic beats is determined by the initial error (one single ectopic beat
present). The best performing methods for single ectopic beats, such as deletion and interpola-
tion approaches, reach a plateau, where error does not increase remarkable anymore. Therefore,
they still perform a similarly reliable correction in highly erroneous signals, although they are
not robust at all. In contrast, the threshold filter does not show any increase in error if the ectopic
segment is enlarged. The GP-IIA approach shows a low increase at 12 ectopic beats and only
a minor increase in error afterwards. Therefore, it seems to be nearly equivalent if successive
ectopic beats are deleted or interpolated by several different approaches.
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Figure B.19: Box plot of robustness against successive ectopic beats. Robustness was
determined for each HRV parameter and the adjusted RMSD of RR intervals, resulting in
ten data points per method.

Figure B.20 demonstrates that most approaches just need two to three correct NN intervals
for a reliable correction. Further, most methods show a rather small variance. Threshold filtering
and gross positioning of beats require only one correct NN interval and are thus best suited to
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correct whole ectopic segments. AMFILT and AROFIL require 12 NN intervals between ectopic
segments and are the least robust approaches in this case. As they were the third and fourth most
robust methods against successive ectopic beats, it is obviously that the relation of these two
parameters reflects the correction ability against multiple ectopic beats much better than the
single parameters.
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Figure B.20: Box plot of necessary correct NN intervals between ectopic segments. The
number of intervals was determined for each HRV parameter and the adjusted RMSD of RR
intervals, resulting in ten data points per method.
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