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Kurzfassung

In  dieser  Arbeit  werden,  mit  Hilfe  der  Dichtefunktionaltheorie  (DFT)  und  der  

dynamischen  Molekularfeldtheorie  (DMFT),  die  Gitterstruktur  sowie  die  elek-  

tronischen  und  optischen  Eigenschaften  des  korrelierten  blauen  Pigmentmaterials  

YIn1−xMnxO3 untersucht.  Die  Gitterstrukturen,  in  denen  sich  fünf  O2− Ionen  in  

einer  trigonalen  Bipyramide  (TBP)  um  das  zentrale  M3+ Ion  koordinieren,  werden  

in  DFT und  DFT+𝑈 für  verschiedene  Mn-Konzentrationen x relaxiert.  Der  Fokus  

liegt  auf  dem  niedrigen x-Bereich,  da  dort  die  blaue  Farbe  im  Experiment  beobach-  

tet  wurde.  Die  resultierenden  Strukturen  werden  dann  zur  Berechnung,  im  Rahmen  

der  mBJ@DFT+DMFT Methode,  der  elektronischen  und  optischen  Eigenschaften  

verwendet.  Um  Korrelationseffekte  zu  berücksichitgen  wird  die  lokale  Coulomb-  

Wechselwirkung  der  Mn-3𝑑 Orbitale  miteinbezogen.  Weiters  wird  das  modifizier-  

te  Becke-Johnson-Potential  (mBJ)  in  einer  perturbativen  Weise  angewandt,  um  

semilokale  Austauschwechselwirkungen  zu  berücksichtigen  und  dadurch  eine  ver-  

besserte  Beschreibung  der  Bandlücken  zu  erreichen.  Bei  diesem  Ansatz  kommt  die  

Hubbard-I  Approximation  zur  Anwendung,  um  das  DMFT-Impurity-Problem  zu  

lösen.  

Die  Ergebnisse  dieser  Arbeit  zeigen,  dass  die  axialen  Mn–O  Bindungslängen  

innerhalb  der  TBP das  Auftreten  der  blauen  Farbe  wesentlich  beeinflussen,  in-  

dem  optische  Übergänge  zwischen  besetzten  und  unbesetzten  Mn-3𝑑 Zuständen  

selektiv  ermöglicht  werden.  Darüber  hinaus  zeigen  unsere  Ergebnisse,  dass  die  

Zwei-Peak-Struktur  in  der  optischen  Leitfähigkeit,  die  für  dieses  blaue  Material  

charakteristisch  ist,  hauptsächlich  von 𝑑− 𝑑 Übergängen  zwischen  Mn-3𝑑 Zustän-  

den  stammt.  Diese  Zustände  fallen  (teilweise)  in  eine  Bandlücke,  die  überwiegend  

zwischen  den  O-2p und  In-5s Zuständen  gebildet  wird  und  einen  Wert  von ∼ 4
eV  für x =  8% aufweist.  Die  berechnete  diffuse  Reflektivität  stimmt  qualitativ  gut  

mit  dem  Experiment  überein,  wobei  es  im  niederenergetischen  Bereich  zu  leichten  

Abweichungen  kommt.
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Abstract

In  this  work  we  investigate  the  lattice  and  electronic  structure,  as  well  as  the  

optical  properties  of  the  correlated  blue  pigment  material  YIn1−xMnxO3 within  

density  functional  theory  (DFT)  and  dynamical  mean-field  theory  (DMFT).  The  

lattice  structures,  where  five  O2− ions  coordinate  in  a  trigonal  bipyramid  (TBP)  

around  the  central  Mn3+ ion,  are  relaxed  within  DFT and  DFT+𝑈 for  various  

Mn-concentrations x.  We  focus  on  the  low x regime  since  this  is  were  the  blue  

color  was  observed  in  experiments.  The  resulting  structures  are  then  used  to  

calculate  the  electronic  and  optical  properties  within  mBJ@DFT+DMFT,  where  

an  on-site  Coulomb  interaction  of  the  Mn-3𝑑 states  is  included  to  incorporate  

correlation  effects.  Furthermore,  the  modified  Becke-Johnson  (mBJ)  potential  

is  applied  in  a  perturbative  way  to  take  semilocal  exchange  into  account  for  an  

improved  description  of  band  gaps.  In  this  approach,  we  employed  the  Hubbard-I  

approximation  to  solve  the  DMFT impurity  problem.  

Our  findings  show that  the  axial  Mn–O  bond  lengths  within  the  TBP have  a  

major  impact  on  the  occurrence  of  the  blue  color,  by  selectively  allowing  for  opti-  

cal  transitions  between  occupied  and  unoccupied  Mn-3𝑑 states.  Indeed,  this  work  

shows  that  the  two-peak  structure  in  the  optical  conductivity,  which  is  character-  

istic  for  this  blue  compound,  arises  mainly  from 𝑑− 𝑑 transitions  between  Mn-3𝑑
states.  These  states  are  located  within  a  band  gap  formed  mainly  between  the  

O-2p and  In-5s states,  which  has  a  value  of ∼ 4 eV  for x =  8%.  The  calculated  

diffuse  reflectance  is  in  qualitative  good  agreement  with  the  experiment,  exhibiting  

slight  deviations  in  the  low-energy  region.
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Chapter  1  

Introduction

A  new blue  pigment  material,  so-called  YInMn-Blue,  was  discovered  at  Oregon  

State  University  [1,  2]  in  2009.  The  host  material  is  YInO3,  where  it  has  been  

observed  that  when  a  few percent  of  the  In  atoms  are  replaced  with  Mn,  a  brilliant  

blue  color  is  formed  [1].  This  remarkable  discovery  inspired  further  studies,  where  

instead  of  Mn  other  transition  metals  were  introduced  in  YInO3 resulting  in  a  

green  [3],  orange  [4]  and  purple  [5]  coloration.  

The  properties  of  the  blue  pigment  material  were  mostly  investigated  experi-  

mentally  [1,  5,  6].  Despite  the  experimental  data  regarding  optical  properties  [1,  

5]  as  well  as  structural  characteristics  [6],  it  is  still  not  clear  what  the  mechanisms  

behind  the  color  are.  In  particular  no ab  initio computations  of  the  electronic  

structure  and  involved  optical  transitions  has  been  presented  so  far.  This  is  mainly  

due  to  the  need  for  advanced  many-body  methods  to  capture  correlation  effects  in  

the  Mn-3𝑑 shell.  We  will  fill  this  gap  and  achieve  a  better  understanding  of  the  

mechanisms  responsible  for  the  blue  coloration  in  YIn1−xMnxO3.  

In  order  to  calculate  optical  properties  from  first  principle  we  need  sophisti-  

cated  methods  to  properly  describe  the  physics  within  this  compound.  For  a  wide  

range  of  materials,  density  functional  theory  (DFT)  [7,  8]  is  a  well  established  

method  for ab  initio calculations.  However,  DFT lacks  an  adequate  description  

of  correlation  effects,  which  is  extremely  important  for  materials  with  electrons  

in  open 3𝑑-shells,  such  as  Mn  oxides.  A  more  proper  description  of  strongly  cor-  

related  electrons  can  be  achieved  within  the  framework  of  dynamical  mean-field  

theory  (DMFT)  [9,  10].  The  application  of  DMFT to  realistic  materials  calcu-  

lations  requires  a  combination  with  DFT,  in  the  so-called  DFT+DMFT [11,  12]  

approach.  In  this  work,  a  variation  of  the  DFT+DMFT method  is  employed,  the  

so-called  mBJ@DFT+DMFT [13,  14]  approach,  which  further  mimics  non-local  

exchange.  

The  structure  of  this  thesis  is  the  following:  In  Chapter  2,  I  will  present  pre-  

vious  works  and  outline  the  current  state-of-the-art.  Chapter  3  focuses  on  the

1



CHAPTER  1.  INTRODUCTION 2

theoretical  background  and  introduces  the  methods  used  for  the  calculations  of  

material  properties.  The  corresponding  results,  including  the  electronic  structures  

and  optical  properties,  are  presented  in  Chapter  4.



Chapter  2  

A  new  blue  pigment  material:  

YIn1−xMnxO3

The  interest  in  YIn1−xMnxO3 started  in  2009  when  A.  E.  Smith  was  studying  the  

electronic  properties  of  this  compound  and  by  accident  discovered  a  bright  blue  

color  [2].  The  subsequent  work  by  A.  E.  Smith  et  al.  [1]  and  others  [6]  revealed  that  

the  structure  of  the  material  is  essential  for  the  blue  coloration.  Stoichiometric  

YMnO3 and  YInO3 usually  occur  as  orthorhombic  perovskites  [15,  16].  Yet,  also  

the  synthesis  of  hexagonal  YMO3  (M =  Mn,  In)  is  possible  [17,  18].  We  focus  on  

the  latter  in  the  following.  

In  1963,  H.  L.  Yakel  et  al.  [19]  reported  the  occurrence  of  the  hexagonal  

structure  with  space  group  P63cm  in  TMnO3 (T =  Ho,  Er,  Tm,  Yb,  Lu,  Y)  and  

soon  after  ferroelectric  properties  were  discovered  in  these  materials  [20].  Since  

then  YMnO3 has  been  investigated  extensively,  mostly  due  to  its  ferroelectric  

transition  at 𝑇𝐹  𝐸 ≈ 923 K [21]  and  its  antiferromagnetic  ordering  below 𝑇𝑁 =  75
K [22].  

Fig.  2.1  illustrates  the  hexagonal  structure,  where  layers  of  Y3+ ions  (green)  

alternate  layers  of  MO5 (M =  Mn,  In)  polyhedra.  Here,  the  O2− anions  (red)  

coordinate  in  trigonal  bipyramids  (TBP)  around  the  central  M3+ cations  (purple).  

In  this  TBP-coordination  (right  side  of  Fig.  2.1)  the  central  M3+ ion  forms  three  

equatorial  bonds  with  O2− and  two  out-of-plane  axial  bonds.  These  axial  and  

equatorial  bonds  will  be  referred  to  as  M–O𝑎x and  M–O𝑒q,  respectively.  Note  

that  for  hexagonal  YMnO3 a  tilting  of  the  Mn–O𝑎x bonds  and  a  buckling  of  the  

TBP,  along  with  a  shift  of  the 𝑌 3+ ions,  is  observed,  where  the  latter  leads  to  a  

ferroelectric  polarization  [23].  

After  the  accidental  discovery  in  2009,  the  work  by  A.  E.  Smith  et  al.  [1]  

showed  that  YIn1−xMnxO3 exhibits  a  blue  coloration  for  low Mn  concentrations
x.  Fig.  2.2(a)  displays  the  colors  of  the  powders  and  Fig.  2.2(b)  shows  the  

associated  diffuse  reflectance  spectra  for  various  different x,  measured  in  Ref.  [1].

3
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Fig.  2.1: The  structure  of  hexagonal  YM𝑂3,  where  M  =  Mn  or  In.  Own  illustration,  

where  VESTA  [24]  was  used  to  plot  the  structure  file  of  Ref.[25],  which  is  based  on  

experimental  data  of  Ref.[26].

We  can  see  from  Fig.  2.2(b)  that  pure  YInO3 (x =  0)  exhibits  no  absorption  up  

to ∼ 3.8 eV,  while  YMnO3 (x =  1)  absorbs  over  the  entire  visible  range  of  the  

light  spectrum,  which  leaves  these  materials  white  and  black,  respectively.  For  

low Mn-concentrations,  e.g., x =  5%,  one  observes  two  absorption  peaks.  One  

centered  around ∼ 2 eV,  absorbing  from  the  red  to  the  green  region,  and  a  second  

absorption  feature  with  its  peak  around ∼ 3.5 eV  [1].  Only  blue  is  reflected,  in  

the  limit  of  small x,  explaining  the  color  of  the  compound.  Fig.  2.2(b)  shows  that  

increasing  the  Mn-concentration  results  in  a  broadening  of  the  first  absorption  

peak  and  a  shift  of  the  second  one  to  lower  energies,  yielding  a  darker  color  [1].  

The  authors  of  Ref.  [1]  speculated  that  the  first  absorption  peak  arises  due  

to  a  transition  from  occupied  O-2px,y and  Mn-3𝑑x2−y2/𝑑xy states  to  the  lowest  

unoccupied  Mn-3𝑑z2 states,  which  are  positioned  in  the  band  gap  of  YInO3.  The  

second  absorption  peak  was  interpreted  as  a  transition  from  occupied  O-2p to  the  

unoccupied  Mn-3𝑑z2 states  [1].  

Although  these  results  and  considerations  might  seem  reasonable,  the  theoret-  

ical  study  does  not  report  any  theoretical  spectra  nor  calculations  of  the  optical  

properties.  Additionally,  the  LSDA+𝑈 calculations  of  Ref.  [1]  assume  an  antifer-  

romagnetic  ordering,  while  experiments  show that  YIn1−xMnxO3 is  paramagnetic  

at  room  temperature  [27].  Furthermore,  it  is  known  that  the  LSDA+𝑈 approach  

can  not  correctly  describe  the  multiplet  splitting  [28]  of  the  Mn-3𝑑 states.  In  Ref.  

[1]  the  structure  was  relaxed  in  LSDA+𝑈 for x =  0, 0.25, 0.5, 0.75, 1.  The  reported
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(a)

(b)

Fig.  2.2: (a)  Pellets  of  YIn1−xMnxO3 at  different  Mn-concentrations x.  Figure  adapted  

from  Figure  3  of  Ref.  [1].  (b)  Diffuse  reflectance  spectra  for  various x.  Illustration  taken  

from  Figure  4  of  Ref.  [1].

M–O𝑒q distances  for x =  0.25 and 0.75 are  similar,  while  the  In–O𝑎x and  Mn–O𝑎x

bond  lengths  differ  with  values  comparable  to  those  of  pure  YInO3 and  YMnO3,  

respectively  [1].  

As  suggested  by  Ref.  [1],  the  Mn–O  bond  lengths  in  the  TBP-coordination  

plays  an  important  role  for  the  properties  of  YIn1−xMnxO3,  since  they  influence  

the  crystal-field  splitting  of  the  Mn-3𝑑 orbitals.  S.  Mukherjee  et  al.  [6]  investigated  

the  local  environment  of  M3+ ions  in  this  compound  experimentally,  reporting  unit  

cell  parameters,  as  well  as  axial  and  equatorial  M–O  bond  lengths  for  various  Mn-  

concentrations.  The  measurements  show that  for  the  pure  end  members  the  main  

difference  in  the  MO5 polyhedra  are  the  M–O𝑎x bonds,  which  are ∼ 1.86 Å  for  

Mn–O𝑎x and ∼ 2.09 Å  for  In–O𝑎x bonds  [6].  This  makes  sense  since  Mn3+ is  smaller
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Fig.  2.3: Color  cycle  of  hexagonal  YInO3 substituted  with  different  transition  metals.  

Figure  taken  from  Figure  2  of  Ref.  [5].

than  the  In3+ ion.  Increasing x in  YIn1−xMnxO3 results  in  an  overall  decrease  

of  the  bond  lengths,  while  it  is  observed  that  the  M–O𝑒q decrease  less  than  the  

M–O𝑎x bond  lengths  [6].  Furthermore,  the  bond  lengths  differ  more  in  the  MnO5

polyhedra  than  in  the  InO5 TBP,  when  comparing  the  low Mn-concentrations  to  

Mn-rich  environments  [6].  

For  low x,  where  the  blue  color  is  observed,  the  TBP are  strongly  distorted  

along  the  axial  direction  [6].  As  a  consequence  two  different  Mn–O𝑎x bond  lengths  

are  observed,  which  are ∼ 1.88 Å  and ∼ 2.09 Å  [6]  in  the  case  of x =  5%.  This  

distortion,  resulting  in  asymmetric  axial  bond  lengths,  has  been  considered  in  Ref.  

[6]  to  be  important  for  the  appearance  of  the  blue  color  in  the  low Mn-concentration  

limit.  

Ref.  [6]  reported  two  rather  similar  (symmetric)  Mn–O𝑎x bond  lengths  for  pure  

YMnO3 and  proposed  that  for  arbitrary x the  local  Mn3+-environments  are  made  of  

two  different  MnO5 polyhedra.  One  with  asymmetric  axial  bond  lengths,  dominat-  

ing  in  the  low Mn-concentration  regime  and  the  other  one  with  symmetric  Mn–O𝑎x

distances  for  higher  concentrations  [6].  In  this  picture  the  shift  of  the  second  ab-  

sorption  peak  in  Fig.  2.2(b)  to  lower  energies  with  growing  Mn-concentration  can  

be  ascribed  to  the  increasing  occurrence  of  the  TBP with  symmetric  bond  lengths  

[6].  

The  discovery  of  the  blue  color  in  YIn1−xMnxO3 [1]  triggered  a  series  of  further  

experiments,  substituting  other  transition  metals  onto  the  TBP sites  of  YInO3,  in
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order  to  generate  different  colors.  As  a  result,  these  experiments  revealed  colors  

ranging  from  green  in  YIn1−2xCuxTixO3 [3],  over  orange  in  YIn1−xFexO3 [4]  to  

purple  in  YIn1−x−2yMnxTiyZnyO3 [5].  Fig.  2.3  (taken  from  Ref.  [5])  shows  the  

range  of  colors  covered.  For  the  purple  pigment  it  is  believed  that  the  change  in  

color  is  a  result  of  decreased  Mn–O𝑎x bond  lengths,  which  impacts  the  crystal  field  

splitting  and  therefore  the  energy  of  the 𝑑− 𝑑 transition  responsible  for  the  color  

[5].  

To  understand  the  mechanisms  behind  the  blue  color  in  YIn1−xMnxO3,  we  

perform  detailed  calculations  using  the  mBJ@DFT+DMFT [13,  14]  approach,  in  

order  to  investigate  the  involved  optical  transitions.  With  this  method  we  can  

address  the  paramagnetic  phase  of  the  compound  and  tackle  the  strongly  correlated  

Mn−𝑑 states,  as  well  as  ligand p−bands  within  an ab  initio framework.  In  addition,  

crystal-field  effects  and  the  multiplet  splitting  of  the 𝑑−states  are  incorporated  

within  this  approach  making  a  decisive  step  towards  a  proper  modeling  of  this  

fascinating  compound.



Chapter  3  

Methods

In  order  to  calculate  a  material’s  electronic  structure,  we  start  from  the  well-known  

solid  state  Hamiltonian  in  the  Born-Oppenheimer  [29]  approximation,  which  sep-  

arates  lattice  and  electronic  degrees  of  freedom,

𝐻 =
∑︁
i

[︂
−ℏ2△i

2m𝑒

−
∑︁
j

𝑒2

4𝜋  𝜖0

𝑍j

|ri −Rj|
]︂
+  

1

2

∑︁
i ̸=i′

𝑒2

4𝜋  𝜖0

1

|ri − ri′ | ,  (3.1)  

where ri (Rj)  is  the  position  of  the  electron i (ion j)  with  charge 𝑒 (𝑍j𝑒).  Here, 𝜖0,
ℏ and 𝑒 are  the  dielectric  constant,  the  reduced  Planck  constant  and  the  elementary  

charge,  respectively.  The  first  term  is  the  kinetic  energy  of  the  electrons,  where
△i denotes  the  Laplace  operator  and m𝑒 is  the  mass  of  the  electrons.  The  second  

term  describes  the  attractive  lattice  potential  between  electrons  and  ions  and  the  

last  term  accounts  for  the  repulsive  Coulomb  interaction  between  electrons.  In  

the  following  we  use  atomic  units  with ℏ = 𝑒 = m𝑒 =  (4𝜋  𝜖0)
−1 =  1,  unless  noted  

otherwise.  

The  Born-Oppenheimer  [29]  approximation  assumes  that,  due  to  the  fact  that  

electrons  and  ions  move  on  different  time  scales  (since  the  ionic  mass  is  much  

larger),  we  can  separate  the  electronic  and  ionic  degrees  of  freedom.  The  ions  

of  the  crystal  lattice  then  form  a  static  potential  for  the  electrons  [29].  Another  

assumption  we  make  is  to  neglect  relativistic  corrections,  which  is  justified  since  in  

YIn1−xMnxO3 the  elements  are  not  too  heavy  such  that  spin-orbit  coupling  plays  

no  role  (in  particular  for  the  low-energy  states).  

Still,  the  solid  state  Hamiltonian  in  Eq.  (3.1)  can  not  be  solved  without  fur-  

ther  simplifications.  This  is  due  to  the  third  term  in  Eq.  (3.1),  which  generates  

correlations  between  electrons  and  makes  the  problem  scale  exponentially  with  

the  number  of  electrons,  therefore  making  it  impossible  to  solve  it  analytically  

or  numerically  for  realistic  materials  with  a  large  number  of  electrons.  In  order  

to  overcome  this  problem  one  needs  to  make  further  approximations,  which  we  

introduce  in  the  following.

8
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3.1  Density  functional  theory  (DFT)
Density  functional  theory  (DFT)  is  based  on  the  ground  state  electron  density
𝜌(r).  DFT started  with  P.  Hohenberg  and  W.  Kohn,  who  showed  in  Ref.  [7]  that  

for  an  interacting  electron  gas  in  an  external  potential v(r) the  ground  state  energy
𝐸 is  a  unique  functional  of 𝜌(r),  with  its  minimum  at  the  ground-state  electron  

density 𝜌0(r).  Furthermore,  they  showed  that 𝐸[𝜌] can  be  written  as  [7]:

𝐸[𝜌]  =

∫︁
v(r)𝜌(r) 𝑑3r +  

1

2

∫︁  ∫︁
𝜌(r)𝜌(r′)
|r− r′| 𝑑3r  𝑑3r′ +𝐺[𝜌] , (3.2)  

where 𝐺[𝜌] is  a  functional  of 𝜌,  which  should  include  the  effects  of  electron-electron  

interactions  as  well  as  the  kinetic  energy.  The  first  term  is  the  energy  due  to  the  

external  lattice  potential  and  the  second  term  is  the  classical  Coulomb  energy.

3.1.1  Kohn-Sham  equations

In  Ref.  [8],  W.  Kohn  and  L.  J.  Sham  mapped  the  interacting  problem  onto  a  

system  of  non-interacting  electrons  with  the  same  density,  resulting  in  a  set  of  

self-consistent  equations  for  the  ground  state  energy  and  electron  density. 𝐺[𝜌] is  

expressed  as  the  sum  of  the  kinetic  energy  of  non-interacting  electrons 𝑇 [𝜌] and  

the  (unkown)  exchange  and  correlation  energy  of  interacting  electrons 𝐸x𝑐[𝜌] [8].  

In  order  to  find  the  ground  state  electron  density 𝜌0(r), 𝐸[𝜌] is  minimized  leading  

to  effective  one-electron  equations,  the  so-called  Kohn-Sham  equations  [8]:[︂
−  

△
2  

+ v𝑒𝑓  𝑓 (r)

]︂
𝜓i(r)  = 𝜀i𝜓i(r) ,  with

v𝑒𝑓  𝑓 (r)  = v(r)  +

∫︁
𝜌(r′)
|r− r′| 𝑑

3r′ +
𝛿  𝐸x𝑐[𝜌]

𝛿  𝜌
and

𝜌(r)  =
𝑁∑︁
i=1

|𝜓i(r)|2 ,  

(3.3)  

where 𝑁 is  the  number  of  electrons  and 𝜓i(r) are  the  so-called  Kohn-Sham  orbitals  

with  associated  eigenenergies 𝜀i.  Here,  the  effective  potential v𝑒𝑓  𝑓 (r) contains  

the  lattice  potential v(r),  a  Hartree  term,  describing  a  mean-field  generated  by  

all  electrons  and  the  last  term  which  is  the  potential  arising  due  to  electronic  

exchange  and  correlation.  Note  that  the  exchange  and  correlation  energy 𝐸x𝑐[𝜌]
is  not  known  exactly  and  therefore  reasonable  approximations  are  crucial.  These
𝑁 one-particle  Schrödinger  equations  with  an  effective  potential v𝑒𝑓  𝑓 (r) have  to  

be  solved  self-consistently.  In  principle,  the  resulting 𝜌(r) and 𝐸[𝜌] are  only  valid  

for  the  ground  state  and  the 𝜓i(r) and 𝜀i do  not  have  any  physical  meaning.
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However,  the  eigenvalues  of  the  Kohn-Sham-Hamiltonian 𝜀i are  often  interpreted  

as  one-particle  eigenenergies  that  give  rise  to  an  electronic  band  structure.

3.1.2  Local  Density  approximation  (LDA)

Approximations  to 𝐸x𝑐[𝜌] need  to  be  made  in  order  to  solve  the  Kohn-Sham  equa-  

tions  (Eq.  (3.3)).  In  the  local  density  approximation  (LDA), 𝐸x𝑐[𝜌] is  defined  as  

[8],

𝐸x𝑐[𝜌]  =

∫︁
𝜖𝐿𝐷  𝐴  

x𝑐 (𝜌(r))𝜌(r)𝑑3r  . (3.4)  

Here, 𝜖𝐿𝐷  𝐴  

x𝑐 (𝜌(r)) is  the  exchange  and  correlation  energy  per  particle  of  a  uniform  

electron  gas. 𝜖𝐿𝐷  𝐴  

x𝑐 (𝜌(r)) and  consequently 𝐸x𝑐[𝜌] depend  only  on  the  local  electron  

density 𝜌(r).  An  attempt  to  include  non-local  effects  through  the  derivative  of 𝜌(r)
is  the  generalized  gradient  approximation  (GGA)[30,  31,  32].  It  should  be  noted  

that  for  spin-polarized  calculations  the  energy  functional  in  Eq.  (3.4)  and  therefore  

also  the  Kohn-Sham  equations  (Eq.  (3.3))  depend  on  the  spin-up  and  spin-down  

electron  density,  denoted  by 𝜌↑(r) and 𝜌↓(r) respectively,  with 𝜌(r)  = 𝜌↑(r)+𝜌↓(r).  

Such  a  case  is  referred  to  as  local  spin  density  approximation  (LSDA).

3.1.3  LSDA+𝑈

A  possibility  to  improve  the  LDA  description  for  strong  on-site  correlation  effects  

in  partially  filled 𝑑 and 𝑓 shells  was  introduced  by  V.  I.  Anisimov  et  al.  [33]  in  the  

so-called  LSDA+𝑈 method.  For  which  the  total  energy  functional  within  LDA  is  

corrected  by  an  orbital  dependent  interaction  for  correlated  states  (e.g. 4𝑓 or 3𝑑
orbitals)  [33].  

In  a  subsequent  publication  by  V.  I.  Anisimov  et  al.[34]  the  LSDA+𝑈 approach  

was  further  improved.  In  this  formulation  the  energy  functional  consists  of  three  

parts  [34]:
𝐸 = 𝐸𝐿𝐷  𝐴 − 𝐸𝐷  𝐶 + 𝐸𝑈 .  (3.5)  

The  LDA  energy  functional 𝐸𝐿𝐷  𝐴 as  discussed  in  Sec.  3.1.2.  The  second  part  is  a  

so-called  double  counting  energy 𝐸𝐷  𝐶 ,  which  is  subtracted  from 𝐸𝐿𝐷  𝐴 to  account  

for  the  interaction  which  are  already  included  in  LDA.  The  last  part  is  the  on-site  

Coulomb  interaction,  which,  here,  takes  the  form  of  a  density-density  interaction  

[34]

𝐸𝑈 =  

1

2

∑︁
l  m𝜎

𝑈l  mnl  𝜎nm�̄� +  

1

2

∑︁
l  m𝜎
l ̸=m

(𝑈l  m − 𝐽l  m)nl  𝜎nm𝜎 .  (3.6)  

Here, nl  𝜎 is  the  occupancy  of  orbital l with  spin 𝜎 (�̄� denotes  the  opposite  spin  of
𝜎). 𝑈l  m and 𝐽l  m are  the  Coulomb  and  exchange  interaction  matrices.
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Different  versions  of  the  LSDA+𝑈 approach  are  implemented  in  the WIEN2k
package  [35,  36]  and  we  will  use  the  formulation  from  Ref.  [34],  which  is  the  fully  

localized  limit  version  (within  the WIEN2k package  it  is  also  referred  to  as  the  

"LDA+𝑈(SIC)",  where  SIC means  self-interaction  correction).

3.1.4  modified  Becke-Johnson  (mBJ)  potential

In  order  to  effectively  incorporate  non-local  exchange  F.  Tran  and  P.  Blaha  pro-  

posed  in  Ref.  [37]  a  modified  version  of  the  Becke-Johnson  [38]  potential  for  

exchange,  which  will  be  referred  to  as  TB-mBJ  in  the  following.  The  potential  

represents  an  improvement  for  certain  materials,  in  particular  semiconductors,  

where  LDA  usually  underestimates  the  band  gap.  It  is  given  in  Ref.  [37]  via

vm𝐵  𝐽  

x (r)  = 𝑐v𝐵  𝑅  

x (r)  +  (3𝑐− 2)
1

𝜋

√︃
10t(r)

12𝜌(r)
,  with

𝑐 = 𝛼 + 𝛽

√︃
1

𝑉𝑐𝑒l  l

∫︁
𝑐𝑒l  l

|𝛻𝜌(r′)|
𝜌(r′)

𝑑3r′.  

(3.7)  

Here, t(r)  = 1
2

∑︀𝑁  

i 𝛻𝜓*
i ·  𝛻𝜓i is  the  kinetic-energy  density  and v𝐵  𝑅  

x (r) is  the  Becke-  

Roussel  [39]  potential. 𝛼 and 𝛽 are  empirical  parameters,  which  were  determined  

in  Ref.  [37]  by  fitting  the  band  gap  for  a  set  of  solids,  and  the  second  term  includes  

the  average  of |𝛻𝜌(r′)|
𝜌(r′) in  the  unit  cell  with  volume 𝑉𝑐𝑒l  l.  

We  note  that  the  investigation  of  several  different  exchange  and  correlation  

functionals  in  benchmark  studies  [40,  41]  have  shown,  that  the  TB-mBJ  potential  

is  well  suited  for  the  determination  of  band  gaps  in  semiconductors.

3.1.5  Basis  sets

The  Kohn-Sham  orbitals 𝜓i in  Eq.  (3.3),  with i =  (n,k) where k is  the  momentum  

and n denotes  the  band  index,  can  be  expanded  in  an  arbitrary  basis 𝜑i as

𝜓nk(r)  =
∑︁
i

𝑐i  

nk𝜑i(r) .  (3.8)  

The  choice  of  the  basis  in  particular  affects  the  computational  effort  and  must  be  

taken  with  care.  J.  C.  Slater  introduced  in  Ref.  [42]  the  augmented  plane  wave  

(APW)  method,  where  the  unit  cell  is  divided  into  two  regions.  One  region  is  

defined  by  spheres  surrounding  each  atom  in  the  unit  cell  with  a  characteristic  

muffin-tin  radius 𝑅𝑀  𝑇 .  Inside  these  spheres  atomic  orbitals  are  used,  while  out-  

side  (interstitial  region)  plane  waves  are  utilized.  Additionally,  the  description  in  

both  regions  must  match  at  the  sphere  boundaries.  Since  the  APW  method  is
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computationally  costly,  a  linearization  was  introduced  by  O.  K.  Andersen  in  Ref.  

[43],  which  leads  to  the  linearized-APW  [44]  (LAPW)  method.  Subsequently  to  

the  LAPW  method,  other  approaches  were  developed,  among  them  the  APW+lo  

method  by  E.  Sjöstedt  et  al.[45],  which  is  also  implemented  in  the WIEN2k [35,  

36]  program.

Wannier  functions

Since  the  next  section  will  focus  on  a  many  body  approach,  we  want  to  introduce  a  

different  set  of  basis  functions,  with  a  higher  degree  of  localization.  Orbitals  with  

this  property  are  the  Wannier  functions |wnR⟩,  which  are  defined  via  the  Fourier  

transform  of  the  Bloch  states |𝜓nk⟩ [46]:

|wnR⟩ =  

1√
𝑁k

∑︁
k

𝑒−ikR |𝜓nk⟩ ,  (3.9)  

where R is  the  lattice  translation  vector  and 𝑁k is  the  number  of k-points  in  the  

Brillouin  zone  (BZ).  In  general,  these  Wannier  functions  are  not  uniquely  defined  

via  Eq.  (3.9)  and  therefore  different  methods  can  be  used  to  construct  them,  where  

we  will  focus  on  the  projective  Wannier  function  method  [47].  Here  we  consider  a  

basis  set  of  non-orthogonal  Wannier  functions  in k-space |w̃nk⟩ as  [47]

|w̃nk⟩ =
ntop∑︁

i=n𝑏ot

⟨𝜓ik|𝜒n⟩  |𝜓ik⟩ ,  (3.10)  

with  the  Kohn-Sham  orbitals |𝜓ik⟩ within  an  energy  window W =  [𝜖𝑏ot,  𝜖top].  Here,
n𝑏ot and ntop are  the  band  indices  corresponding  to 𝜖𝑏ot and 𝜖top,  respectively  and
|𝜒n⟩ are  atomic-like  orbitals,  which  are  centered  around  the  atom  sites.  The  or-  

thogonal  Wannier  functions |wnk⟩ can  be  calculated  as  [47]

|wnk⟩ =
∑︁
n′

𝑂
− 1

2

nn′(k) |w̃n′k⟩ ,  (3.11)  

where 𝑂nn′(k)  = ⟨w̃nk|w̃n′k⟩ is  the  overlap  matrix.  

For  the  description  of  many  body  correlations,  we  will  use  the TRIQS [48]  pro-  

gram  package,  in  particular TRIQS/DFTTools [49],  which  provides  an  interface  

with WIEN2k.  The  interface  is  the  program dmftproj,  where  the  projective  Wan-  

nier  functions  are  calculated  from  the WIEN2k Kohn-Sham  orbitals,  as  described  

in  Ref.  [50].
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3.2  Correlation  effects:  a  many-body  approach
The  DFT approach  of  Sec.  3.1  works  within  an  effective  single  particle  picture  

and  therefore  can  not  capture  the  full  complexity  of  the  many-body  Hamiltonian  

in  Eq.  (3.1).  In  the  following,  we  focus  on  many-body  methods  to  incorporate  

correlation  effects,  in  particular  the  dynamical  mean-field  theory  (DMFT).

3.2.1  Hubbard  model

A  model  to  study  the  interaction  between  electrons  was  developed  by  M.C.  

Gutzwiller  [51],  J.  Hubbard  [52]  and  J.  Kanamori  [53].  The  Hamiltonian  of  this  

so-called  single-band  Hubbard  model  is  given  by  [52]

�̂� =
∑︁
ij  𝜎

tij �̂�
†
i𝜎 �̂�j  𝜎 + 𝑈

∑︁
i

n̂i↑n̂i↓,  (3.12)  

with n̂i𝜎 = �̂�†i𝜎 �̂�i𝜎,  where �̂�†i𝜎 (�̂�i𝜎)  are  creation  (annihilation)  operators,  which  create  

(annihilate)  an  electron  with  spin 𝜎 at  lattice  site i.  The  hopping  amplitude tij
gives  the  probability  of  electrons  to  hop  from  lattice  site i to j,  while 𝑈 represents  

the  Coulomb  repulsion  between  electrons  with  opposite  spin  at  lattice  site i.  

In  order  to  generalize  the  Hamiltonian  in  Eq.  (3.12)  to  multi-orbital  systems,  

we  follow the  approach  by  A.  M.  Oleś  in  Ref.  [54],  where  a  multi-orbital  Hubbard  

model  was  derived  to  treat  correlations  in  transition-metal 𝑑-orbitals.  We  write  

the  solid  state  Hamiltonian  in  Eq.  (3.1)  in  second  quantization,  using  the  field  

operators Ψ̂𝜎(r) and Ψ̂
†
𝜎(r)

1 as

�̂� =
∑︁
𝜎

∫︁
𝑑3rΨ̂

†
𝜎(r)

[︃
−  

△
2

−
∑︁
j

𝑍j

|r−Rj|

]︃
Ψ̂𝜎(r)  

+  

1

2

∑︁
𝜎  𝜎′

∫︁  ∫︁
𝑑3r  𝑑3r′Ψ̂

†
𝜎(r)Ψ̂

†
𝜎′(r′)  

1

|r− r′|Ψ̂𝜎′(r′)Ψ̂𝜎(r) ,  

(3.13)  

where Ψ̂𝜎(r) (Ψ̂
†
𝜎(r))  are  linear  combinations  of  the  creation  and  annihilation  op-  

erators:
Ψ̂

(†)
𝜎 (r)  =

∑︁
𝛼

𝜑(*)
𝛼 (r) �̂�(†)𝜎  𝛼 .  (3.14)  

Here, �̂�†𝜎  𝛼 (�̂�𝜎  𝛼)  creates  (annihilates)  an  electron  with  spin 𝜎 and  wave  function 𝜑𝛼

(𝜑*
𝛼).  In  the  following,  we  choose  the  Wannier-functions wim for  our  basis,  such

1For  an  introduction  to  the  formalism  of  second  quantization  and  field  operators,  see,  e.g.,  

Ref.  [55],  Chap.  1  and  2.
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that 𝜑𝛼 = wim and �̂�(†)𝜎  𝛼 = �̂�
(†)
𝜎  im,  where i denotes  the  site  index  and m is  the  orbital  

index.  Inserting  Eq.  (3.14)  in  Eq.  (3.13)  and  neglecting  non-local  contributions  

to  the  Coulomb  repulsion  (since  on-site  interactions  are  dominant  as  pointed  out  

by  J.  Hubbard  in  Ref.  [52])  yields

�̂� =
∑︁
𝜎

∑︁
iljm

tiljm �̂�†𝜎il �̂�𝜎jm +  

1

2

∑︁
𝜎  𝜎′

∑︁
il  l′mm′

𝑈l  l′mm′ �̂�†𝜎il �̂�
†
𝜎′il′ �̂�𝜎′im �̂�𝜎im′ ,  (3.15)  

with  the  hopping  amplitude tiljm defined  as

tiljm =

∫︁
w*

il(r)

[︃
−  

△
2

−
∑︁
i′

𝑍i′

|r−Ri′ |

]︃
wjm(r) 𝑑

3r (3.16)  

and  the  general  local  Coulomb  interaction 𝑈mm′l  l′ given  via

𝑈l  l′mm′ =

∫︁  ∫︁
w*

il(r)w
*
il′(r

′)  

1

|r− r′|wim(r
′)wim′(r) 𝑑3r  𝑑3r′ .  (3.17)  

The  first  term  of  Eq.  (3.15)  is  the  one-electron  hopping  of  the  solid  state  Hamil-  

tonian  and  will  be  denoted  by �̂�
0

in  the  following.  We  can  write �̂�
0

in  terms  of  

creation  and  annihilation  operators  in k-space,  where  the  connection  is  given  via  

a  Fourier  transformation,  such  that �̂�𝜎  im = 1√
𝑁𝐿

∑︀
i �̂�𝜎km𝑒

−ikRi (𝑁𝐿 is  the  number  

of  lattice  sites).  Inserting  this  in �̂�
0

yields

�̂�
0
=

∑︁
𝜎k

𝜀kl  m �̂�†𝜎kl �̂�𝜎km ,  with

𝜀kl  m =  

1

𝑁𝐿

∑︁
ij

tiljm 𝑒ik(Ri−Rj) .  

(3.18)  

Here, 𝜀kl  m are  the  one-electron  transfer  energies,  which  are  in  general  a  matrix  in  

the  orbital  indices l and m.

3.2.2  Dynamical  mean  field  theory  (DMFT)

In  this  section,  we  introduce  the  dynamical  mean-field  theory  (DMFT),  a  Green’s  

function  based  many-body  method.  For  the  sake  of  completeness,  we  will  shortly  

define  the  Green’s  function 2 here.  In  the  following,  we  either  use  Green’s  func-  

tions  as  a  function  of  real  time t or  imaginary  time 𝜏 and  their  associated  Fourier  

transformed  Green’s  functions  depending  on  frequencies ω or  Matsubara  frequen-  

cies ω𝜈 (with ω𝜈 =  (2𝜈 +  1)𝜋  /𝛽 and 𝛽 =  (k𝐵𝑇 )
−1),  respectively.  The  analytical

2For  a  more  detailed  introduction  to  Green’s  function,  see  e.g.,  Ref.  [55].
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continuation  connects  the  representation  in  real-time/frequencies  with  the  one  in  

imaginary-time/Matsubara  frequencies.  The  real-time  Green’s  function  is  defined  

as
𝐺il  j  m(t− t′)  = −i

⟨
𝑇  �̂�il  𝜎(t)�̂�

†
j  m𝜎(t

′)
⟩

,  (3.19)  

while  the  imaginary-time  Green’s  function  is

𝐺il  j  m(𝜏 − 𝜏 ′)  = −
⟨
𝑇  �̂�il  𝜎(𝜏)�̂�

†
j  m𝜎(𝜏

′)
⟩

.  (3.20)  

Here, �̂�i𝜎(t)  = 𝑒i�̂�t�̂�i𝜎𝑒
−i�̂�t (�̂�i𝜎(𝜏)  = 𝑒�̂�𝜏 �̂�i𝜎𝑒

−�̂�𝜏 )  and 𝑇 is  the  time-ordering  oper-  

ator  with  respect  to t (𝜏).  Bold  symbols  denote  matrices  in  the  orbital  indices l
and m,  e.g. 𝐺ij = 𝐺il  j  m.  The  expectation  value ⟨...⟩ of  an  operator �̂� is  defined  

as ⟨
�̂�
⟩
=  

Tr
(︁
𝑒−𝛽  �̂��̂�

)︁
Tr

(︁
𝑒−𝛽  �̂�

)︁ ,  (3.21)  

with  the  inverse  temperature 𝛽 =  (k𝐵𝑇 )
−1.  

We  introduce  the  DMFT following  the  derivation  in  Ref.  [56].  The  starting  

point  is  the  Hubbard  Hamiltonian  in  Eq.  (3.15),  for  which  DMFT is  used  to  solve  

it  in  the  limit  of  infinite  dimensions.

Scaling  of  the  Hubbard  model  for 𝑑 → ∞
The  Hubbard  model  in  infinite  dimension 𝑑 was  first  investigated  by  W.  Metzner  

and  D.  Vollhardt  in  Ref.  [10].  We  note  that  increasing  dimensions  can  also  be  

understood  as  increasing  the  number  of  equivalent  neighboring  lattice  sites.  Since  

the  interacting  part  of  the  Hubbard  model  is  purely  local,  the  associated  energy  

per  site  stays  finite  in  infinite  dimensions:⟨  ∑︁
𝜎  𝜎′

l  l′mm′

𝑈l  l′mm′ �̂�†𝜎  il �̂�
†
𝜎′il′ �̂�𝜎′im �̂�𝜎  im′

⟩
= 𝑐onst. for 𝑑 → ∞ .  (3.22)  

The  scaling  of  the  kinetic  energy  (first  term  in  Eq.  (3.15)),  is  not  instead,  trivial,  

since  it  includes  the  summation  over  neighboring  sites.  This  sum  scales  linearly  

with 𝑑 and  would  diverge  for 𝑑 → ∞.  As  shown  in  Ref.  [10],  only  the  scaling

til  j  m =
t*il  j  m√
2𝑑

with t*il  j  m = 𝑐onst. for 𝑑 → ∞ (3.23)  

results  in  a  non-trivial  model  with  competing  kinetic  and  Coulomb  energy.  Hence  

it  follows  that
⟨
�̂�†il  𝜎 �̂�j  m𝜎

⟩
must  scale  like⟨
�̂�†il  𝜎 �̂�j  m𝜎

⟩
∝ 1√

𝑑
for 𝑑 → ∞ (3.24)
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so  that  the  kinetic  energy  does  not  diverge.  This  scaling  determines  the  diagram-  

matic  content  of  the  DMFT self-energy Σ.

Local  self-energy Σ

Dyson’s  equation  defines  the  self-energy Σ and  connects  the  interacting  Green’s  

function 𝐺 with  the  non-interacting  one 𝐺0 via

𝐺ij(𝜏)  = 𝐺0
ij(𝜏)  +

∑︁
i′j′

𝛽∫︁
0

𝛽∫︁
0

𝐺0
ii′(𝜏

′)Σi′j′(𝜏
′′ − 𝜏 ′)𝐺j′j(𝜏 − 𝜏 ′′)𝑑𝜏 ′𝑑𝜏 ′′,  (3.25)  

which  reads,  after  a  Fourier  transformation  and  rearrangement,

𝐺k(iω𝜈)
−1 = 𝐺0

k(iω𝜈)
−1 −Σk(iω𝜈).  (3.26)  

The  Dyson  equation  can  be  graphically  expressed  as

= + Σ

= + Σ + Σ Σ + ...

where  the  double  lines  correspond  to  the  interacting  and  the  single  line  to  the  

non-interacting  Green’s  function.  

A  consequence  of  the  above  analysis  is  that  the  non-interacting  Green’s  function
𝐺0 scales  with  a  factor  of 𝑑−1/2 for 𝑑 → ∞ [10].  Consequently,  contributions  from  

non-local  diagrams  are  suppressed  and  the  self-energy  is  purely  local  [10].  In  order  

to  depict  this  we  consider  an  example  in  Fig.  3.1(a),  which  shows  a  second-order  

Feynman  diagram  for  the  Green  function.  For i ̸= j,  the  sites  are  connected  by  

three  non-interacting  Green  function 𝐺0 lines.  This  contribution  scales  with  a  

factor 𝑑−3/2 and  can  thus  be  neglected  in  the  limit  of  infinite  dimensions.  

Nevertheless,  different  lattice  sites  can  also  be  connected  via  two  single  lines  as  

depicted  on  the  left  side  of  Fig.  3.1(b).  The 𝑑−1 factor  from  the  two  single  lines  

and  the 𝑑1 from  the  sum  over  neighboring  sites  would  result  in  an  overall  constant  

scaling  for 𝑑 → ∞.  But  this  diagram  is  not  irreducible  and  can  be  rewritten  in  

terms  of  the  interacting  Green  function 𝐺ij as  depicted  on  the  right  side  of  Fig.  

3.1(b).  Therefore,  this  contribution  is  already  contained  in  the  local  interacting  

Green  function 𝐺ii.  

Consequently,  the  self-energy  is  purely  local

Σij(ω)  = Σ(ω)𝛿ij for 𝑑 → ∞ ,  (3.27)  

or,  in  other  words, k-independent Σk(ω)  = Σ(ω).
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𝑈 𝑈

𝑈 𝑈

(b)

Fig.  3.1: Feynman  diagrams  for  the  Green  function. (a) The  lattice  sites i and j
are  connected  by  three  Green  functions  (single  lines). (b) On  the  left  side, i and j are  

connected  by  only  two  single  lines.  But  this  diagram  is  included  in  the  one  on  the  right  

side,  where  the  interacting  Green  function  is  denoted  by  double  lines.  The  latter  is  a  

purely  local  diagram.  Own  illustration,  adapted  from  Fig.  5  and  Fig.  6  of  Ref.  [56].

The  Anderson  impurity  model

Georges  and  Kotliar  showed  in  Ref.  [9]  that  the  Hubbard  model  in  the  limit  of  

infinite  dimensions  can  be  mapped  onto  an  Anderson  impurity  model  [57](AIM).  

The  Hamiltonian  of  the  AIM [57]  for  multiple  orbitals  can  be  written  as

�̂�
𝐴𝐼  𝑀

=
∑︁
k𝜎  l

𝜖kl�̂�
†
k𝜎  l�̂�k𝜎  l +

∑︁
𝜎  m

𝜖m�̂�
†
𝜎  m�̂�𝜎  m +

∑︁
k,𝜎  l  m

[𝑉kl  m�̂�
†
k𝜎  l�̂�𝜎  m + ℎ.𝑐.]  

+  

1

2

∑︁
𝜎  𝜎′

l  l′mm′

𝑈l  l′mm′ �̂�†𝜎  l �̂�
†
𝜎′l′ �̂�𝜎′m �̂�𝜎  m′ .  

(3.28)  

Here, �̂�†𝜎 (�̂�𝜎)  creates  (annihilates)  an  electron  at  the  impurity  site  with  spin 𝜎.  In  

the  context  of  DMFT,  the �̂�†k𝜎  l (�̂�k𝜎  l)  describe  a  particle  reservoir  (bath),  where �̂�†k𝜎  l

(�̂�k𝜎  l)  creates  (annihilates)  a  non-interacting  electron  in  the  bath  with  momentum
k,  spin 𝜎 and  dispersion  relation 𝜖kl.  The  first  term  describes  the  kinetic  energy  

of  the  electron  bath.  The  second  term  includes  the  local  energy  levels 𝜖m of  the  

impurity.  Due  to  the  third  term  an  exchange  of  electrons  between  the  impurity  

and  the  bath  arises,  with  a  hybridization 𝑉kl  m.  The  last  term  corresponds  to  the  

Coulomb  repulsion  at  the  site  of  the  impurity.  

It  is  convenient  to  formulate  the  problem  at  hand  in  terms  of  functional  inte-  

grals  in  combination  with  Grassmann  variables Ψ and Ψ* [58].  This  in  particular  al-  

lows  for  a  continuous  bath  (in �̂�
𝐴𝐼  𝑀

the  bath  degrees  are  discrete: l =  1,  ...,  𝑁𝑏𝑎tℎ).
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Then  one  can  integrate  out  the  electrons  in  the  bath  [9]  and  get  an  effective  prob-  

lem  with  an  interacting  Green’s  function 𝐺𝐴𝐼  𝑀 :

𝐺𝐴𝐼  𝑀(iω𝜈)  = − 1

Z
∫︁

D[𝜓]D[𝜓*]𝜓𝜎  𝜈  l𝜓
*
𝜎  𝜈  m𝑒

S ,  (3.29)  

where  the  index 𝜈 refers  to  the  corresponding  Matsubara  frequency ω𝜈 and  the  

partition  function Z is

Z =

∫︁
D[𝜓]D[𝜓*]𝑒S .  (3.30)  

Here,  the  action S of  this  effective  problem  is  defined  via

S =
∑︁
𝜈  𝜎

𝜓*
𝜎  𝜈  lG0

l  m(iω𝜈)
−1𝜓𝜎  𝜈  m

−
∑︁
𝜎  𝜎′

l  l′mm′

𝑈l  l′mm′

∫︁ 𝛽

0

𝜓*
𝜎  l(𝜏)𝜓𝜎′l′(𝜏)𝜓

*
𝜎′m(𝜏)𝜓𝜎  m′(𝜏)𝑑𝜏 ,  

(3.31)  

where G0 is  the  non-interacting  Green’s  function.

Self-consistent  equations

The  mapping  of  the  Hubbard  model  in  the  limit  of  infinite  dimensions  onto  an  

AIM yields  a  set  of  self-consistent  equations  [9]:  One  starts  with  a  trial  self-energy
Σ,  from  which  we  can  calculate  the  local  lattice  Green’s  function 𝐺 via  [9]

𝐺(iω𝜈)  =
∑︁
k

[iω𝜈1+ 𝜇1− 𝜖k −Σ(iω𝜈)]
−1 ,  (3.32)  

where 𝜇 is  the  chemical  potential, 𝜖k is  the  one-particle  Hamiltonian  in  a  local  

basis  and 1 is  the  identity  matrix  in  orbital  indices.  Given 𝐺 and Σ,  we  can  

calculate  the  non-interacting  Green’s  function  of  the  AIM G0 by  employing  the  

Dyson  equation

G0(iω𝜈)
−1 = 𝐺(iω𝜈)

−1 +Σ(iω𝜈) (3.33)  

Subsequently,  we  solve  the  Anderson  impurity  model  by  calculating 𝐺𝐴𝐼  𝑀 via  

Eq.  (3.29).  Using  Dyson’s  equation  (Eq.  (3.26))  we  can  then  calculate  the  self-  

energy  of  the  AIM Σ𝐴𝐼  𝑀 .  This  new self-energy  is  reinserted  into  Eq.  (3.32)  and  the  

scheme  is  iterated  until  convergence,  e.g.,
∑︀

𝜈

⃒⃒
Σ𝑁+1(iω𝜈)− Σ𝑁(iω𝜈)

⃒⃒
<  𝜂,  where

𝜂 is  small  and 𝑁 denotes  the  current  number  of  iterations.  The  DMFT loop  of  

the  self-consistent  calculation  is  illustrated  in  Fig.  3.2.
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Use Σ to  calculate  local  lattice  

Green’s  function  (Eq.  (3.32))
→ 𝐺

Mapping  onto  AIM 

via  Eq.  (3.33)
→ G0

solve  AIM
→ 𝐺𝐴𝐼  𝑀 , Σ𝐴𝐼  𝑀

Check  convergence  

and  set Σ = Σ𝐴𝐼  𝑀

→ new self-energy Σ

Fig.  3.2: DMFT  loop  of  a  self-consistent  calculation.

3.3  DFT+DMFT
In  order  to  perform  realistic  calculations  for  strongly  correlated  materials,  one  can  

combine  DFT with  DMFT to  the  so-called  DFT+DMFT [11,  12]  approach.  In  

DFT+DMFT,  we  can  treat  a  subset  of  correlated  orbitals C in  DMFT while  the  

overall  electronic  structure  is  computed  in  DFT.  In  the  case  of  YIn1−xMnxO3,  the  

correlated  subspace C refers  to  the 3𝑑 orbitals  of  Mn.

3.3.1  The Hamiltonian

In  order  to  formulate  a  combined  DFT and  DMFT approach,  we  consider  the  

Hamiltonian  in  Eq.  (3.15).  We  start  with  the  non-interacting 𝐻0,  which  we  want  

to  extract  from  DFT.  Following  the  considerations  of  Ref.  [56],  we  can  write  the  

Kohn-Sham  Hamiltonian  in  Eq.  (3.3)  in  second  quantization:

�̂�
𝐷  𝐹  𝑇

=
∑︁
𝜎

∫︁
Ψ̂

†
𝜎(r)

[︃
−  

△
2  

+ v𝑒𝑓  𝑓 (r)

]︃
Ψ̂𝜎(r)𝑑

3r ,  (3.34)  

which  simplifies,  using  the  field  operators  in  Eq.  (3.14)  with  Wannier-functions  

and  the  Fourier  transformed  expression  as  in  Eq.  (3.18),  to

�̂�
𝐷  𝐹  𝑇

=
∑︁
𝜎

∑︁
il  j  m

t𝐷  𝐹  𝑇  

il  j  m �̂�†𝜎  il �̂�𝜎  j  m =
∑︁
𝜎kl  m

𝜀𝐷  𝐹  𝑇
kl  m �̂�†𝜎kl �̂�𝜎km .  (3.35)
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Here, t𝐷  𝐹  𝑇  

imj  l and 𝜀𝐷  𝐹  𝑇
kml are  defined  by

t𝐷  𝐹  𝑇  

il  j  m =

∫︁
w*

il(r)

[︃
−  

△
2  

+ v𝑒𝑓  𝑓 (r)

]︃
wj  m(r) 𝑑

3r and

𝜀𝐷  𝐹  𝑇
kl  m =  

1

𝑁𝐿

∑︁
ij

t𝐷  𝐹  𝑇  

il  j  m 𝑒ik(Ri−Rj).  

(3.36)  

Next,  we  consider  the  interacting  part  of  the  Hamiltonian.  In  the  DFT+DMFT 

approach  the  local  Coulomb  interaction  will  only  be  applied  to  orbitals l which  are  

in  the  subset  of  correlated  orbitals C (l ∈  C).  The  total  Hamiltonian �̂� can  now 

be  written  as  [12]

�̂� = �̂�
0
+  

1

2

∑︁
𝜎  𝜎′

∑︁
i

l  l′mm′∈C

𝑈l  l′mm′ �̂�†𝜎il �̂�
†
𝜎′il′ �̂�𝜎′im �̂�𝜎im′ .  (3.37)  

Here,  the  onsite  Coulomb  interaction  is  only  applied  to  orbitals l in  the  correlated  

subspace C (l ∈  C).  The  rest  is  described  by  the  non-interacting  part �̂�
0
.  

We  note  that �̂�
0 ̸= �̂�

𝐷  𝐹  𝑇
,  since t𝐷  𝐹  𝑇  

il  j  m and 𝜀𝐷  𝐹  𝑇
kl  m contain  an  effective  potential

v𝑒𝑓  𝑓 (r),  which  includes  the  Hartree  term  as  well  as  the  DFT exchange  and  corre-  

lation  potential.  Therefore,  it  is  necessary  to  correct  the  correlation  effects  which  

are  already  described  within  DFT.  Similar  to  the  LSDA+𝑈 by  V.  I.  Anisimov  et  

al.  [34]  (see  Sec.  3.1.3),  we  introduce  a  double  counting  term.  The  non-interacting  

part  of  the  Hamiltonian  can  be  approximated  as  [12]

�̂�
0 ≈ �̂�

𝐷  𝐹  𝑇 − �̂�
𝐷  𝐶

=
∑︁
𝜎kl  m

𝜀𝐷  𝐹  𝑇
kl  m �̂�†𝜎kl �̂�𝜎km −

∑︁
i𝜎
l∈C

𝜀𝐷  𝐶 n̂𝜎il ,  (3.38)  

where  the 𝜀𝐷  𝐶 is  the  double-counting  correction,  which  is  applied  to  all  correlated  

orbitals  with l ∈  C.

3.3.2  Charge self-consistent  calculations

In  order  to  perform  DFT+DMFT calculations  we  apply  a  so-called  fully  charge  self-  

consistent  scheme,  as  implemented  in  the TRIQS/DFTTools [49,  59]  package.  We  

start  with  an  initial  DFT calculation,  which  gives  us  the  DFT band  structure 𝜖𝐷  𝐹  𝑇
k

(Eq.  (3.36))  and  associated  Kohn-Sham  orbitals.  Together  with  the  interaction  

matrix 𝑈l  l′mm′ and  the  double-counting  term,  this  defines  the  many-body  problem,  

which  we  solve  in  DMFT.  

In  order  to  set-up  the  DMFT calculation  we  need  to  change  from  the  Kohn-  

Sham  orbitals  to  a  localized  basis  set.  This  step  can  be  achieved  by  using  the
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DFT:  solve  Kohn-Sham  equations
→ DFT band  structure 𝜀𝐷  𝐹  𝑇

k

perform  Wannier  projection  

onto  correlated  subspace C

solve  many-body  problem  

in  DMFT (see  Fig.  3.2)
→ lattice  Green’s  function 𝐺

Calculate  density  correction  

with 𝐺 by  Eqs.  3.39  and  3.40
→ new density 𝜌(r)

Fig.  3.3: DFT+DMFT  loop  of  a  full  charge  self-consistent  calculation.

projective  Wannier  function  method,  as  introduced  in  Sec.  3.1.5.  The  exact  for-  

malism  of  the  projection  onto  the  correlated  subspace C and  its  implementation  

with WIEN2k Kohn-Sham  orbitals  can  be  found  in  Ref.  [50].  The  so  defined  im-  

purity  problem  can  now be  solved  using  the  self-consistent  DMFT equations  (see  

Sec.  3.2.2).  This  yields  a  lattice  Green’s  function,  from  which  we  can  calculate  a  

density  matrix  via  [59]

𝑁k nn′ =
∑︁
𝜈

𝐺nn′(k,  iω𝜈)𝑒
i𝜔𝜈0+ ,  (3.39)  

and  a  new charge  density,  including  corrections  due  to  correlation  effects,  as  [59]

𝜌(r)  = 𝜌oW(r)  +
∑︁
k nn′

⟨r|𝜓nk⟩𝑁k nn′ ⟨𝜓n′k|r⟩ .  (3.40)  

Here, n, n′ denote  the  band  indices  within  the  projection  window W , 𝜓nk are  

the  Kohn-Sham  orbitals  and 𝜌oW(r) is  the  density  outside W .  The  new updated  

density  is  again  used  within  DFT,  closing  the  loop.  This  is  repeated  until  the  

density 𝜌(r),  as  well  as  the  self-energy Σ is  converged.  Fig.  3.3  illustrates  the  flow 

of  the  charge  self-consistent  DFT+DMFT calculation.

3.3.3  Hubbard-I  approximation

In  our  calculations,  we  employ  the  Hubbard-I  (H-I)  approximation  to  solve  the  

DMFT impurity  problem.  The  H-I  approximation  was  introduced  by  J.  Hubbard  

in  Ref.  [52]  and  considers  the  problem  in  the  atomic  limit.  In  Ref.  [12]  A.  I.  

Lichtenstein  and  M.  I.  Katsnelson  further  formulated  this  approximation  in  the
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context  of  the  LDA++  approach  (in  our  notation  LDA+DMFT(H-I)).  In  Hubbard-  

I,  we  approximate  the  DMFT self-energy  by  its  quasi-atomic  form

Σ(iω)  = Σ𝑎t(iω) ,  (3.41)  

where  the  Hamiltonian  for  the  effective  quasi-atomic  problem  reads

�̂�
𝑎t
=

∑︁
𝜎  l  m

𝜖l  m�̂�
†
𝜎  l�̂�𝜎  m +  

1

2

∑︁
𝜎  𝜎′

l  l′mm′

𝑈l  l′mm′ �̂�†𝜎  l �̂�
†
𝜎′l′ �̂�𝜎′m �̂�𝜎  m′ .  (3.42)  

Here, 𝜖l  m are  the  quasi-atomic  energies,  which  are  a  matrix  in  orbital  indices l  ,  m.  

The  Hamiltonian  has  Eigenstates |𝜇⟩ with  corresponding  Eigenenergies 𝐸𝜇.  The  

associated  atomic  Green’s  function 𝐺𝑎t is  given  by  its  Lehmann  representation  [55]

𝐺𝑎t(iω)  =  

1

Z
∑︁
𝜇𝜈

⟨𝜇|𝑐𝜎  l|𝜈⟩  ⟨𝜈|𝑐†𝜎  m|𝜇⟩
iω + 𝐸𝜇 − 𝐸𝜈

(𝑒−𝛽  𝐸𝜇 − 𝑒−𝛽  𝐸𝜈 ) ,  with

Z =
∑︁
𝜇

𝑒−𝛽  𝐸𝜇 .  

(3.43)  

With  the  non-interacting  Green’s  functions [G0]−1 = iω1 − 𝜖 the  quasi-atomic  

self-energy  then  reads
Σ𝑎t(iω)  = iω 1− 𝜖−𝐺𝑎t−1

.  (3.44)  

When  we  compare  Eq.  (3.42)  with  the  Hamiltonian  of  the  AIM (Eq.  (3.28)),  

we  can  see  that  the  quasi-atomic  H-I  approximation  neglects  hybridization.  This  

assumption  is  acceptable  if  the  states  at  the  impurity  site  are  well  localized  and  

we  assume  that  this  is  the  case  for  the  Mn-3𝑑 orbitals.  However,  a  check  of  this  

approximation  with  some  more  advanced  solver,  e.g., TRIQS/CTHYB [48,  60],  

should  be  done.  Nevertheless,  in  H-I,  it  is  feasible  to  describe  the  correlation  

effects  in  a  multi-orbital  system  even  for  large  simulation  cells,  as  needed  in  the  

case  of  YIn1−xMnxO3,  at  reasonable  computational  cost.

3.3.4  The mBJ@DFT+DMFT  approach  and  implementa-  

tion  details

Although  DFT+DMFT takes  into  account  correlation  effects,  the  part  which  is  

described  by  DFT still  has  its  limitations.  It  has  been  shown  that  using  LDA  or  

GGA  (see  Sec.  3.1.2)  to  formulate  the  exchange  and  correlation  potential,  typi-  

cally  underestimates  band  gaps  [61].  Therefore,  it  is  necessary  to  simultaneously  

improve  on  the  band  gap  and  the  correlated  Mn-3𝑑 states.  

The  underestimation  of  the  band  gap  could  be  repaired  by  applying  the  TB-  

mBJ  potential,  as  described  in  Sec.  3.1.4.  We  employ  the  TB-mBJ  potential  in
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a  perturbative  way,  as  proposed  by  H.  Jiang  [62],  since  it  is  not  formally  derived  

from  a  exchange  and  correlation  energy  functional  and  therefore  can  result  in  

convergence  problems,  when  used  self-consistently.  In  this  so-called  mBJ@XC 

approach  (with  XC being  the  exchange  and  correlation  potential)  one  performs  a  

self-consistent  DFT calculation  and  subsequently  another  cycle  with  the  TB-mBJ  

potential  [62].  This  approach  has  shown  good  results  for  the  band  gaps  for  a  wide  

range  of  semiconductors  [62].  We  will  use  this  approach  later  on  when  calculating  

the  electronic  structure  of  YInO3.  

However,  the  description  in  mBJ@XC is  not  sufficient  when  considering  

YIn1−xMnxO3,  since  correlation  effects  in  the  Mn-3𝑑 orbital  play  a  role.  Therefore,  

we  want  to  treat  the  correlation  effects  with  DFT+DMFT,  but  also  incorporate  

non-local  exchange  within  the  description  of  the  TB-mBJ  potential.  The  so-called  

mBJ@DFT+DMFT [13,  14]  scheme  combines  the  two  approaches.  We  apply  this  

scheme  in  the  same  way  as  in  Refs.  [13]  and  [14],  where  the  starting  point  is  a  fully  

charge  self-consistent  LDA+DMFT calculation  (see  Fig.  3.3).  Here,  the  DMFT 

impurity  problem  is  solved  with  the  H-I  approximation  (see  Sec.  3.3.3).  After  

convergence,  the  TB-mBJ  potential  is  applied  in  a  perturbative  way,  correcting  the  

Kohn-Sham  band  structure  [13].  Subsequently,  we  perform  a  Wannier  projection  

onto  the  correlated  subspace C to  solve  the  self-consistent  DMFT equations  with  

the  H-I  approximation  [13].  A  flow diagram  of  the  mBJ@DFT+DMFT approach  

is  depicted  in  Fig.  3.4.  

Analogous  to  Ref.  [14],  we  employ  the  double-counting  correction  in  the  fully-  

localized  limit  [63]:

𝜀𝐷  𝐶 = 𝑈

(︂
𝑁𝑎t − 1

2

)︂
− 𝐽𝐻

(︂
1

2
𝑁𝑎t − 1

2

)︂
,  (3.45)  

with  the  atomic  occupancy 𝑁𝑎t in  the  correlated  shell.  Here, 𝐽𝐻 = 𝑈l  ml  m is  the  

Hund’s  coupling.  In  the  case  of  Mn3+,  we  have 𝑁𝑎t =  4.

3.4  Optical  properties
Since  we  are  interested  in  the  occurrence  of  the  blue  color  in  YIn1−xMnxO3,  we  

still  need  to  describe  the  methods  used  to  calculate  the  optical  properties.  Gen-  

erally,  incident  light  will  lead  to  a  response  of  the  material,  which  depends  on  its  

electronic  structure.  If  we  consider  a  time-dependent  electric  field 𝐸𝛽,  polarized  

along  direction 𝛽 = {x,  y  ,  z},  the  corresponding  response  will  be  an  induced  cur-  

rent 𝐽𝛼.  The  response  function  connecting  the  two  quantities,  is  the  conductivity
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perform  a  full  charge  self-consistent  

DFT+DMFT calculation  (see  Fig.  3.3)

DFT:  solve  Kohn-Sham  equations  

with  mBJ-Potential  (Eq.  (3.7))

solve  many-body  problem  

in  DMFT (see  Fig.  3.2)

Fig.  3.4: Flow  diagram  of  the  mBJ@DFT+DMFT  approach.

�̃�𝛼𝛽,  which  is  defined,  in  linear  response  theory  for  a  homogeneous  system,  as  [64]

𝐽𝛼(r,  t)  =
∑︁
𝛽

�̃�𝛼𝛽(q,  ω)𝐸𝛽(r,  t) ,  with

𝐸𝛽(r,  t)  = 𝐸0
𝛽 𝑒i(q·r−𝜔  t) .  

(3.46)  

Here, 𝐸0
𝛽 is  the  amplitude  of  the  total  electric  field  along  polarization  direction 𝛽.  

The  wavelengths  of  visible  light  are  much  larger  than  the  inter-atomic  distances  

in  a  solid  (usually  of  the  order  of  a  few Å).  Therefore,  it  is  justified  to  neglect  the  

momentum  transfer  of  the  incident  photons  (q → 0),  which  is  also  referred  to  as  

the  dipole  approximation.  

The  optical  conductivity 𝜎𝛼𝛽 can  now be  defined  via  the  the  real  part  of  the  

conductivity  within  the  dipole  approximation,  i.e. 𝜎𝛼𝛽(ω)
def
= ℜ{�̃�𝛼𝛽(q =  0,  ω)}

and  can  be  written  in  SI-units,  by  neglecting  vertex  corrections,  as  [65]

𝜎𝛼𝛽(Ω)  =  

2𝜋  𝑒2ℏ
𝑉

∑︁
k

∫︁
𝑑ω 

𝑓(ω)− 𝑓(ω +  Ω)

Ω

× Tr{v𝛼k 𝐴k(ω)v𝛽k 𝐴k(ω +  Ω)} ,  

(3.47)  

where 𝑉 is  the  unit  cell  volume, 𝑓(ω) is  the  Fermi-function  and 𝛼 the  polarization  

direction  of  the  incident  light. v𝛼k denotes  the  velocities  or  transition  matrices  

along 𝛼,  which  give  the  weight  of  the  optical  transition  at  a  certain k-point.  Here,
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𝐴k(ω) is  the k-resolved  spectral  function,  obtained  from  mBJ@DFT+DMFT.  The  

trace  in  Eq.  (3.47)  is  taken  over  the  orbital  indices  of v𝛼k and 𝐴k(ω).  

To  analyze  the  optical  response,  we  further  calculate  the  joint  density  of  states  

(JDOS),  which  is  usually  defined  via  the  convolution  of  the  valence  and  conduction-  

band  DOS  [66].  We  define  here  a  weighted  joint  density  of  states 𝐷(Ω) via

𝐷(Ω) ∝
∫︁

𝑑ω 

𝑓(ω)− 𝑓(ω +  Ω)

Ω
𝐴(ω) 𝐴(ω +  Ω) .  (3.48)  

Here, 𝐴(ω) is  the k-integrated  spectral  function  or  DOS  and 𝑓(ω) is  the  Fermi-  

function.  The  weight  of 𝑓(𝜔)−𝑓(𝜔+Ω)
Ω

accounts  for  the  occupation  of  states  at  finite  

temperature  and  is  used  in  similarity  to  Eq.  (3.47).  We  note  that 𝐷(Ω) does  not  

incorporate  the k-dependent  weight  of  the  optical  transition  given  by v𝛼k,  as  it  is  

the  case  for  the  optical  conductivity  in  Eq.  (3.47).  For  further  analysis,  we  can  

also  define  a  partial  JDOS 𝐷l(Ω),  which  describes  the  contribution  to 𝐷(Ω) arising  

from  transitions  between  the  orbital l.  It  is  defined  by

𝐷l(Ω) ∝
∫︁

𝑑ω 

𝑓(ω)− 𝑓(ω +  Ω)

Ω
𝐴l(ω) 𝐴l(ω +  Ω) ,  (3.49)  

where 𝐴l(ω) is  the  contribution  to  the k-integrated  spectral  function  or  DOS  from  

the  orbital l.  For  example,  in  the  case  of  YIn1−xMnxO3,  the  partial  JDOS  of  the  

Mn-3𝑑 orbital 𝐷Mn-3𝑑 will  play  an  important  role  to  identify  transitions  between 𝑑
bands.  

In  order  to  compare  our  results  of  the  optical  conductivity  with  experiments,  it  

is  often  practical  to  calculate  the  diffuse  reflectance 𝑅.  We  use  the  approach  used  

in  Ref.  [67]  to  calculate 𝑅,  which  is  based  on  the  Kubelka-Munk  (KM)  model  [68,  

69],  where  the  propagation  of  two  light  fluxes  through  a  film  is  considered.  The  

diffuse  reflectance  of  an  infinitely  thick  film  in  the  bulk  limit 𝑅∞ can  be  written  

as  [67]

𝑅∞ = 𝛼−  

√
𝛼2 − 1 ,  with

𝛼 =  1  +  

2𝐾

𝛽
.  

(3.50)  

Here, 𝛽 denotes  the  effective  scattering  parameter  and 𝐾 is  the  macroscopic  ab-  

sorption  coefficient,  which  is  given  by  [67]

𝐾(ω)  =
ω

𝑐
ℑ
{︃√︂

1  +  

4𝜋  i

ω 

�̃�(ω)

}︃
,  (3.51)  

where 𝑐 is  the  speed  of  light, ℑ denotes  the  imaginary  part  and �̃� is  the  complex  

conductivity  with  its  real  part  as  in  Eq.  (3.47).
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We  want  to  go  one  step  further  and  calculate  the  color  coordinates  in  the  

CIE 1931  XYZ  color  space  [70,  71]  ,  with  the  associated  color  matching  functions
x̄(𝜆),  ȳ(𝜆),  z̄(𝜆).  In  order  to  do  this  we  consider  the  reflectance  of  the  material
𝑅(𝜆) (Eq.  (3.50))  and  the  relative  spectral  power  distribution 𝑆(𝜆) of  the  incident  

light  to  calculate  the  color  coordinates  X,Y,Z  by  [72]⎛ ⎝𝑋  

𝑌  

𝑍

⎞ ⎠ = k

∫︁
𝑅(𝜆)𝑆(𝜆)

⎛ ⎝x̄(𝜆)
ȳ(𝜆)
z̄(𝜆)

⎞ ⎠ 𝑑𝜆 ,  with

k =
(︁  

∫︁
𝑆(𝜆)ȳ(𝜆) 𝑑𝜆

)︁−1

.  

(3.52)  

Here,  we  use  the  CIE standard  illuminant  D65  [73]  for 𝑆(𝜆).



Chapter  4  

Results

In  this  chapter,  the  results  of  the  calculations  for  YIn1−xMnxO3 are  presented.  

I  will  start  the  investigation  with  the  structural  relaxation  in  Sec.  4.1  for  

YIn1−xMnxO3 with  different  Mn-concentrations x.  The  relaxed  structure  will  

then  be  employed  in  the  mBJ@DFT+DMFT (see  Sec.  3.3.4)  calculations  of  the  

electronic  structure  and  for  the  computation  of  the  optical  properties  in  Sec.  4.2.

4.1  Structural  relaxation
Besides  pure  YInO3 and  YMnO3 we  want  to  investigate  the  structure,  especially  

the  bond  lengths  within  the  MO5 TBP,  for  low Mn-concentrations.  We  consider
x =  8.33% and x =  16.67%,  since  this  is  the  regime  where  the  blue  color  is  re-  

ported  [1].  We  perform  the  structural  relaxation,  which  is  done  within  LDA  and  

LSDA+𝑈 ,  in  two  steps.  First,  we  extract  the  lattice  parameters  from  experiments  

in  Ref.  [6]  and  than  we  optimize  the  internal  coordinates  of  a  supercell  correspond-  

ing  to  the  chosen  doping 1.  From  the  final  structures  we  extract  the  bond  lengths  

of  the  MO5 polyhedra.

4.1.1  Lattice parameters

In  Ref.  [6],  the  lattice  parameters  of  YIn1−xMnxO3 have  been  measured  for  various
x and  the  results,  illustrated  in  Figure  2  of  Ref.  [6],  show a  linear  dependence  

on  the  Mn-concentration.  In  order  to  get  lattice  parameters  for  arbitrary  Mn  

concentrations,  we  perform  a  linear  fit  to  the  experimental  data  of  Ref.  [6].  Details  

of  the  fit  are  reported  in  Sec.  A.1.  Fig.  4.1  shows  the  results  of  the  fits  (blacked  

dashed  line),  as  well  as  experimental  values  [6]  (red  triangles)  for 𝑎 (first  row)  and

1Here  and  in  the  following  we  only  consider  one  unit-cell  per  doping.  In  principle,  different  

doping  sites  and  an  averaging  procedure  could  be  performed.

27
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Fig.  4.1: Lattice  parameters  of  YIn1−xMnxO3 as  a  function  of  the  Mn-concentration
x.  Linear  fit  (black  dashed  line)  to  experimental  data  (red  triangle)  taken  from  Ref.  [6].  

The  first  row  depicts  the  fit  and  experimental  data  for 𝑎 and  the  second  row  illustrates  

the  results  for c.

𝑐 (second  row).  One  can  clearly  see  that  the  linear  fit  to  the  experimental  data  

is  accurate,  making  it  possible  to  extract  the  lattice  parameters  for  arbitrary  Mn  

concentrations.  Note  that  the  observed  decrease  of 𝑎 and 𝑐 with  increasing x is  

due  to  the  replacement  of  large  In3+ ions  with  smaller  Mn3+ ions  [6].  The  decrease  

of  the  lattice  parameters  is  especially  pronounced  in  the 𝑐−axis  and  much  less  in
𝑎,  which  is  reflected  in  a  significant  change  of  the  axial  bond  lengths  [6],  as  will  be  

seen.

4.1.2  Optimization  of internal  coordinates  and  bond  lengths

We  can  now perform  the  optimization  of  the  internal  coordinates  for  different  

concentrations x.  We  employ  the WIEN2k [35,  36]  program  package  for  this  task.  

Technical  details  can  be  found  in  Sec.  A.2.  We  have  performed  the  optimization  

of  the  internal  coordinates  within  LDA,  as  well  as  LSDA+𝑈 ,  where  the  on-site  

Coulomb  interaction  is  applied  to  the  Mn-3𝑑 orbitals.  The  resulting  bond  lengths  

of  the  relaxed  structures  are  reported  in  this  section  for  each  Mn-concentration
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individually.  An  overview of  In–O  and  Mn–O  distances  for  all x considered  here,  

as  well  as  experimental  data  of  Ref.  [6]  can  be  found  in  Appendix  A,  Table  A.2  

and  Table  A.3,  respectively.

YInO3

The  experimental  lattice  parameters  for  pure  YInO3 extracted  from  the  fit  in  Fig.  

4.1  are 𝑎 =  6.2728 Å  and 𝑐 =  12.2511 Å.  They  agree  very  well  with  further  

measurements  in  Ref.  [74],  where 𝑎 =  6.2727 Å  and 𝑐 =  12.2563 Å  are  reported.  

The  hexagonal  structure,  with  space  group  P63cm,  is  depicted  in  Fig.  2.1.  

We  employ  the  lattice  parameters 𝑎,𝑐 from  the  fit  in  Fig.  4.1  and  optimize  the  

internal  parameters  within  LDA.  This  yields  the  relaxed  structure,  from  which  we  

measure  the  bond  lengths  within  the  In–O5 polyhedra.  The  In–O  distances  are  

reported  in  Table  4.1.  The  first  column  reports  experimental  data  of ℓ from  Ref.  

[74],  which  was  the  starting  point  of  our  relaxations.  The  second  column  is ℓ taken  

from  Ref.  [6]  and  the  third  column  are  our  theoretical  the  In–O  distances  after  

optimization  of  the  internal  coordinates.  Theoretical  and  experimental  values  for  

bond  lengths  agree  very  well,  in  particular  if  one  compares  the  values  from  the  

second  and  third  column,  which  correspond  to  the  same 𝑎 and 𝑐 parameters.

bond
ℓ [Å]  

Exp.  [74]
ℓ [Å]  

Exp.  [6]
ℓ [Å]  

(LDA)

axial  In–𝑂1 2.005 2.089 2.088

axial  In–𝑂2 2.030 2.093 2.111

equatorial  In–𝑂3 2.105 2.097 2.130

equatorial  In–𝑂4 2.098 2.127 2.122

equatorial  In–𝑂5 2.098 2.127 2.122

Table  4.1: In–O  bond  lengths ℓ of  YInO3.  The  first  column  reports  experimental  data  

measured  in  Ref.  [74].  The  second  column  is ℓ taken  from  Ref.  [6]  and  the  third  column  

are  the  bond  lengths  after  optimization  of  the  internal  coordinates  performed  within  

LDA.

YMnO3

We  follow the  same  procedure  as  for  YInO3.  For  YMnO3,  Ref.  [6]  reports  experi-  

mental 𝑎 =  6.1402 Å  and 𝑐 =  11.3956 Å,  which  will  be  employed  in  the  following.  

For  YMnO3,  we  perform  the  relaxation  of  the  internal  parameters  in  LDA,  as  

well  as  LSDA+𝑈 since  correlation  effects  in  the  Mn-3𝑑 orbitals  might  influence
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the  bond  lengths.  I  employed  two  sets  of  interaction  parameters 𝑈 and 𝐽 ,  namely
𝑈1=5  eV  and 𝐽1=0.5  eV  (as  reported  in  Ref.  [1])  and 𝑈2=10.1  eV  and 𝐽2=0.88  eV  

(as  utilized  in  Ref.  [75]).  This  way,  a  possible  impact  of  these 𝑈,  𝐽 parameters  on  

the  resulting  bond  lengths ℓ can  be  investigated.  

Furthermore,  to  rule  out  any  possible  influence  of  the  specific  magnetic  order  

assumed  within  LSDA+𝑈 on  the  calculated  bond  lengths,  we  performed  LSDA+𝑈
calculations  in  the  ferromagnetic  (FM),  as  well  as  the  antiferromagnetic  (AFM)  

state,  where  the  latter  is  assumed  to  realize  ferromagnetic  Mn-planes.  

Analogous  to  YInO3,  we  relax  the  structure  and  extract  the  bond  lengths.  

Table  4.2  reports  the  bond  lengths,  where  experimental  data  of  Ref.  [6]  (first  col-  

umn)  and  Ref.[26]  (second  column),  as  well  as  FM and  AFM LSDA+𝑈 calculations  

(third  and  fourth  column),  together  with  the  results  of  the  LDA  calculation  (fifth  

column)  are  reported.  Regarding  the  LSDA+𝑈 calculations  (performed  with 𝑈=5  

eV  and 𝐽=0.5  eV),  we  can  see  that  the  magnetic  ordering  does  not  have  any  impact  

on  the  resulting  bond  lengths.  Also  the  choice  of 𝑈 and 𝐽 does  not  influence  the  

bond  lengths,  as  can  be  seen  from  Table  4.3,  where  the  Mn–O  distances  resulting  

from  optimization  performed  within  (FM)  LSDA+U  with 𝑈 =  5 eV, 𝐽 =  0.5 eV  

(second  column)  and 𝑈 =  10.1 eV, 𝐽 =  0.88 eV  (third  column)  are  reported.  We  

can  clearly  see  that  the  bond  lengths  do  not  substantially  vary  as 𝑈 and 𝐽 are  

significantly  increased.

bond
ℓ [Å]  

Exp.  [6]
ℓ [Å]  

Exp.  [26]

ℓ [Å]  

(LSDA+𝑈
FM)

ℓ [Å]  

(LSDA+𝑈
AFM)

ℓ [Å]  

(LDA)

axial  Mn–𝑂1 1.848 1.856 1.867 1.867 1.856

axial  Mn–𝑂2 1.882 1.880 1.869 1.869 1.875

equatorial  Mn–𝑂3 1.966 2.057 2.066 2.066 2.163

equatorial  Mn–𝑂4 2.118 2.049 2.058 2.058 2.002

equatorial  Mn–𝑂5 2.118 2.049 2.058 2.058 2.002

Table  4.2: Mn–O  bond  lengths ℓ of  YMnO3.  The  first  column  reports  experimental  

data  taken  from  Table  2  of  Ref.  [6]  and  the  second  column  is ℓ measured  from  the  

initial  structure  file  of  Ref.  [25],  which  is  based  on  experimental  data  of  Ref.  [26].  The  

third  column  reports  the  results  for  a  ferromagnetic  (FM)  and  the  fourth  column  for  a  

antiferromagnetic  (AFM)  LSDA+U calculation,  with U=5  eV  and 𝐽=0.5  eV.  The  last  

column  shows  the  resulting ℓ after  a  LDA  calculation.
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bond

ℓ [Å]  

(FM:LSDA+𝑈 

𝑈 =  5 eV, 𝐽 =  0.5 eV)

ℓ [Å]  

(FM:LSDA+𝑈 

𝑈 =  10.1 eV, 𝐽 =  0.88 eV)

axial  Mn–𝑂1 1.869 1.874

axial  Mn–𝑂2 1.867 1.873

equatorial  Mn–𝑂3 2.066 2.066

equatorial  Mn–𝑂4 2.058 2.059

equatorial  Mn–𝑂5 2.058 2.059

Table  4.3: Mn–O  bond  lengths ℓ of  YMnO3.  The  first  and  second  columns  are  the  

bond  lengths  after  minimization  of  the  internal  parameters  for  LSDA+U calculations  

with U=5  eV, 𝐽=0.5  eV  and U=10.1  eV, 𝐽=0.88  eV,  respectively.

While  LDA  yields  Mn–O𝑎x bond  lengths,  which  are  in  better  agreement  with  

experimental  data  of  Ref.  [6]  than  LSDA+𝑈 ,  we  observe  that  the  opposite  is  the  

case  for  the  Mn–O𝑒q distances.  In  all,  it  seems  that  LSDA+𝑈 does  not  perform  

significantly  better  than  LDA.  Also,  a  good  description  of  the  axial  bond  lengths  

is  presumably  more  important,  since  they  change  more  as  the  Mn-concentration  

is  increased  [6].

YIn0.83Mn0.17O3

Next,  we  will  consider  a  Mn-concentration  of  approximately  17  %  in  YIn1−xMnxO3.  

In  order  to  achieve  this  concentrations  we  take  the  unit  cell  of  YInO3 and  replace  

one  of  the  six  In  atoms  with  Mn,  which  corresponds  to x =  1/6  =  16.67%.  For  

this  Mn-concentration,  we  use  the  lattice  parameters  of  the  fit  in  Sec.  4.1.1,  which  

are 𝑎 =  6.2512 Å  and 𝑐 =  12.1065 Å.  

Table  4.4  depicts  the  Mn–O  bond  lengths  of  the  optimized  structure.  The  

calculations  have  been  performed  within  LDA  and  FM LSDA+𝑈 with 𝑈 =  5 eV  

and 𝐽 =  0.5 eV,  where  we  stress  that  neither  magnetic  ordering  nor  the  values  of 𝑈
and 𝐽 significantly  influence  the  bond  lengths.  The  Mn–O  bond  lengths,  especially  

the  axial  ones,  shrink  compared  to  In–O  distances  of  YInO3 (see  Table  4.1).  When  

comparing  bond  lengths  between  LDA  and  LSDA+𝑈 calculations,  one  observes  

that  the  distances  within  the  Mn–O5 polyhedra  depict  an  interesting  effect.  Within  

LSDA+𝑈 the  Mn–O  bond  lengths  are  quite  similar,  while  in  the  case  of  the  LDA  

calculation  the  two  axial  Mn–O  bond  lengths  vary  significantly.  This  asymmetry  

within  Mn–O𝑎x distances  has  been  observed  in  experiment  [6].  

The  In–O  bond  lengths  do  not  significantly  change  and  their  values  for x =
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bond
ℓ [Å]  

(LDA)

ℓ [Å]  

(FM:LSDA+𝑈 

𝑈 =  5 eV, 𝐽 =  0.5 eV)

axial  Mn–𝑂1 1.887 1.905

axial  Mn–𝑂2 2.053 1.912

equatorial  Mn–𝑂3 1.865 2.029

equatorial  Mn–𝑂4 1.865 2.029

equatorial  Mn–𝑂5 1.892 2.030

Table  4.4: Mn–O  bond  lengths ℓ of  YIn0.83Mn0.17O3.  The  first  and  second  columns  are  

the  bond  lengths  after  minimization  of  the  internal  parameters  for  LDA  and  LSDA+U
calculations  with U=5  eV, 𝐽=0.5  eV,  respectively.

16.67% are  reported  in  Appendix  A,  Table  A.2.  Note  that  within  the  relaxed  

structure  the  axial  and  equatorial  In–Oi bond  lengths  vary  with  the  distance  to  

the  Mn  atom.  Therefore,  the  reported  In–Oi distances  are  given  by  an  average  

over  all  In–Oi bond  lengths  in  the  cell.

YIn0.92Mn0.08O3

Since  the  blue  color  of  YIn1−xMnxO3 is  more  brilliant  for x ≤ 10% [1],  we  further  

consider  a  lower  Mn-concentration  of x =  8.33%.  Thus,  we  further  construct  a  

supercell  by  doubling  the  YInO3 unit  cell  in c-direction  and  substitute  one  In  site  

with  Mn,  which  corresponds  to x =  1/12  =  8.33% (see  Appendix  A,  Fig.  A.1(a)).  

We  again  extract  the  corresponding  experimental  lattice  parameters  from  the  

fit  in  Sec.  4.1.1,  which  yields 𝑎 =  6.2620 Å  and 𝑐 =  12.1788 Å.  The  optimization  

of  the  internal  parameters  is  then  performed  in  LDA  and  LSDA+𝑈 .  The  resulting  

Mn–O  bond  lengths  are  reported  in  Table  4.5.  Although  the  equatorial  Mn–O  bond  

lengths  of  the  LSDA+𝑈 calculation  are  in  better  agreement  with  the  experimental  

values  in  Ref.  [6]  for x =  5%,  the  axial  Mn–O  distances  are  not  asymmetric,  as  it  

is  the  case  for ℓ resulting  from  LDA  calculations.  As  noted  above,  this  asymmetry  

has  been  reported  experimentally  [6].  Therefore,  in  all  following  calculations  of  

the  electronic  structure  and  the  optical  properties  I  use  the  structure  relaxed  in  

LDA.
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x=  5% x=  8.33%

bond
ℓ [Å]  

Exp.[6]
ℓ [Å]  

LDA
ℓ [Å]  

LSDA+𝑈

axial  Mn–𝑂1 1.879 1.891 1.910

axial  Mn–𝑂2 2.087 2.045 1.916

equatorial  Mn–𝑂3 1.976 1.862 2.035

equatorial  Mn–𝑂4 1.976 1.862 2.035

equatorial  Mn–𝑂5 2.087 1.885 2.035

Table  4.5: Mn–O  bond  length ℓ of  YIn1−xMnx O3 for x =  5% and 8.33%.  Experimental  

data  taken  from  Table  2  of  Ref.  [6]  is  reported  and  denoted  by  Exp.  [6].  Results  from  

our  calculations  are  indicated  by  the  corresponding  energy  functional,  which  is  either  

LDA  or  LSDA+U (U =  5 eV  and 𝐽 =  0.5 eV).

4.2  Electronic  structure  and  optical  properties
In  this  section,  I  present  the  results  for  the  electronic  structure  and  the  opti-  

cal  properties  of  YIn1−xMnxO3 computed  within  the  the  mBJ@DFT+DMFT ap-  

proach  (see  Sec.  3.3.4).  Since  experimentally  the  most  intense  blue  color  is  ob-  

served  in  the  low Mn-concentration  regime  (x ≤ 10%)  [1],  I  concentrate  on  cal-  

culations  for  YIn0.92Mn0.08O3.  However,  before  investigating  YIn1−xMnxO3 for
x =  8.33%,  it  is  useful  to  study  pure  YInO3.

4.2.1  YInO3

In  order  to  investigate  the  electronic  properties  of  YInO3,  I  employ  the  relaxed  

structure  from  Sec.  4.1  and  perform  calculations  within  LDA  (see  Sec.  3.1.2)  and  

mBJ@LDA  (see  Sec.  3.3.4).  The  resulting  density  of  states  (DOS)  of  the  LDA  and  

mBJ@LDA  calculations  are  depicted  in  Fig.  4.2(a)  and  (b),  respectively.  The  total  

DOS  (gray),  as  well  as  the  contribution  from  the  O-2p (blue),  Y-4𝑑 (green)  and  

In  (yellow)  states  are  shown.  The  In  contribution  is  not  shown  orbitally-resolved  

since  it  is  small  and  for  energies  near  the  Fermi  level  (𝐸𝐹 )  the 4𝑑, 5s and 5p states  

have  similar  contributions.  

We  can  clearly  see  from  Fig.  4.2(a),  that  below 𝐸𝐹 the  LDA-DOS  are  dom-  

inated  by  contributions  from  the  O-2p orbitals.  Above  the  Fermi  level  we  see  a  

shallow onset  from  a  mixture  of  mainly  In-5s and  O-2p states  until  for  higher  en-  

ergies  (∼ 5.5 eV)  the  Y-4𝑑 contribution  dominates  the  DOS.  The  associated  band
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(a) (b)

Fig.  4.2: Density  of  states  (DOS)  of  YInO3 within  (a)  LDA  and  (b)  mBJ@LDA.  The  

total  DOS  (gray)  and  the  partial  DOS  arising  from  the  O-2p (blue)  and  Y-4𝑑 (green)  

orbitals,  as  well  as  the  contribution  from  In  (yellow)  are  depicted.

gap  for  the  LDA-DOS  is  approximately 2.1 eV.  Its  value  is  underestimated  by
∼ 1.6 eV  compared  to  the  apparent  value  of ∼ 3.7 eV  from  the  diffuse  reflectance  

spectrum  of  YInO3 reported  in  Ref.  [1]  (see  Fig.  2.2(b)).  

When  we  consider  the  mBJ@LDA-DOS  in  Fig.  4.2(b),  we  see  that  the  main  

features  of  the  electronic  structure  are  similar  to  those  of  the  LDA-DOS,  but  

with  a  wider  gap.  In  good  agreement  with  the  experimental  data  of  Ref.  [1],  

mBJ@LDA  predicts  a  band  gap  of 3.71 eV  for  YInO3.  Thus,  we  conclude  that  

the  mBJ  potential  yields  realistic  band  gaps  for  YInO3 strongly  suggesting  that  

uncorrelated  states  in  YIn1−xMnxO3 will  be  well  captured  as  well.

4.2.2  YIn0.92Mn0.08O3

In  this  section,  I  report  computed  spectral  functions  and  optical  conductivities  for  

YIn1−xMnxO3 with x =  8.33%.  These  results  have  been  obtained  by  employing  the  

mBJ@LDA+DMFT approach  (see  Sec.  3.3.4).  Starting  point  for  the  calculations  

is  the  LDA  relaxed  structure  (see  Sec.  4.1).

The  mBJ@DFT+DMFT  approach  step-by-step

It  is  instructive  to  study  the  electronic  structure  in  every  step  of  the  calculation  

within  the  mBJ@DFT+DMFT approach,  where  we  start  with  a  LDA  computation,  

followed  by  a  fully  charge  self-consistent  LDA+DMFT calculation  before  pertur-  

batively  applying  the  TB-mBJ  potential  (see  Sec.  3.3.4  for  more  information).  In  

this  calculation,  I  used  an  energy  window W =  [−1 eV, 3 eV] around 𝐸𝐹 for  the
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Fig.  4.3: LDA  density  of  states  (DOS)  of  YIn0.92Mn0.08O3 (first  row),  spectral  function
A(ω) from  LDA+DMFT  (second  row)  and  mBJ@LDA+DMFT  (third  row)  calculations.  

An  energy  window  of W =  [−1 eV, 3 eV] around 𝐸𝐹 was  used  for  the  Wannier  projection  

of  the  correlated  Mn-3𝑑 states  and U =  3 eV, 𝐽 =  0.8 eV.  The  contributions  to  the  

total  DOS/A(ω) (gray)  mainly  originate  from  the  O-2p (blue),  the  Y-4𝑑 (green)  and  the  

Mn-3𝑑 (red)  states.

Wannier  projection  of  the  correlated  Mn-3𝑑 states.  The  employed  interaction  pa-  

rameters  are 𝑈 =  3 eV  and 𝐽 =  0.8 eV.  Fig.  4.3  depicts  the  resulting  LDA-DOS  in  

the  first  row,  while  the  second  and  third  row show the  spectral  function 𝐴(ω) from  

LDA+DMFT and  mBJ@LDA+DMFT calculations,  respectively.  Here,  the  total  

DOS/spectral  function  (gray)  as  well  as  the  Mn-3𝑑 (red),  O-2p (blue)  and  Y-4𝑑
(green)  contributions  are  plotted.  One  observes  that  within  the  LDA  approach  a  

metallic  state,  with  a  large  contribution  of  the  Mn-3𝑑 states  at 𝐸𝐹 ,  is  predicted.  

This  is  in  sharp  contrast  to  the  experimentally  observed  optical  properties  of  Ref.  

[1],  and  is  due  to  the  insufficient  treatment  of  electronic  correlations  within  LDA.  

The  LDA+DMFT spectral  function  in  Fig.  4.3  shows  the  splitting  of  the  

Mn-3𝑑 states,  due  to  the  incorporation  of  correlation  effects  within  DMFT.  The  

Mn-3𝑑 states  are  split  into  an  occupied  lower  and  unoccupied  upper  Hubbard  band  

with  additional  splittings  due  to  multiplet  effects  and  the  crystal  field.  Note  that,  

without  the  mBJ  potential  the  gap  between  occupied  O-2p and  unoccupied  In-
5s hybridized  with  O-2p states  amounts  to  only ∼ 2 eV.  As  in  pure  YInO3,  we  

perturbatively  employ  the  TB-mBJ  potential  and  obtain  a  more  reliable  value  of
∼ 4 eV  for  this  gap  in  Fig.  4.3(third  row).
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Fig.  4.4: From  left  to  right:  (a) k-resolved  and  (b) k-summed  spectral  function,  as  well  

as  the  (c)  optical  response  of  YIn0.92Mn0.08O3 calculated  within  mBJ@LDA+DMFT.  In  

(c),  the  polarization  averaged  optical  conductivity σ(ω) (black),  as  well  as  the  weighted  

JDOS D(ω) (green)  and  the  partial  JDOS  of  the  Mn-3𝑑 states D𝑀  n−3𝑑(ω) are  depicted.

Fig.  4.4  shows  the  (a) k-resolved  and  (b) k-summed  spectral  function
𝐴(ω),  as  well  as  the  optical  response  of  YIn0.92Mn0.08O3 calculated  within  

mBJ@LDA+DMFT.  Here, 𝐴k(ω) is  calculated  along  the k-path  through  the  

Brillouin  zone  (BZ)  specified  in  Appendix  A,  Fig.  A.1(b).  The  optical  conduc-  

tivity,  weighted  JDOS  and  partial  JDOS  were  calculated  using  Equations  (3.47)  

to  (3.49).  We  report  the  polarization-averaged  optical  conductivity,  such  that
𝜎(ω) ≡ ∑︀

𝛼 𝜎𝛼𝛼(ω)/3.  From  Fig.  4.4  we  can  clearly  see  that 𝜎(ω) exhibits  two  

broad  peaks  in  the  energy  range  from 2− 4 eV.  The  first  peak  located  from ∼ 2.5
eV  to ∼ 3 eV  and  the  second  peak  around ∼ 3.4 eV.  These  peaks  can  also  be  

seen  in  the  weighted  JDOS 𝐷(ω) and  in 𝐷𝑀  n−3𝑑(ω),  where  the  latter  suggest  that  

these  peaks  mainly  originate  from 𝑑 − 𝑑 transitions  of  unoccupied  to  occupied  

Mn-3𝑑 states.  At  energies > 4 eV  one  observes  a  strong  increase  in  the  optical  

conductivity,  which  can  be  attributed  to  the  onset  of  transitions  from  occupied  

O-2p states  (at ∼  −2.5 eV  in 𝐴k(ω))  to  the  lowest  unoccupied  bands  (at ∼ 1.5
eV  in 𝐴k(ω)),  consisting  mainly  of  contributions  from  In-5s hybridized  with  O-2p
states.
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The  effect  of  the  Hubbard-𝑈

Since  the  Hubbard 𝑈 ,  which  quantifies  the  strength  of  correlations  in  the  Mn-
3𝑑 shell  is  a  parameter  in  our  calculations,  we  want  to  study  the  changes  in  the  

electronic  structure,  due  to  a  variation  of 𝑈 .  Note  that  an  attempt  was  made  to  

calculate 𝑈 from  first  principles  using  the  methodology  of  Ref.  [28],  which  was  

unsuccessful  due  to  convergence  problems  in  the  large  simulation  cell  and  therefore  

we  treat 𝑈 as  a  parameter,  but  investigate  its  effects.  Furthermore,  the  Hund’s  

rule  exchange  parameter 𝐽 is  assumed  to  be 0.8 eV  in  all  our  calculations  within  

mBJ@DFT+DMFT,  which  is  close  to  the  atomic  value  and  justified  since 𝐽 does  

not  dependent  so  much  on  the  crystalline  environment  as 𝑈 .  Furthermore,  this  

value  for 𝐽 is  similar  to  the  ones  used  in  other  works  [75]  investigating  hexagonal  

YMnO3.  

Fig.  4.5(a)-(c)  depicts  the  spectral  function  (left)  and  the  optical  properties  

(right)  for 𝑈 =  2.5, 3, 5 eV.  One  observes  that  the  main  effects  of  a  different 𝑈
value  is  the  amount  of  the  splitting  between  occupied  lower  and  unoccupied  upper  

Hubbard  bands.  Additionally,  the  position  of  the  Mn-3𝑑 states  relative  to  the  

uncorrelated  states  changes,  since 𝑈 enters  the  double-counting  formula  in  Eq.  

(3.45)  high-lighting  that  double-counting  corrections  are  necessarily  approximate.  

The  change  of  the  electronic  structure  due  to  a  variation  of 𝑈 clearly  also  leads  

to  a  modification  of  the  optical  properties.  As  it  can  be  seen  from  Fig.  4.5  (a)-(c),  

only  for 𝑈 =  2.5, 3 eV  a  two  peak  structure  can  be  seen  in  the  optical  conductivity.  

The  weighted  JDOS  and  partial  JDOS  indicate  that  these  features  arise  from 𝑑−𝑑
transitions.  One  observes  a  rigid  shift  of  the  two-peak  structure  to  higher  energies  

with  increasing 𝑈 .  For  the  calculation  with 𝑈 =  5 eV,  the  unoccupied  Mn-3𝑑
states  are  shifted  to  energies ≥ 4.8  eV.  Therefore  the 𝑑 − 𝑑 transitions  in  the  

optical  conductivity  are  hidden  by  dominating  optical  transitions  involving  O-2p
and  In-5s states.  It  is  unlikely  that  the  on-site  interaction  in  the  Mn-3𝑑 shell  is  

as  large  as  5  eV,  since 𝑑 − 𝑑 transitions  are  expected  to  play  an  important  role  

for  the  blue  coloration  of  YIn1−xMnxO3.  The  value  of 𝑈 =2.5-3  eV  on  the  other  

hand  seems  low for  a  Mn  oxide.  A  possible  role  could  also  be  played  by  the  neglect  

of  hybridization  effects  within  the  Hubbard-I  approximation.  Ref.  [13]  compared  

results  from  DMFT calculations  using  a  continuous-time  quantum  Monte  Carlo  

hybridization  expansion  solver  [48,  76,  60]  (CTQMC),  as  well  as  a  Hubbard-I  solver  

and  observed  that  due  to  hybridization  effects  the  Hubbard  bands  were  shifted.  

This  can  be  effectively  included  within  Hubbard-I  by  a  renormalization  of 𝑈 [13].  

Considering  this,  one  might  expect  that  hybridization  effects  between  O-2p and  

Mn-3𝑑 states  could  shift  the  occupied  lower  Hubbard  band  (Mn-3𝑑 states  in  the  

gap)  to  higher  energies,  decreasing  the  distance  between  occupied  and  unoccupied  

Mn-3𝑑 states.  In  principle,  this  could  be  checked  by  employing  the  CTQMC solver,  

which  includes  hybridization  effects,  but  this  is  beyond  the  scope  of  this  work  and
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we  will  use  the  Hubbard-I  approximation  with  effective  lower 𝑈 -values.
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Fig.  4.5: k-summed  spectral  function A(ω) (left)  and  optical  properties  (right)  of  

YIn0.92Mn0.08O3 calculated  within  mBJ@LDA+DMFT  for U =  2.5𝑒𝑉 (a), U =  3 eV  (b)  

and U =  5 eV  (c).  The  contributions  to  the  total  DOS  (gray)  mainly  originate  from  the  

O-2p (blue),  the  Y-4𝑑 (green)  and  the  Mn-3𝑑 (red)  orbital.  For  the  optical  properties,  the  

polarization  averaged  optical  conductivity σ(ω) (black),  as  well  as  the  weighted  JDOS
D(ω) (green)  and  the  partial  JDOS  of  the  Mn-3𝑑 states D𝑀  n−3𝑑(ω) are  depicted,  where  

the  latter  two  are  plotted  in  arbitrary  units.
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The  effect  of  the  bond  lengths

As  described  in  Sec.  4.1.2  for x =  8.33%,  the  LDA  structure  depicts  asymmetric  

Mn𝑎x–O  bond  lengths,  while  a  relaxation  within  LSDA+𝑈 leads  to  symmetric  axial  

Mn–O  distances  (see  Table  4.5).  According  to  Ref.  [6],  this  asymmetry  within  the  

axial  Mn–O  bond  lengths  is  relevant  for  the  blue  color,  so  that  we  have  taken  the  

LDA  relaxed  structure  in  the  calculations  so  far.  Nevertheless,  it  is  instructive  

to  perform  mBJ@LDA+DMFT calculations  for  a  structure  with  symmetric  bond  

lengths  to  investigate  the  effect  of  the  symmetry  within  the  axial  Mn–O  distances  

on  the  electronic  structure  and  optical  properties.  For  these  calculations  we  use  

the  structure  relaxed  within  LSDA+𝑈 .  

Fig.  4.6  depicts  the  (a) k-resolved  and  (b) k-summed  spectral  function,  as  well  

as  the  (c)  optical  response  from  mBJ@LDA+DMFT calculations,  using 𝑈 =  2.5
eV  and 𝐽 =  0.8 eV,  for  structures  relaxed  within  (I)  LDA  and  (II)  LSDA+𝑈 .  From  

(I)  we  can  clearly  see  that  the  optical  conductivity  depicts  a  two  peak  structure,  

which  is  in  agreement  with  the  experimental  data  [1].  The  first  peak  ranges  from
∼ 2 eV  to ∼ 2.5 eV,  while  the  second  one  appears  for ≃ 3 eV.  The  weighted  

JDOS 𝐷(ω) (green),  as  well  as  the  partial  JDOS  of  the  Mn–3d  states 𝐷(ω)𝑀  n−3𝑑

indicate  that  both  peaks  bear  the  signature  of 𝑑 − 𝑑 transitions.  If  one  considers  

the k-resolved  spectral  function  in  (Ia),  the  two-peak  structure  can  be  assigned  

to  the 𝑑 − 𝑑 transitions  between  the  highest  occupied  Mn-3𝑑 band  to  the  lowest  

(∼ 2− 2.5 eV)  and  second  lowest  Mn-3𝑑 bands  (∼ 3 eV).  

Considering  the  structure  with  symmetric  bond  lengths  in  Fig.  4.6(II),  we  

observe  that  the  first  peak  in  the  optical  conductivity  is  shifted  to  higher  energies  

of ∼ 2.3− 2.8 eV.  This  is  due  to  the  different  local  environment  of  the  Mn3+ ions  

within  the  TBP,  which  lead  to  a  different  crystal  field  splitting  of  the  Mn-3𝑑 states.  

This  effect  of  the  symmetric  bond  lengths  on  the  electronic  structure  can  also  be  

seen  in  the  spectral  function.  

Furthermore,  one  notices  that  the  second  peak  disappears  in  the  optical  con-  

ductivity,  even  though 𝐷(ω) and 𝐷𝑀  n−3𝑑(ω) would  suggest  a  peak  around ∼ 3.5
eV.  Note  that  the  main  difference  between  the  JDOS  and  the  optical  conductivity  

stems  from  the  transition  matrices v𝛼k (see  Eq.  (3.47)).  Generally  speaking,  one  

would  expect  atomic  selection  rules  for  transitions  between  totally  flat  bands.  In  

this  case  dipole 𝑑 − 𝑑 transitions  are  forbidden  and  the  corresponding  transition  

matrix  element  is  zero.  We  assign  the  disappearance  of  the  second  peak  in  the  

optical  conductivity,  despite  being  present  in 𝐷(ω) and 𝐷𝑀  n−3𝑑(ω),  to  such  a  

case.  This  is  supported  by  the  inspection  of  the  spectral  function,  where  one  ob-  

serves  that  two  bands  consisting  mainly  of  Mn-3𝑑 states  are  present  in  low-energy  

unoccupied  regime.  One  flat  band  at ∼ 2.3 eV  and  another  more  dispersive  band  

at ≳ 1.1 eV.  The  transitions  between  the  highest  occupied  band  at ∼  −1.2 eV  

to  the  unoccupied  flat  band  at 2.3 eV  would  correspond  to  a  case,  where  the  atomic
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Fig.  4.6: (a) k-resolved  and  (b) k-summed  spectral  function,  as  well  as  the  (c)  optical  

response  of  YIn0.92Mn0.08O3.  Calculations  were  performed  within  mBJ@LDA+DMFT  

(U =  2.5 eV, 𝐽 =  0.8 eV)  for  structures  relaxed  within  (I)  LDA  and  (II)  LSDA+U .  In  

(c),  the  polarization  averaged  optical  conductivity σ(ω) (black),  as  well  as  the  weighted  

JDOS D(ω) (green)  and  the  partial  JDOS  of  the  Mn-3𝑑 states D𝑀  n−3𝑑(ω) are  depicted.
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selection  rules  apply.  Therefore,  explaining  why  the  peak  at ∼ 3.5 eV  is  observed  

in  the  JDOS,  but  not  in  the  optical  conductivity.  Note  that  the  second  unoccupied
𝑑-band  is  more  flat  in  the  case  of  symmetric  axial  Mn  bond  lengths  compared  to  

asymmetric  ones  (see  Fig.  4.6  (Ia)  and  (IIa)).  

Concerning  the  transitions  between  the  highest  occupied  Mn-3𝑑 states  and  the  

unoccupied  dispersive  band, 𝐷(ω) and 𝐷𝑀  n−3𝑑(ω) show a  rather  asymmetric  peak  

around ∼ 2.3 − 2.8 eV,  while  the  optical  conductivity 𝜎(ω) depicts  a  rather  sym-  

metric  flat  peak.  We  can  understand  this  difference  better  by  following  the  same  

train  of  thought  as  above.  The  peak  in  the  JDOS  consists  of  a  sharp  contribution  

at ∼ 2.8 eV,  arising  from  transitions  between  the  flat  Mn-3𝑑 band  at ∼  −1.2 eV  

to  the  unoccupied  band  at ∼ 1.6 eV,  which  is  flat  in  this  region  and  dominated  by  

contributions  from  Mn-3𝑑 states.  This  contribution  from  transitions  between  flat  

bands  is  partially  suppressed  in 𝜎(ω) (likely  by  matrix  element  "velocity"  effects).  

On  the  other  side,  the  conduction  band  is  more  dispersive  around  the Γ-point  and  

the  corresponding  contributions  in  the  optical  conductivity  for ω ≳ 2.2 eV  gain  

weight  relative  to  the  transitions  between  flat  bands.  The  resulting  peak  in 𝜎(ω)
is  more  symmetric  and  flat  as  the  one  in  the  JDOS.  Note  that  this  effect  can  also  

be  seen  in  the  optical  conductivity  and  JDOS  of  the  LDA  relaxed  structure  with  

asymmetric  bond  lengths  in  Fig.  4.6  (Ic).  

We  conclude  that  symmetric  Mn𝑎x–O  bond  lengths  lead  to  the  disappearance  

of  the  two-peak  structure  in  the  optical  conductivity,  which  most  likely  can  be  un-  

derstood  in  terms  of  small  or  even  vanishing  transition  matrix  elements  (cf.  atomic  

selection  rules).  This  underlines  the  importance  of  the  asymmetric  axial  Mn–O  

distances  for  the  blue  coloration  of  YIn0.92Mn0.08O3.  Therefore,  we  will  use  the  

corresponding  structures  exhibiting  this  asymmetry  in  the  following  calculations.

Diffuse  reflectance  spectra  and  color  coordinates

We  compute  the  diffuse  reflectance,  as  in  Eq.  (3.50),  using  the  optical  conduc-  

tivity  calculated  within  mBJ@LDA+DMFT.  For  the  computation  of  the  diffuse  

reflectance,  we  assume  that  the  energy  dependence  of  the  scattering  parameter 𝛽
is  negligible  in  the  optical  range,  as  used  previously  in  Ref.  [67].  

The  resulting  diffuse  reflectance  as  a  function  of  wavelength, 𝑅(𝜆),  assuming
𝛽 =  500 [mm−1],  is  depicted  in  Fig.  4.7.  Here,  the  green  and  yellow line  illustrate  

the  calculated 𝑅(𝜆) of  YIn0.92Mn0.08O3 for 𝑈 =  2.5 and  3  eV,  respectively.  Exper-  

imental  data  for x =  0.05 of  the  diffuse  reflectance  was  taken  from  Figure  8  of  Ref.  

[5]  and  is  plotted  in  blue.  We  can  clearly  see  a  peak  for  low wavelengths,  where  

only  the  calculation  with 𝑈 =  2.5 eV  matches  the  peak  position,  at 𝜆 ∼ 450 nm,  of  

the  experiment  [5].  Furthermore,  our  calculations  for 𝑈 =  2.5 eV  shows  that  the  

diffuse  reflectance  begins  to  increase  again  at 𝜆 ≳ 600 nm,  which  seems  to  be  in  

slight  contrast  to  the  experimental  data  of  Ref.  [5],  where  the  rise  in 𝑅(𝜆) begins
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Fig.  4.7: Diffuse  reflectance R of  YIn1−xMnxO3 as  a  function  of  wavelengths λ.  The  

results  of  the  calculations  within  mBJ@LDA+DMFT  for x =  0.08 and U =  2.5𝑒𝑉
(green),  as  well  as U =  3 eV  (yellow)  are  depicted.  Experimental  data  taken  from  Figure  

8  of  Ref.  [5]  is  illustrated  in  blue  for  a  Mn-concentration  of  5  %.

at ∼ 700 nm.  The  occurrence  of  too  much  reflectivity  corresponds  to  not  enough  

absorbance  in  the  low-energy  region  (ω ≲ 2 eV)  at  the  onset  of  the  first  peak  in
𝜎(ω) (see  Fig.  4.6  (Ic)).  Overall,  the  diffuse  reflectance  in  Fig.  4.7  is  in  qualitative  

good  agreement  with  the  experiment  [5].  

Next,  we  calculate  the  color  coordinates  as  in  Eq.  (3.52)  and  transform  the
𝑋  ,  𝑌  ,  𝑍 values  to  the  sRGB  color  space  [77].  Since  the  input  for  the  calculation  

of  the  color  coordinates  is  the  reflectance,  which  depends  on 𝛽,  also  the  resulting
𝑅  ,  𝐺,  𝐵 values  will  depend  on  the  scattering  parameter.  Fig.  4.8  (a)  depicts  the  

calculated  diffuse  reflectance 𝑅(𝜆) for x =  0.08 and 𝑈 =  2.5 eV,  as  well  as  for  

different  values  of  the  scattering  parameter 𝛽.  One  observes  that  with  increasing
𝛽 also 𝑅(𝜆) is  increased,  while  the  overall  structure  does  not  significantly  change.  

Fig.  4.8  (b)  illustrates  the  associated 𝑅  ,  𝐺,  𝐵 ∈ [0, 255] color  coordinates  as  a  

function  of 𝛽 with [0, 0, 0] and [255, 255, 255] being  black  and  white,  respectively.  

Here,  the  values  of  all  color  coordinates  rise  as 𝛽 is  increased.  The  results  clearly  

show that  the 𝐵-values  dominate  over  the  entire 𝛽-range,  while 𝑅 and 𝐺 depict  

similar  values  with  a  slightly  greater  red  component.
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Fig.  4.8: (a)  Diffuse  reflectance R of  YIn1−xMnxO3 as  a  function  of  wavelength λ.  The  

results  of  the  calculations  within  mBJ@LDA+DMFT  for x =  0.08, U =  2.5 eV,  as  well  

as  scattering  parameter 𝛽 =  50, 100, 200, 500, 1000 [mm−1]  are  depicted  in  yellow,  dark  

yellow,  green  and  dark  blue,  respectively.  Experimental  data  taken  from  Figure  8  of  Ref.  

[5]  is  illustrated  in  blue  for  a  Mn-concentration  of  5  %.  (b)  Resulting  calculated  color  

coordinates  as  a  function  of 𝛽.
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Conclusion

In  this  work,  I  have  studied  the  lattice  and  electronic  structure,  as  well  as  the  

optical  properties  of  YIn1−xMnxO3,  which  shows  a  brilliant  blue  color  for  Mn-  

concentrations x ≲ 10% [1].  I  started  by  relaxing  the  lattice  structure  for x =  

0, 0.08, 0.17, 1,  within  LDA  [8]  and  LSDA+𝑈 [33,  34].  The  resulting  M–O  bond  

lengths  within  the  trigonal  bipyramids  (TBP),  can  be  divided  into  equatorial  and  

axial  distances.  Experimental  data  [6]  depicts  a  certain  asymmetry  within  the  

Mn𝑎x–O  bond  lengths  (one  significantly  shorter  than  the  other),  which  is  re-  

produced  by  optimizations  performed  within  LDA.  Therefore,  the  LDA  relaxed  

structure  with  asymmetric  axial  Mn–O  bond  lengths  was  employed  in  all  further  

investigations.  

Since  the  blue  coloration  within  this  compound  is  found  for  low Mn-  

concentrations x [1],  the  electronic  and  optical  properties  were  computed  for
x =  0 and 0.08.  For  pure  YInO3,  the  mBJ@LDA  approach  yielded  a  band  gap  of  

approximately  3.71  eV,  in  good  agreement  with  the  experimental  measurements  

of  Ref.  [1].  

The  investigation of  YIn0.92Mn0.08O3 was performed  within  mBJ@DFT+DMFT 

[13,  14],  where  the  Hubbard-I  [52]  approximation  is  employed  to  solve  the  DMFT 

impurity  problem.  The  resulting  optical  conductivity  shows  a  two  peak  structure,  

which  is  also  observed  experimentally  [1].  The  comparison  between  the  optical  

conductivity  and  the  (partial)  weighted  joint-density  of  states  (JDOS)  reveals  that  

for  both  peaks  the  main  contribution  originates  from 𝑑 − 𝑑 transitions  between  

Mn-3𝑑 states.  Note  that  also  the  optical  conductivity  for  the  structure  with  sym-  

metric  bond  lengths  (relaxed  within  LSDA+𝑈)  was  performed.  In  this  case,  the  

characteristic  two  peak  structure  is  not  visible  in  the  optical  conductivity.  This  

underlines  the  importance  of  the  asymmetric  bond  lengths  for  the  blue  coloration  

as  suggested  by  experimental  findings  in  Ref.  [6].  

The  optical  conductivity  were  calculated  for 𝑈 =  2.5 and 3 eV.  For 𝑈 =  2.5 eV,  

the  peak  position  of  the  diffuse  reflectance 𝑅 is  in  very  good  agreement  with  the

44



CHAPTER  5.  CONCLUSION 45

experimental  data  of  Ref.  [5].  Instead,  in  a  calculation  using 𝑈 =  3 eV,  the  peak  is  

slightly  shifted.  Note  that  despite  the  good  agreement  regarding  the  peak  position,  

for  longer  wavelengths  the  reflectance  increases  too  soon  again  compared  to  the  

experimental  data  [5].  Subsequently,  we  calculate  the  associated  color  coordinates  

using 𝑅 computed  for  different  values  of  the  scattering  parameter 𝛽.  The  results  

clearly  depict  a  dominating  blue  contribution  to  the  color  over  the  entire 𝛽-range.  

This  finding  supports  that  our  electronic  structure  calculations  capture  the  essence  

of  the  physics  of  YIn1−xMnxO3.  

We  conclude  that  our ab  initio calculations  within  mBJ@DFT+DMFT yield  

important  insights  into  the  electronic  structure  and  optical  transitions  responsible  

for  the  blue  color.  Our  results  are  further  in  overall  good  agreement  with  the  

experimental  findings  of  Ref.  [1,  5,  6].  What  could  be  checked  in  the  future  

are  potential  hybridization  effects  of  the  Mn-3𝑑 states.  The  latter  are  neglected  

in  Hubbard-I,  but  could  be  investigated  by  employing  the  full TRIQS/CTHYB
[48,  60]  solver.  Furthermore,  it  would  be  desirable  to  calculate  the  Hubbard-𝑈
from  first  principle.  Nevertheless,  the  results  presented  in  this  work  shed  light  on  

the  mechanism  responsible  for  the  blue  color  of  YIn1−xMnxO3 and  suggest  that  

a  similar  investigation  might  also  be  applicable  to  other  pigment  materials  in  the  

color  circle  of  Fig.  2.3.



Appendix  A  

Details about  the  structure  

relaxation

A.1  Fit  of  the  lattice  parameters
For  both 𝑎 and 𝑐,  we  perform  a  least  squares  polynomial  fit  to  the  experimental  

data  reported  in  Table  S1  of  the  Supporting  Information  of  Ref.  [6],  which  are  

given  in  Table  A.1.  The  function 𝑓 used  in  the  fit  is  linear: 𝑓(x)  = 𝛼  x+ 𝛽.  This  

results  in  a  slope 𝛼 of −0.1297 Å/x  and  an  offset 𝛽 of 6.2728 Å  for 𝑎.  For  the  

lattice  parameter 𝑐 the  linear  fit  gives  us 𝛼 = −0.8682 Å/x  and 𝛽 =  12.2511 Å.

x 0.05 0.25 0.3 0.4 0.5 0.75 0.9 1

a  [Å] 6.2657 6.2405 6.2343 6.2209 6.2072 6.1774 6.1582 6.1402

c  [Å] 12.2118 12.0385 11.9914 11.9003 11.8116 11.5905 11.4667 11.3956

Table  A.1: Lattice  parameter 𝑎 and c for  YIn1−xMnxO3.  Table  adapted  from  Table  S1  

of  the  Supporting  Information  of  Ref.  [6].

A.2  Optimization  notes  and  bond  lengths  overview
The  minimization  of  the  internal  coordinates  is  performed  within WIEN2k [35,  

36].  For  more  information  about  the  structure  optimization  and  convergence  of  the  

self-consistent  field  (SCF)  cycle,  we  refer  the  reader  to  the WIEN2k User’s  Guide  

[78].  The  number  of  basis  functions  considered  is  determined  by  the  parameter
𝑅𝑀  𝑇𝐾m𝑎x and  we  use  in  our  calculations 𝑅𝑀  𝑇𝐾m𝑎x =  6.5.  Furthermore,  we
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minimize  the  internal  coordinates  using  100 k-points  in  the  reducible  Brillouin  

zone  and  convergence  criteria  for  the  SCF-cycles,  where  a  force  convergence  of  0.25  

mRy/au,  a  energy  convergence  of  0.00001  Ry  and  a  charge  convergence  of  0.001 𝑒
is  enforced.  The  structure  was  relaxed  until  all  forces  were  below 1  mRy/au.  The  

simulation  cell  for  YIn0.92Mn0.08O3 (supercell  with  60  atoms)  is  depicted  in  Fig.  

A.1(a).  

An  overview of  all  In–O  and  Mn–O  bond  lengths  of  YIn1−xMnxO3 for  various  

Mn-concentrations x is  given  in  Tables  A.2  and  A.3,  respectively.  Here,  the  M–O  

distances  resulting  from  our  calculations  are  marked  by  the  DFT-functional  used  

during  the  computation,  which  is  either  LDA  or  LSDA+𝑈 .  Experimental  data  

from  Table  2  of  Ref.  [6]  is  denoted  by  Exp.  [6].

(a) (b)

Fig.  A.1: (a)  Simulation  cell  of  YIn0.83Mn0.17O3,  relaxed  within  LDA,  plotted  in Vesta
[24].  O  (red),  Y  (green),  In  (light  purple)  and  Mn  (dark  purple)  atoms,  as  well  as  the  

bond  lengths  between  atoms  and  the  Mn–O5 TBP  are  illustrated.  (b)  Primitive  Brillouin  

zone  (BZ)  of  YIn0.92Mn0.08O3 plotted  in XCrySDen [79].  The k-path  through  the  BZ  

(Γ−𝐾1 −𝐾2 − Γ−𝐾3 −𝐾4 −𝐾5 −𝐾3)  is  marked  by  green  arrows.



APPENDIX  A.  DETAILS  ABOUT THE STRUCTURE RELAXATION 48
x 

=
 
0

x 
=

 
5%

x 
=

 
8.

3%
x 

=
 
16

.6
%

x 
=

 
90

%

bo
nd

ℓ
[Å

] 
E

xp
.[6

]
ℓ

[Å
] 

LD
A

ℓ
[Å

] 
E

xp
.[6

]
ℓ

[Å
] 

LD
A

ℓ
[Å

] 
LS

D
A

+
𝑈

ℓ
[Å

] 
LD

A
ℓ

[Å
] 

LS
D

A
+
𝑈

ℓ
[Å

] 
E

xp
.[6

]

ax
ia

l I
n–

𝑂
1

2.
08

9
2.

08
8

2.
08

6
2.

08
0

2.
08

5
2.

07
0

2.
08

0
2.

07
8

ax
ia

l I
n–

𝑂
2

2.
09

3
2.

11
1

2.
09

0
2.

10
3

2.
10

6
2.

09
3

2.
10

0
2.

08
3

eq
ua

to
ri

al
 
In

–𝑂
3

2.
09

7
2.

13
0

2.
09

8
2.

14
0

2.
12

4
2.

16
1

2.
12

7
2.

08
7

eq
ua

to
ri

al
 
In

–𝑂
4

2.
12

7
2.

12
2

2.
12

1
2.

14
4

2.
12

5
2.

16
8

2.
12

9
2.

11
6

eq
ua

to
ri

al
 
In

–𝑂
5

2.
12

7
2.

12
2

2.
12

1
2.

15
0

2.
13

3
2.

17
1

2.
13

7
2.

11
6

T
ab

le
 
A

.2
:

In
–O

 
bo

nd
 
le

ng
th

ℓ
of

𝑌
 
𝐼 
n
1
−x

𝑀
 
n
x
𝑂

3
fo

r 
va

ri
ou

s 
x.

 
E

xp
er

im
en

ta
l d

at
a 

ta
ke

n 
fr

om
 
T
ab

le
 
2 

of
 
R

ef
. 

[6
] i

s 
re

po
rt

ed
 

an
d 

de
no

te
d 

by
 
E

xp
. 

[6
]. 

R
es

ul
ts

 
fr

om
 
ou

r 
ca

lc
ul

at
io

ns
 
ar

e 
in

di
ca

te
d 

by
 
th

e 
co

rr
es

po
nd

in
g 

en
er

gy
 
fu

nc
ti

on
al

, w
hi

ch
 
is

 
ei

th
er

 

LD
A

 
or

 
LS

D
A

+
U

(U
=

 
5

eV
 
an

d
𝐽
=

 
0.
5

eV
).

x=
 
5%

x=
 
8.

3%
x 

=
 
16

.6
%

x 
=

 
1

bo
nd

ℓ
[Å

] 
E

xp
.[6

]
ℓ

[Å
] 

LD
A

ℓ
[Å

] 
LS

D
A

+
𝑈

ℓ
[Å

] 
LD

A
ℓ

[Å
])

 

LS
D

A
+
𝑈

ℓ
[Å

] 
E

xp
.[6

]
ℓ

[Å
] 

LD
A

ℓ
[Å

] 
LS

D
A

+
𝑈

ax
ia

l M
n–

𝑂
1

1.
87

9
1.

89
1

1.
91

0
1.

88
7

1.
90

5
1.

84
8

1.
85

6
1.

86
7

ax
ia

l M
n–

𝑂
2

2.
08

7
2.

04
5

1.
91

6
2.

05
3

1.
91

2
1.

88
2

1.
87

5
1.

86
9

eq
ua

to
ri

al
 
M

n–
𝑂

3
1.

97
6

1.
86

2
2.

03
5

1.
86

5
2.

02
9

1.
96

6
2.

16
3

2.
06

6

eq
ua

to
ri

al
 
M

n–
𝑂

4
1.

97
6

1.
86

2
2.

03
5

1.
86

5
2.

02
9

2.
11

8
2.

00
2

2.
05

8

eq
ua

to
ri

al
 
M

n–
𝑂

5
2.

08
7

1.
88

5
2.

03
5

1 
.8

92
2.

03
0

2.
11

8
2.

00
2

2.
05

8

T
ab

le
 
A

.3
:

M
n–

O
 
bo

nd
 
le

ng
th

ℓ
of

𝑌
 
𝐼 
n
1
−x

𝑀
 
n
x
𝑂

3
fo

r 
va

ri
ou

s 
x.

 
E

xp
er

im
en

ta
l 

da
ta

 
ta

ke
n 

fr
om

 
T
ab

le
 
2 

of
 
R

ef
. 

[6
] 

is
 

re
po

rt
ed

 
an

d 
de

no
te

d 
by

 
E

xp
. 

[6
]. 

R
es

ul
ts

 
fr

om
 
ou

r 
ca

lc
ul

at
io

ns
 
ar

e 
in

di
ca

te
d 

by
 
th

e 
co

rr
es

po
nd

in
g 

en
er

gy
 
fu

nc
ti

on
al

, w
hi

ch
 

is
 
ei

th
er

 
LD

A
 
or

 
LS

D
A

+
U

(U
=

 
5

eV
 
an

d
𝐽
=

 
0
.5

eV
).



Appendix  B 

Details about  electronic  structure  

and  optic  calculations

B.1  Performing  mBJ@DFt+DMFT  calculations
The  mBJ@DFT+DMFT method  is  performed  using  the WIEN2k [36,  35]  and
TRIQS/DFTTools [48,  49]  package.  For  the  sake  of  faster  convergence,  we  start  

our  approach  with  a  simple  LDA  calculation,  using  50 k-points  in  the  reducible  

Brillouin  zone  and  a  charge  convergence  of  0.0001 𝑒.  Subsequently,  we  perform  a  

fully  charge  self-consistent  LDA+DMFT calculation,  with  an  energy  convergence  

of  0.00001  Ry  for  the  density  and  a  tolerance  of  0.0001  for  the  self-energy  within  

the  Hubbard-I  solver.  We  treat  the  Mn-3𝑑 states  within  the  energy  window W =  

[−1 eV, 3 eV] as  correlated.  On  top  of  the  LDA+DMFT calculation,  we  carry  

out  one  more  cycle  with  the  TB-mBJ  potential  and  run  the  DMFT cycle  until  

the  self-energy,  with  a  tolerance  of  0.0001,  is  converged.  All  DMFT calculations  

are  performed  using  an  inverse  temperature  of 𝛽 =  40 eV−1,  which  correspond  

approximately  to  room  temperature.

B.2  Post-processing
After  we  successfully  converged  the  mBJ@LDA+DMFT calculations,  we  can  cal-  

culate  the  density  of  states  (DOS),  the k-dependent  spectral  function 𝐴k(ω) or  the  

optical  conductivity,  as  implemented  in  the TRIQS/DFTTools [48,  49]  package.  

Note  that  for  the  optical  conductivity  we  need  a  denser k-grid  and  we  use  1000
k-points  in  the  reducible  Brillouin  zone  (BZ)  to  calculate  it.  Concerning 𝐴k(ω)
we  choose  the k-path  through  the  BZ  as  shown  in  Appendix  A,  Fig.  A.1(b)  using  

480 k-points.
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