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ABSTRACT 

The aim of this master thesis is to discuss the usage of Artificial Intelligence 

in the human resource information system and in the tension field of the 

General Data Protection Regulation. A lot of companies nowadays use or 

start to implement artificial intelligence in order to gain competitive 

advantage. This as well doesn´t stop in human resource departments, quite 

the contrary happens namely the huge increase of predictive machines to 

fulfil the needs and reach the goals for HR.  

Organizations face great challenges with the use of this new technologies 

because some side effects like privacy, discrimination or acceptance come 

up with AI and have to be handled. At the same time the call for privacy 

came up and was implemented in the European Union through the GDPR. 

Therefore, the use of personal data is only allowed if there exist a purpose 

and a legal basis (like e.g. a declaration of consent). It is a great challenge 

to comprehensively be in the possession of that, but on the other side big 

amount of data are necessary to train and operate AI systems. 

This also apply for employees and their data. Here as well the usage of 

predictive software is very valuable and from a lot of companies already in 

use. But only if the purpose of the collection of data is disclosed it is legally 

allowed to process this data. A big issue in this context is also the 

acceptance of the affected persons – only if the aim for the collection of the 

data is transparent there is a chance that employees or applicants will agree 

with the conditions or the outcomes. 

This thesis deals exactly with this field of tension – processing employee 

data in consideration of the GDPR and gives insights from literature and as 

well from field research. Eighty-two experts were asked regarding these 

issues and the results are shown and discussed in this thesis.  
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1 Introduction 

Nowadays gaining value out of collected data in order to remain competitive 

and to be able to sustain over time is one of the most important focus of 

companies. Businesses of all sizes analyse – or should analyse - their 

possibilities and benefits in deploying different types of analytics and 

determine their possibilities in deploying new business models to meet 

expectations rising out of the new society. Possessing goods is not that 

much of importance anymore, but therefore even more important to provide 

exactly the desired service at the right time at the right quality level in order 

to make sure that customer expectations are met and bind customers even 

closer to a business than it has been possible ever before. The same applies 

to employees and data from employees. The war for talents has long been 

under way and challenges companies to find the right employees as quickly 

as possible and then to maximize their satisfaction in the company so that 

they can perform well and stay in the company for a long time. In order to 

meet these requirements, HR managers and executives need tools that can 

ensure this. With the help of AI, software products are taken to the next 

technical level, enabling new solutions to be realized. At the same time, 

however, the call for the protection of personal data is growing stronger 

and has been implemented in Europe through the general data protection 

regulation. This diploma thesis deals with exactly with this issues and area 

of tensions. 

 

1.1 Problem to solve, context of the thesis  

At the moment different methods and systems are used to enable human 

resource managers and executives manage the workforce of companies. 

Especially a lot of reports, KPI´s and HR statistics are carried out to be able 

to make appropriate decisions. At the same time also in HR departments a 

huge transformation is going on – digitalization, creating an innovation 

culture, new methods to sustain in the war of talents. For example, software 

systems based on artificial intelligence came up to provide HR managers 
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 5 

with modern and efficient tools. On the other side the General Data 

Protection Regulation was established to give EU citizens fundamental rights 

regarding their personal data. Therefore a lot of questions came up and 

create a field of tension concerning the use of a big amount of data and the 

individual right to the respective personal data. So, answers have to be 

found in order to climb up the next level in technical development.  

 

As AI becomes more mature and workplace software becomes more 

intelligent and predictive, new systems that provide employee nudges, 

wellbeing suggestions, training, coaching, and tips for time-management 

and expense management are exploding. Organizations find themselves 

with a continually expanding portfolio of applications while trying to figure 

out how to get them adopted and used by employees (Bersin, 2018, p. 4). 

 

1.2. Objectives and research question 

The goal of this topic is to find out if new systems, on the example of the 

use of AI for HR analytics, will help to be able to make better/faster 

decisions and bring therefore an advantage for HR managers and 

executives. This have to be in compliance with the GDPR to secure human 

rights at the already existing high standard – is this in contradiction to 

technological development?  

 

Therefore the research question is: „Can executives make better and 

faster decisions by using new technologies like artificial intelligence 

in the human resource information system and in line with the 

GDPR?“ Derived from this question further important questions came up 

which I want to discuss in this assignment: „Will these techniques also came 

up with new useful tools like automated career recommendations for 

employees for the HR managers?”  as well as „Will new software systems 

(based on AI) also help to bring employees to a top performance e.g. by 

ensuring that employees are properly deployed?”  
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1.3 Course of investigation  

I have been working in HR departments for seventeen years and always 

technologies are in use to support the work of different HR tasks. In recent 

years different trends and facts have faced HR managers with major 

challenges. On the one side there is a call for privacy, where citizens want 

to have the right to decide what happens with their own personal data. This 

demand was implemented in the European Union through the General Data 

Protection Regulation (GDPR). On the other side every company is 

confronted with the war for talents, but new in that context is the heavy 

shortage of qualified manpower with special knowledge. To gain 

competitive advantage, new tools are deployed to hire appropriate 

candidates as quick as possible and accompany with modern software 

products during the lifecycle of an employee. Therefore AI, or better to say 

predictive machines, are in use (and still at the beginning of development 

in HR-departments) to meet these requirements. This work deals exactly 

with this area of tension: 

 

 

 

In order to achieve answers to the research question, following methods 

were used: 

 literature research 

 quantitative research 
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AI is not so many in use in HR department by now, so it will also be very 

interesting to generate an outlook with this work in which direction this 

topic will develop.  

 

1.4 Structure of the thesis  

The thesis is divided into seven chapters with Chapter 1 being the 

introduction. The remaining chapters are briefly described below.  

 

Chapter 2 deals with Human Resource Information Systems, their goals 

and systems. The second part of this chapter speaks about Artificial 

Intelligence in human resource, the advantages and challenges which come 

up once predictive methods are used. 

 

Chapter 3 deals with the literature analysis to general aspects of Artificial 

Intelligence, second in the use of human resource and third with 

contradictions towards privacy and the General Data Protection Regulation.  

 

Chapter 4 relates to the issues of privacy, data protection and the GDPR. 

It talks about the special circumstances with regard to employee data and 

in the last part of requirements for Artificial Intelligence.  

 

Chapter 5 shows the case study, how it was conducted, the results and the 

interpretations of the results. 

 

Chapter 6 summarizes the key findings of the research and contains 

conclusions.  

 

Chapter 7 interprets all results from this work and gives a view into the 

future. 
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2 Human resource information system  

In today´s world any company can replicate the business model, the goods 

produced, or the offered services. The one thing that organizations cannot 

copy are the employees. People are the greatest competitive advantage. 

But how do organizations get the very best out of their people? This is what 

people analytics helps organizations do. It gives organizations the data and 

the insight they need to make people-related decisions. People analytics 

also empowers organizations to test ideas and run experiments (Morgan, 

2017, p. 38). 

 

Organizations today have lots of data from different sources about their 

employees including salary, tenure, ratings and reviews, performance and 

much more. The trouble is that few organizations have a way of putting all 

of this information together to understand their employees (Morgan, 2017, 

p. 39). 

 

The human resource department faces a lot of challenges nowadays,  

which are 

 Building a performance driven Culture 

 Maintaining stability during times of change 

 Being the enablers of engagement, innovation and feedback 

 

In order to fulfil these requirements, IT tools are used from HR employees 

as well as provided to executives. 

 

Requirements for analysis techniques are: 

 Robustness 

 Stability 

 Transparency 

 Reproducibility 

 Comprehensibility 

 

D
ie

 a
p
p
ro

b
ie

rt
e
 O

ri
g

in
a
lv

e
rs

io
n
 d

ie
s
e
r 

M
a
s
te

ra
rb

e
it
 i
s
t 

in
 d

e
r 

T
U

 W
ie

n
 B

ib
lio

th
e
k
 v

e
rf

ü
g

b
a

r.

T
h
e
 a

p
p
ro

v
e
d
 o

ri
g
in

a
l 
v
e
rs

io
n
 o

f 
th

is
 t

h
e
s
is

 i
s
 a

v
a
ila

b
le

 a
t 

th
e
 T

U
 W

ie
n
 B

ib
lio

th
e
k
.

tu
w

ie
n
.a

t/
b
ib

lio
th

e
k

https://www.tuwien.at/bibliothek


 9 

2.1 Goal for HR Systems  

There are a lot of goals HR is facing and therefore HR systems should help 

to solve these challenges. What really hurts companies are unplanned exits, 

therefore let’s start with this topic: 

 

Top reasons why employees leave the company: 

 

Figure 1: Psychology behind employee engagement,  

              research from the company mentorcloud 

According to the Work Institute 98.5% of all common reasons why 

employees leave their job can be grouped into the above categories. What 

if every company know exactly the reason(s) why employee leave or stay? 

What if companies would know what makes employees most productive or 

when employees get burned out? These are just few examples of what 

people analytics can help to figure out. And people decisions in future could 

be based on data and analytics. The only way to find out the internal own 

truth in order to be possible to make substantiated business decisions, 

organizations must do their own internal research (Morgan, 2017, p. 42). 
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According to Bersin (2018), following Key Drivers are relevant for HR 

Systems: 

 Work has become more complex, as people change roles and jobs 

more frequently than ever.  

 Employees are overwhelmed and looking for a simplified, consumer-

like experience at work.  

 HR departments have organized themselves into service delivery 

teams but need tools to manage the flood of employee interactions.  

 Employees want help with transitions and journeys throughout their 

careers.  

 Managers want to give employees new and better benefits and 

services with innovative new programs on a regular basis.  

 AI, big data, and cognitive systems can learn and predict what 

employees need and deliver an even more useful and enjoyable way 

to provide service.  

 

People analytics function sits mostly in HR, which makes perfect sense 

because HR typically deals with people. The challenge today is that many 

HR teams don´t have this capability because it´s a rather new skill set. 

Today we are still at the early stages of what´s possible. Perhaps the 

biggest challenge for companies today is organizing, cleaning, aggregating, 

and standardizing data, a project that can easily take years, depending on 

the size of the organization. With technology advances and the integration 

of AI, one day it will be possible to use voice commands to ask a smart 

assistant things like “Who are the top three employees on my team at risk 

for leaving the organization?”. People analytics is absolutely growing into a 

core business capability that every organization must invest in heavily 

(Morgan, 2017, p. 45). 

 

2.2 HR Systems nowadays 

Different tools are in use for different HR tasks to fulfil the challenges 

which human resources are facing nowadays. For example, employers 
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have long used digital technology to manage their hiring decisions, and 

now many are turning to new predictive hiring tools to inform each step of 

their hiring process (Bogen, et al., 2018, p. 1).  

At each stage of the recruiting process (sourcing, screening, interviewing 

and selection) predictive technologies can have a powerful effect on who 

ultimately succeeds in the hiring process. The reason for using supportive 

technology is clear – employers want to reduce time and cost to hire as well 

as maximize the quality of hire and the tenure of future employees. Also, 

some employers have goals for workplace diversity, based on age, race, 

gender, religion or disability. They may be drawn toward hiring tools that 

claim to help avoid discriminating against applicants (Bogen, et al., 2018, 

p. 7). 

This is not only a pious hope but instead to fulfil article 21 of the Charta of 

Fundamental Rights of the European Union: 

1.   Any discrimination based on any ground such as sex, race, colour, 

ethnic or social origin, genetic features, language, religion or belief, political 

or any other opinion, membership of a national minority, property, birth, 

disability, age or sexual orientation shall be prohibited. 

2.   Within the scope of application of the Treaties and without prejudice to 

any of their specific provisions, any discrimination on grounds of nationality 

shall be prohibited. 

But predictive tools can perpetuate biases for example when the training 

data for a model is itself inaccurate, unrepresentative, or otherwise biased, 

the resulting model and the predictions it makes could reflect these flaws 

in a way that drives inequitable outcomes (Bogen, et al., 2018, p. 8). Bias 

in this context therefore means “influence based on the past.” Also, when 

predictions, numerical scores, or rankings are presented as precise and 

objective, recruiters may give them more weight than they truly warrant, 

which is known as automation bias.  
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Predictive tools affect equity throughout the entire hiring process and 

without active measures of the output, bias will arise in predictive hiring 

tools by default. 

What we can say nowadays is that if we combine AI with strategic insights 

it will create new business opportunities and will transform the way HR 

contributes to an organization’s competitive advantage (Guenole, 2018,  

p. 3). 

3 Artificial Intelligence 

3.1 In general 

In order to understand Artificial Intelligence, it is important to know that AI 

is a discipline, machine learning and deep learning are subareas.  

 

 

 

 

 

 

 

 

 

 

To understand the difference between AI, Machine Learning and Deep 

Learning the following explanations are important: 

Artificial Intelligence 

Artificial intelligence is a subarea of computer science that deals with 

automation. Basically, it is a discipline in which many different sciences pay. 

The term "Artificial Intelligence" was first defined in 1955 by John McCarthy. 

Machine 
Learning 

Deep 
Learning 

Artificial  
Intelligence 
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It appeared in an application for a research project for funding from the 

Rockefeller Foundation. 

According to Agrawal et al. (2018, p. 4) “AI is a prediction technology, 

predictions are inputs to decision making, and economics provides a perfect 

framework for understanding the trade-offs underlying any decision”. 

Definition Elaine Rich (1983): Artificial Intelligence is the study of how to 

make computers do things at which, at the moment, people are better.  

The European Commission's Communication propose the following 

definition of Artificial Intelligence:  

“Artificial intelligence (AI) refers to systems that display intelligent 

behaviour by analysing their environment and taking actions – with some 

degree of autonomy – to achieve specific goals. AI-based systems can be 

purely software-based, acting in the virtual world (e.g. voice assistants, 

image analysis software, search engines, speech and face recognition 

systems) or AI can be embedded in hardware devices (e.g. advanced 

robots, autonomous cars, drones or Internet of Things applications).” 

The high-level expert group of AI, which was set up by the European 

commission, propose to use the following updated definition of AI (HLEG 

AI, 2019):  

“Artificial intelligence (AI) systems are software (and possibly also 

hardware) systems designed by humans that, given a complex goal, act in 

the physical or digital dimension by perceiving their environment through 

data acquisition, interpreting the collected structured or unstructured data, 

reasoning on the knowledge, or processing the information, derived from 

this data and deciding the best action(s) to take to achieve the given goal. 

AI systems can either use symbolic rules or learn a numeric model, and 

they can also adapt their behaviour by analysing how the environment is 

affected by their previous actions. 
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Machine Learning 

Machine learning is a subarea of artificial intelligence. It is based on the 

idea of learning from examples and experiences without being explicitly 

programmed. Instead of writing code, you pass data to the generic 

algorithm that builds a logic based on the given data. More technically 

definition is: „Machine Learning, which investigates and develops methods 

that provide computing systems the ability to automatically learn / improve 

from experience and to infer or recognize patterns using data, whether for 

exploratory purposes or to accomplish specific tasks. All areas of machine 

learning will be considered, covering theoretical foundations, systems, and 

enabling technologies for machine learning. Methods of interest include, but 

are not restricted to: statistical machine learning, supervised learning, 

unsupervised learning, reinforcement learning, deep learning, probabilistic 

modelling and inference, data analytics and mining, optimization, cognitive 

systems, neural processing. “ 

The following different techniques of machine learning exist: 

 

Figure 2: Background of AI and ML, arithmetica.at  
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Examples of ML are face recognition, natural language processing, spam 

filters, medical diagnoses such as the analysis of X-ray images, weather 

forecasts, self-driving cars, smart home applications and personal 

recommendations in the applications of Netflix or Amazon have become 

possible through machine learning and facilitate the search for products and 

films. 

Deep Learning 

Deep learning is a subarea of machine learning that deals with algorithms 

which are inspired by the structure and function of the brain. Creation of a 

complex abstraction, namely by building a hierarchy in which each level of 

abstraction is created with knowledge gained from the previous level of the 

hierarchy. Similarly works an artificial neural network.  

Because deep learning models process information in a similar way to the 

human brain, models can be applied to many tasks people do. Deep 

Learning is currently used in most popular image processing tools and 

speech processing software. 

Besides the definitions it is important why so many institutions are 

concerned with AI related content. One big reason is „better prediction 

reduces uncertainty “. 

Data 

Agrawal et al. (2018, p. 44) claims that the data for AI plays three roles. 

To generate a prediction input data are need, which creates the algorithm. 

In order to exercise the AI, training data are needed. At the end feedback 

data will enhance the algorithm. 

Important of course is the quality of data – but perfect data doesn´t exist 

in reality. What helps is always to check data regarding following criteria: 

 Completeness 

 Accuracy 

 Validity 

 Consistency 
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 Comprehensibility 

 Objectivity 

Nowadays we talk about massive volumes of data in our daily use, therefore 

the term „Big data “often is used, which can be broken down into five 

dimensions: 

 

Machine prediction is extremely powerful but does not perform well with 

limited data (Agrawal, et al., 2018, p. 48). As data are that important when 

using AI, it is necessary to have a strategy to get it. As long as AI is not 

core to the company´s strategy, it is possible to buy data also from the 

market. In contrast, if prediction machines are to be the centre of the 

company´s strategy, then it is necessary to control the data to improve the 

machine, so both the prediction machine and the data must be in house 

(Agrawal, et al., 2018, p. 48). 

Agrawal, et al. (2018, p. 58) claims that AI often generates faster, better 

and cheaper predictions than humans can.  Prediction is a key component 

of any decision, therefore AI will have the most impact at this issue. The 

other element of a decision – judgment, data and action – remain in the 

area of humans. Having better prediction raises the value of judgment 

which prediction machines are not able to provide. Only humans can 

express the relative rewards from taking different actions (Agrawal, et al., 

2018, p. 65). People will focus more on the judgment role alone, because 

predictive machines will take over the part of making prognosis. More 
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possibilities for judgment are possible with these better projections. People 

will be able to make more decisions due to the higher quality of the 

prognosis. In future AI will make the predictions and people will decide what 

measure to take based on their understanding of the aims.  

In case of a manageable number of decisions judgment can be transferred 

from ourselves to the prediction machine so that it can make the decision 

itself once it generates the prediction. This enables automating the decision. 

If there are too many combinations, it is too costly to code everything in 

advance. If this occurs, it is better that people make the judgment after AI 

is doing the prediction.  

Machines are able to predict judgement of humans, but in this case enough 

data have to be available. If something happens seldom, people use 

patterns or analogies to make decisions. But in that case a software is not 

able to predict judgment because it would need situations which have 

happened some times in the past. 

 

In case of implementation of AI, following process steps must be met: 

    

    

 Collect data 

 Product owner, 

data scientist 

 Definition of 

requirements 

 Ideas for 

implementation 

 Prepare data 

sources 

 Approval of 

scope and KPI´s 

 

 Label data 

 Data scientist 

 Analysis of data 

 Literature and 

solution research 

 Technical 

validation check 

 Validation scope 

and KPI´s 

  

 Design 

Algorithm 

 Data engineer, 

data scientist 

 Set up techn. 

Infrastructure 

 Develop. Algorithm 

 Testing Algor. 

 Validation of KPI´s 

   

 Deploy 

Algorithm 

 Management, data 

engineer, data 

scientist 

 Productization of 

the code 

 Monitoring of the 

algorithms 

 Usage of AI 

Figure 3: Implementation of Artificial Intelligence, abacus.ac  

  

Scoping Research 
 

Development Deployment 
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3.2 In the use of HR systems 

AI can predict a candidate’s suitability for the job as well as help recruiters 

and hiring managers on another level by cutting human bias out of the 

process.  

Machines also can learn to predict judgment and in addition, may perform 

the action. Then the task is fully automated and humans are completely 

removed from the loop. But even when AI is able to work completely on its 

own, the need for human intervention due to ethical, legal or other reasons 

will limit the independence of these kind of software. As the prediction 

portion of tasks are automated, people will focus on judgement related 

skills, but these jobs are at lower level. AI and people have one important 

difference: software scales, but people don´t. This means that once AI is 

better at a particular task, job losses could be possible.  

For making a decision, prediction is a main component, therefore predictive 

machines has this huge potential to make an impact to mostly all decisions. 

But, when using AI, it has to be ensured, that the algorithm doesn´t lead 

to racial, gender or other discrimination. To figure out if AI is discriminating, 

it is necessary to look at the output. Do men get different results than 

women? Do different results limit the opportunities for elderly or disabled? 

Very helpful in this context are the “Ethics Guidelines for Trustworthy AI” 

which were created from an independent high-level expert group (HLEG) 

which was set up by the European Commission. The Guidelines list seven 

key requirements that AI systems should meet in order to be trustworthy 

(AI HLEG, 2019): 

 Human agency and oversight 

 Technical robustness and safety 

 Privacy and Data governance 

 Transparency 

 Diversity, non-discrimination and fairness 

 Societal and environmental well-being 

 Accountability 
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The Guidelines also contain an assessment list that offers a tutorial for 

implementation an AI-System in order to be able to fulfil these 

requirements. Software vendors and programmers should use it to establish 

a system which will be accepted by employees and other stakeholders.  

Like in other disciplines also in HR, AI will enable possibilities which are at 

the moment unimaginable. According to Guenole (2018, p. 7), there are 

five primary reasons for implementing AI in HR: 

 To solve pressing business challenges 

 To attract and develop new skills 

 To improve the employee experience 

 To provide strong decision support 

 To use HR budgets as efficiently as possible 

If we look at the professional life cycle of an employee within one company 

the usage of AI starts with identifying candidates and encourage them to 

apply for jobs if they fit to the required needs. One example are chatbots 

which offer candidates the opportunity to ask questions. Using skill 

matching algorithms are another possibility to match the skills of a 

candidate to the necessary requirement of a position. Then in the 

recruitment process, AI can be used in predicting how long a job requisition 

will take to fill based on historical data. AI than can filter candidates and 

therefore guarantee an effective recruiting process. After starting the job 

AI could help for example by sending out alerts regarding talents to the 

managers. This could help to make decisions about the staff based on a 

range of application that the tool has on each team member.  

 

AI can also help when it comes to compensation planning. There are many 

more data points that need to be considered than a person can analyse 

without analytical support (Guenole, 2018, p. 14). For example, market rate 

for skills, how in demand the skills are, how is the performance of the 

employee and whether it is better to reward in base pay or in bonuses.  
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If we think about personalized learning, AI can help here as well, on the 

one side it can accelerate skill development at the level of the individual, 

and it can optimize learning at the level of the organization. For example, 

in providing personalized learning recommendations tailored to job role, 

skill set, and personal learning history will encourage continuous employee 

development and skill growth. Every organization needs to know what skills 

people have and on the other side what skills are needed for the 

organization. Here AI can help – even to find the “hidden gems” in the 

organization – the people with skills you didn´t even know existed.  

 

A powerful solution for people development is a personal advisor in form of 

an AI assistant which interacts with employees who are thinking about 

future opportunities. This is already in use at IBM, where AI asks and 

answers questions to employees with natural language and integrating with 

historical information. Career coaching in this context is a powerful way to 

create more meaningful work experiences for employees and can lead to 

greater productivity and success for businesses.  

 

In a lot of areas of HR chatbots are already in use. HR processes often 

generates a lot of questions from employees where chatbots, based on well-

developed frequently asked questions, can help and give appropriate 

answers. Chatbots are a perfect example of where AI can improve the 

employee experience, because they provide real-time answers at any time, 

day or night. Chatbots also constantly learn from feedback, and improve 

the answers given. Many are used in the recruiting process, so called new-

hire chatbots. The time saved can then be spent on experts answering more 

complex questions and problems about HR issues.  

  

3.3 The benefits of AI in HR and measuring the return 

Meanwhile different new solutions for business problems and regular 

improvements of processes in companies prove that AI has the potential for 

significant organizational benefits.  Measuring the return of AI is 

D
ie

 a
p
p
ro

b
ie

rt
e
 O

ri
g

in
a
lv

e
rs

io
n
 d

ie
s
e
r 

M
a
s
te

ra
rb

e
it
 i
s
t 

in
 d

e
r 

T
U

 W
ie

n
 B

ib
lio

th
e
k
 v

e
rf

ü
g

b
a

r.

T
h
e
 a

p
p
ro

v
e
d
 o

ri
g
in

a
l 
v
e
rs

io
n
 o

f 
th

is
 t

h
e
s
is

 i
s
 a

v
a
ila

b
le

 a
t 

th
e
 T

U
 W

ie
n
 B

ib
lio

th
e
k
.

tu
w

ie
n
.a

t/
b
ib

lio
th

e
k

https://www.tuwien.at/bibliothek


 21 

recommended to ensure that each new solution is worth its implementation 

efforts and costs. Because of the variety of the use cases the measurements 

are different. For example, if you implement career development for all, you 

can measure the number of internal job applications and moves as well as 

career satisfaction survey scores. 

 

In the best case, all proposals for building an AI application in HR require a 

business case. Once the AI applications are running in the business, a 

system to track the HR and financial metrics should be implemented. 

Companies like IBM has seen sizable increases in candidates applying for 

jobs on the basis of their candidate attraction AI applications. Faster time 

to hire candidates as well as better quality candidates are the results. For 

example, IBM claims that they had realized $107 million in savings as a 

result of AI in HR in 2017 alone. 

 

One important thing every company has to think of is whether to build or 

to buy. Off-the-shelf AI solutions will bring results in term of ROI within the 

first three to six months. The more complex solutions will often begin with 

a minimum viable product (MVP), which have to be tested by a sample of 

your employee. These can then be quickly enhanced to bring even more 

value to the business. But achieving results with these new techniques 

requires a mindset change. Design thinking and agile working approaches 

will help to rapidly build prototypes and iterate towards improved versions 

in short periods of time.  

 

The insights of IBM´s AI deployment in HR based on their gained 

experiences show that the starting process consist of 5 steps: 

1) Start with a business case 

2) Decide to buy or to build 

3) Identify the skills you have and need 

4) Implement MVP 

5) Roll out enterprise-wide 

D
ie

 a
p
p
ro

b
ie

rt
e
 O

ri
g

in
a
lv

e
rs

io
n
 d

ie
s
e
r 

M
a
s
te

ra
rb

e
it
 i
s
t 

in
 d

e
r 

T
U

 W
ie

n
 B

ib
lio

th
e
k
 v

e
rf

ü
g

b
a

r.

T
h
e
 a

p
p
ro

v
e
d
 o

ri
g
in

a
l 
v
e
rs

io
n
 o

f 
th

is
 t

h
e
s
is

 i
s
 a

v
a
ila

b
le

 a
t 

th
e
 T

U
 W

ie
n
 B

ib
lio

th
e
k
.

tu
w

ie
n
.a

t/
b
ib

lio
th

e
k

https://www.tuwien.at/bibliothek


 22 

It should be noted that some iterations are necessary and not only these 

steps can be executed linearly. For example, it could be possible starting to 

build your own solution but after a while you recognize that you not have 

the necessary skills you need. Therefore, you make a new decision and buy 

an AI solution from a vendor. 

 

3.4 Artificial intelligence and privacy 

"Artificial Intelligence" is currently being discussed intensively, as it 

promises new value creation in many areas of business and society. 

Governments from different countries have published an AI strategy with 

the aim of bringing their country to the top of the world in the development 

of AI. At the same time, the basic values and freedoms that apply in the EU 

continue to play a decisive role in our coexistence. The independent data 

protection supervisory authorities of the federal and state governments 

expressly welcome this approach to the constitutionally compatible design 

of AI. 

A generally accepted definition of the term artificial intelligence does not 

yet exist. For some governments, AI is simply about "designing technical 

systems so that they can work on problems independently. These systems 

have the property of learning from new data. “ 

For example, AI systems are already used in medicine for support in 

research and therapy. Even today, neural networks are able to 

automatically recognize complex tumour structures. AI systems can also be 

used to detect depression disorders based on social network behaviour or 

voice modulation when using voice assistants. In the hands of doctors, this 

knowledge can serve the well-being of the sick. In the wrong hands, 

however, it can also be abused. 

An AI system has also been used to assess application documents, with the 

goal of deciding against human prejudice. However, so far, the company 

had hired mostly male applicants and trained the AI system with their 

successful applications. As a result, the AI system rated women much 
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worse, even though gender was not just a given evaluation criterion, but 

even unknown to the system. This exposes the danger that discrimination 

depicted in training data will not be eliminated but solidified. 

These examples make it clear that AI systems often process personal 

information, and this processing poses risks to people's rights and 

freedoms. They also show how important it is to support the development 

and use of AI systems politically, socially and legally. 

According to Bersin (2018) there are four dimensions of trust: 

 

Figure 4: Ethics in People Analytics: Four dimensions of Trust, 

https://joshbersin.com/2019/05/the-ethics-of-ai-and-people-analytics-four-dimensions-

of-trust 

Companies nowadays have a huge amount of data of their employees. But 

according to GDPR it is only allowed when a purpose (e.g. payroll) and a 

legal basis for processing personal data exist (e.g. consent is one of this six 

bases). Therefore, employers do not have the right to stock up with 

personal data in order to be able to train predictive machines in future.  

If we look at security, it is clear that employers have to protect the data 

well. In the European Union employers are forced to design their IT-systems 

for data protection on the basis of the GDPR. 

Predictions and recommendations will be biased if the data of the predictive 

machines are biased. What suppliers and operators have to do is to test the 

outcome of predictive machines, if these results are biased or not. The next 

step a lot of employers do is trying to understand why a certain prediction 
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was made. This allows to act on the results more intelligently (Bersin, 2019, 

www.joshbersin.com).  

The last pillar talks about the impact the analytic tool will make. In this case 

it is very important to know and define the intention of the process of data. 

This have to be disclosed, on the one hand because it is required from GDPR 

and on the other hand employers would risk reputational damage if not 

revealing the purpose of processing. 

According to Bersin (2019), trust is one of the most important business 

assets we have. This should be taken very seriously in order to convince 

employees and stakeholders that privacy is very high up on the agenda.  

 

4 General Data Protection Regulation 

Article 8 of the Charter of Fundamental Rights of the European Union talks 

about protection of personal data: 

1. Everyone has the right to the protection of personal data concerning him 

or her.  

2. Such data must be processed fairly for specified purposes and on the 

basis of the consent of the person concerned or some other legitimate basis 

laid down by law. Everyone has the right of access to data which has been 

collected concerning him or her, and the right to have it rectified.  

3. Compliance with these rules shall be subject to control by an independent 

authority. 

 

4.1. Characteristics in the context of Artificial Intelligence 

The article 22 GDPR talks about automated individual decision making, 

including profiling: 

1. The data subject shall have the right not to be subject to a decision 

based solely on automated processing, including profiling, which 
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produces legal effects concerning him or her or similarly significantly 

affects him or her. 
 

2. Paragraph 1 shall not apply if the decision: 

 

(a) is necessary for entering into, or performance of, a contract 

between the data subject and a data controller; 

(b) is authorised by Union or Member State law to which the controller 

is subject, and which also lays down suitable measures to safeguard 

the data subject's rights and freedoms and legitimate interests; or 

(c) is based on the data subject's explicit consent. 

 

3. In the cases referred to in points (a) and (c) of paragraph 2, the data 

controller shall implement suitable measures to safeguard the data 

subject's rights and freedoms and legitimate interests, at least the 

right to obtain human intervention on the part of the controller, to 

express his or her point of view and to contest the decision. 

 

4. Decisions referred to in paragraph 2 shall not be based on special 

categories of personal data referred to in Article 9(1), unless point 

(a) or (g) of Article 9(2) applies and suitable measures to safeguard 

the data subject's rights and freedoms and legitimate interests are 

in place.  

Artificial Intelligence (AI) systems pose a substantial challenge to freedom 

and democracy in our legal system. Developments and applications of AI 

must conform to fundamental rights in a democratic and constitutional 

manner. Not everything that is technically possible and economically 

desirable may be implemented in reality. This applies in particular to the 

use of self-learning systems, which process mass data and intervene by 

automated individual decisions in rights and freedoms of those affected. 

The preservation of fundamental rights is the task of all state authorities. 

Significant framework conditions for the use of AI are to be specified by the 

legislator and implemented by the supervisory authorities. Only if the 
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protection of fundamental rights and data protection keep pace with the 

digitization process will a future be possible in which people and not 

machines will ultimately decide on people. 

One possibility to be on the safe side with the GDPR is to have your data 

not in a cloud-system, but in your own server. The disadvantage of this 

would be that the possible global development cannot happen because the 

further training of the predictive machine in this case would only be with 

internal data/processes. 

 

4.2. Data Protection Requirements for Artificial Intelligence 

For the development and use of AI systems in which personal data are 

processed, the General Data Protection Regulation (GDPR) contains 

important legal requirements. They serve to protect the fundamental rights 

and fundamental freedoms of natural persons. The principles for the 

processing of personal data (Art. 5 GDPR) also apply to AI systems. 

According to Art. 25 GDPR, these principles must be implemented by the 

responsible persons through early planned technical and organizational 

measures (data protection through technology design). 

a) AI must not make people an object 

The guarantee of human dignity (Art. 1 (1) Basic Law, Art. 1 CFR) requires 

that, especially in the case of state action by means of AI, the individual is 

not made an object. Fully automated decision making or profiling by AI 

systems is only allowed to a limited extent. Decisions with legal effect or 

similar significant adverse effects may not be left to the machine solely in 

accordance with Art. 22 GDPR. If the scope of application of Art. 22 GDPR 

is not opened, the general principles of Article 5 of the GDPR, which protect 

the rights of individuals in particular with the principles of legality, 

accountability and fairness, apply. Affected parties also have the right to 

intervene in the use of AI systems, to explain their point of view and to 

contest a decision. 
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b) AI may only be used for legitimized purposes and does not annul 

the principles of purpose 

Also, AI systems should only be used for constitutionally legitimized 

purposes. It is also important to observe the principle of purpose limitation 

(Article 5 (1) (b) GDPR). Changes in purpose are clearly limited by Art. 6  

§ 4 GDPR. Extended processing needs to be consistent with the original 

purpose of the survey. This also applies to the use of personal data for 

training purposes of AI systems. 

c) AI must be transparent, comprehensible and explainable 

Personal data must be processed in a manner that is comprehensible for 

the data subject (Article 5 (1) (a) of the GDPR). In particular, this requires 

transparent processing in which the information about the process of 

processing and possibly also about the training data used is easily 

accessible and understandable (Art. 12 GDPR). Decisions made on the basis 

of the use of AI systems must be comprehensible and explainable. It is not 

enough to be able to explain the result, and it is also important to ensure 

traceability with regard to the processes and decisions taken. According to 

the GDPR, it is also necessary to provide sufficient information about the 

logic involved. These transparency requirements must be continually met 

when AI systems are used to process personal data. The controller (in this 

context the company) is accountable (Article 5 (2) GDPR). 

d) AI must avoid discrimination 

Learning systems are highly dependent on the data entered. Inadequate 

data bases and conceptions can lead to results that have the effect of 

discriminating. Discriminatory processing is a violation of the rights and 

freedoms of data subjects against certain requirements of the General Data 

Protection Regulation, such as the principle of good faith processing, the 

linking of processing to legitimate purposes or the adequacy of processing. 

These tendencies of discrimination are not always apparent from the outset. 

Before using AI systems, therefore, the risks to the rights and freedoms of 

persons must be assessed with the aim of reliably excluding even covert 
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discrimination through countermeasures. Also, during the application of AI 

systems, a corresponding risk monitoring must take place. 

e) For AI, the principle of data minimization applies 

AI systems typically use large volumes of training data. For personal data, 

the principle of data minimization also applies in AI systems (Article 5 (1) 

(c) GDPR). The processing of personal data must therefore always be 

limited to the extent necessary. The necessity check may indicate that the 

processing of completely anonymous data is sufficient to achieve the 

legitimate purpose. 

f) AI needs accountability 

Participants in the use of an AI system must identify and clearly 

communicate the responsibility and take the necessary measures to ensure 

lawful processing, the rights of the person(s) concerned, the security of the 

processing and the controllability of the AI system. The responsible person 

must ensure that the principles are met. He must fulfil his duties with regard 

to the rights of the affected persons from Art. 12 ff. of the GDPR. The person 

responsible must ensure the security of the processing according to Art. 32 

GDPR and thus also prevent manipulation by third parties, which have an 

impact on the results of the systems. When using an AI system in which 

personal data are processed, a data protection impact assessment will 

generally be required. 

g) AI requires technical and organizational standards 

In order to ensure processing in accordance with data protection, technical 

and organizational measures are taken to design and use AI systems to 

meet Art. 24 and 25 GDPR, such as Pseudonymization. This is not done 

solely by the fact that the individual seems to disappear in a large amount 

of personal data. There are currently no special standards or detailed 

requirements for technical and organizational measures for the data 

protection compliant use of AI systems.  
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5 Case Study 

In the previous chapters, this thesis talks about the usage of AI within HR 

departments or for executives and if it brings advantages and as well if it is 

easier to make decisions, maybe based on a better base of data. It also 

talks about possible contradictions with regard to privacy and the GDPR. 

Therefore, it is obvious and necessary to ask HR managers and other 

executives about their experience with AI or their expectations regarding 

predictive tools. 

 

5.1 Selection of Industry and Respondents 

AI is a very particular topic and in HR-Systems in Europe not so much in 

use at the moment. Therefore, eighty-two respondents were carefully 

selected, which are HR managers or managers with staff responsibility. 

Some of them already have experience in their professional life with 

predictive software systems, but all of them have expectations regarding 

the use of AI. There are a lot of possible fields of applications but also some 

question marks in the practical use for example due to GDPR, discrimination 

or simply unknown effects of the use of “black box software”. 

 

5.2 Data Collection, Data Analysis  

In order to get as most as qualified answers, eighty-two questionnaires 

have been sent out to HR managers and as well to executives in different 

hierarchies with staff responsibility. Thirty-four questionnaires returned 

back and was able to evaluable.  The answers were analysed in Excel and 

the results are also shown in a graphical view. In order not to lose the 

interest of the reader directly afterwards each result was discussed and 

interpreted. 
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5.3 Research Results  
 
In the next pages the results of the survey as well as the interpretations 

of each questions are shown. Some of them are depicted as graphic and 

afterwards discussed, the responses in form of text are clustered and 

subsequent discussed.  

 

To what extent will AI be deployed in HR departments in future? 

 

 

 

 

 

 
 

 

 

If we look at the answers of the first question it is noteworthy that clear 

more than half of the respondents, namely 62% answers with “all areas” 

and “most areas” of HR will be affected. And nobody answered with “no use 

of AI in HR”. This gives a considerable positive picture about the use of AI 

in HR in future. 

 

 

For which HR areas/tasks do you think AI-support would be helpful?  

Which advantages would you see? 
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After clustering these answers, a very clear picture came up – there are 

three clusters which are mentioned much more often than others: 

 Recruiting 

 Routine process/Administration 

 Learning & Development 

Most respondents have at least heard about the help of AI in recruiting 

processes and also about the pros & cons in this issue. Also, to improve 

routine processes and add intelligence to some decision making is often 

discussed and of course a deep desire of all managers. What is very 

interesting is that a lot of aspects of learning and development are 

mentioned. There are obviously needs that can be met by using AI in the 

future. 
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Which challenges do you see in the use of AI tools in your company (data 

security, biases, acceptance...)? 
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After assorting these answers, one issue was seen as most difficult from the 

respondents - acceptance. The interviewed persons feel that the change - 

to a maybe black box – could lead to a loss in transparency which will be 

followed by a loss of trust and confidence. Therefore, the acceptance of 

predictive machines where algorithms are invisible and therefore the output 

is not comprehensible will be the biggest hurdle in implementing AI. This is 

not a surprise if we make us aware that we are talking about AI in human 

recourse, where decisions about human destinies are made which 

sometimes has a big impact on the person affected. In HR sometimes 

decisions have to be made also based on humanity and ethic. In Austria 

there is an example where before employers dismiss an employee at the 

age of fifty years or more, they have to look if there exist a younger 

employee who can be fired. Of course, this rule also could be taken into 

account from an algorithm, but really in every individual case where also 

other factor - like if the employee has children – have to be considered? 

The next four issues, which each of them is five to seven times mentioned 

are  

 data security and privacy 

 data quality 

 biases 

 loss of humanity and empathy 
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The first three points are no surprise – there are a lot of discussions even 

in daily newspapers regarding privacy and data security. For the use of 

analytics, especially for AI, data quality is absolutely key. Biases as well are 

discussed in connection with AI a lot. Particularly interesting is the loss of 

humanity/empathy which was mentioned six times. Let’s remember – 

respondents were HR managers and other executives, all persons who are 

responsible for people and therefore have to make decisions which affects 

to at least their employees. Let´s assume that they have made the 

experience that there are sometimes situations, where not only hard facts 

count, but also good intuition is necessary to clarify situations and push 

things in the right direction. 

 

Will executives and/or HR managers be able to make better/faster decisions 

by using AI in human resource systems? 

 

 
 

 

 

 

 

 
 

The core question of this master thesis was answered by more than 82% of 

the respondents with “rather yes”. This can be seen as a very optimistic 

view, but yes, almost 18% don´t think so. To get to the bottom of this 

question its necessary to evaluate the mentioned reasons for this answer: 
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Reason: 
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After clustering these answers very clear statements can be made. The 

most mentioned assertions were that AI clear will accelerate working 

processes. AI simply is faster than previous technologies and will bring a 

big advantage due to increased processing with it. AI can take over routines 

and therefore HR will have more time for strategic or communicative topics.  

The next big cluster can be named as the advantage of big data. A lot of 

respondent’s argument that with AI it will be possible to analyse big 

amounts of data what brings some other advantages like more objectivity 

with it. Therefore, AI can also cluster and filter more effective or prepare 

alternatives due to analytic capabilities. Third it can be said that there will 

be a higher quality of results for example because standardization will 

reduce discrimination. With these kinds of technologies, it is possible to 

benefit of knowledge and decisions of other persons or organizations. So, 

some respondents argue that AI will support decision making and that 

decision making based on facts are better than those which are made only 

on gut feeling. Some see also the advantage in the combination of humans 

and machines, for example by preparing decisions through AI but the 

interpretation should be done by the management. Also, some 

requirements are mentioned like training of managers regarding 

deployment of AI is important as well as the perspective of humans also 

has to be considered.   
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Will AI take decisions autonomous in future? If yes, to what extent? 

 

 

 

 

 

 

 

 

We know now about the positive attitude regarding the application of 

predictive machines in HR, therefore very interesting are that 69% of the 

respondents says that these decisions will be made autonomously in some 

cases. But more than a quarter claim that AI only will create proposals and 

that decisions will further on be made by humans. That remind us on 

shopping pages like amazon, where the algorithm based on past clicks and 

purchases recommend products to buy, but the decision, therefore the last 

click to buy, has to made by a human.  
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Which of the following use cases you think AI will be helpful in future? 

 

 

 
 

 

From the twelve given possible answers “Reporting” and “Taking over 

routine work” were selected most often. Everything is about analysing data, 

cluster and filter them and represent the results in a manner which can be 

understood and therefore interpreted in the right way. This is a big need in 

business today because despite a lot of software tools nowadays used in 

companies to exactly fulfil this requirement, the acting persons or the target 

group which are getting the reports are not that satisfied with the current 

situation. Often nobody take care about the database or data has to be 

analysed manually with Excel, which lead to human failures. The hope 

therefore lays in prediction tools which really can improve quality and speed 

in analysing and reporting data. 

As we already heard from the results of the second question, the 

respondents see also a huge potential for routine works and for digitization 

processes. This does not necessarily have to be AI systems, with robotic 

process automation (RPA) a lot of improvements can be made. In this 

0 5 10 15 20 25 30

Employer Branding

Job recommendation

Compensation and Benefits

Predictions of employee turnover

Planning & budgeting

Skill mgmt.

Request handling

Organization of trainings

Digitize processes, RPA

Selection of applicants

Taking over routine work

Reporting

10 (29%)

13 (38%)

15 (44%)

16 (47%)

18 (53%)

18 (53%)

20 (59%)

21 (62%)

25 (44%)

26 (76%)

29 (85%)

30 (88%)

Use cases per number of respondents
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context here a some uses cases where also prediction software can help, 

and the first vendors already came up with solutions for that.  

At the third most named place selection of applicants is mentioned. This is 

meanwhile a very well-known application of AI and often discussed. We now 

see that the possible users really think that in recruiting the use of 

prediction machines would be helpful. It’s clear when we imagine not to 

look at e.g. fifty applications for one position but instead getting proposed 

the three to five candidates best suited for this job. But once more it 

confirmed use cases where a lot of data are in the background. There are 

often positions where in sum a company gets only three to five applications 

for one position – in this case the great support of prediction machines 

keeps within limits.  

Organization of trainings as well can be seen by and large as support in 

routine processes. Registration, preparation and analysing data afterwards 

(education controlling) require a lot of human effort and therefore the desire 

for this use case is clear understandable. 

In HR departments a lot of inquiries arrive in daily, thereby a lot of them 

are the same. It would save a lot of time if AI can handle these requests. 

 

A little bit surprise is that job recommendations and employer branding are 

the least often mentioned answers, especially when considering that the 

question (suggested use case) was stated as “AI recommend next field of 

work (career step) for employees as information to HR managers”. HR also 

have to take care (or at least should) of the personnel development of their 

human resources. In big companies without support of useful software it is 

impossible to survey this issue, to fil jobs internally with appropriate 

employees and help them in their personnel development which often leads 

to a career step. Therefore, often HR also have to rely on that people look 

after themselves or that their managers as well have a look of the personnel 

development of their employees. This should be on the agenda of EACH 

manager, but often they don´t act selfless (which is understandable) 
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because sometimes staff development would mean (and therefore lead to) 

losing a (maybe diligent) employee to another department.  

To remedy this problem a culture, a system or an incentive system has to 

be installed which encourage human resource development and also 

internal transfers. But with AI it would get one step further from the above-

mentioned arguments: Nowadays there is a lot of movement in the world 

of employment – people try out a job, change to another company, attend 

on different training programmes, change their profession etc. Mostly 

nobody else than the person itself knows the motivation behind each step 

of their professional life. What, if a software can figure out the most suitable 

employee for vacant positions based on current data. This means that 

experience, education, performance, in the best case needs and desires of 

employees would be considered, and the prediction tool therefore come up 

with suggestions of candidates. For big companies probably this would be 

very useful. Nevertheless, the respondents rank this issue at the bottom, 

what could mean that to handle this topic differently than it is managed 

nowadays is not that necessary, or simply, this topic although important, 

cannot be imagined to be helped by AI. 

To rank employer branding at the very bottom means that the respondents 

very less think that AI can help to put this issue into practice. The 

importance of the topic is undisputed – to have a strong employer brand to 

attract candidates is key if we think at the demographic change, the 

changing values of the generation Y or that nobody nowadays want to start 

for a “black-box-employer”. Companies therefore put a lot of effort as well 

in social media and exhibit their culture and values by using articles, photos 

and videos. Here as well AI could be used to place the right content on the 

most appropriate sites and by measuring the reactions of the readers 

improve this procedure in future. But nevertheless, this use case was seen 

as the least imaginable with the help of AI.  
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All this have to occur in compliance with the general data protection 

regulation (GDPR) to ensure human rights at the already existing high 

standard. To what extent will AI be in contradiction with the GDPR? 

 

 

 

 

 

 

 

 

 

Very interesting is the inhomogeneous picture of the answers regarding 

contradiction of AI with the GDPR. While more than forty percent of the 

respondents think that there will be problems only in exceptional situations 

or rather all use cases can be solved with AI, another forty-one think that 

some use cases cannot be realized with AI because of contradiction with 

the GDPR. This is still optimistic, because some means that on the other 

side the majority can be realized. Only almost fourteen percent think that 

mostly the use of AI will not be possible. To see the reasons behind we have 

to look at the mentioned reasons of the next questions. 

 

Where do you see contradictions and conflicts of AI towards the GDPR? 
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To get a picture where the respondents think the problems lies, let´s start 

with two important statements: “the collection of data for AI purposes tends 

to contradict the protection of one´s data” and “no contradiction as long as 

data will be used for the purpose of which they are collected”. We know 

from the chapter GDPR, that it is necessary to have a purpose and a legal 

basis to collect personal data. Only then further processing is allowed. 

Therefore it´s clear that you are only allowed to work with data which 

purpose you have disclosed before you collect the data. This is possible by 

collecting consents from all employees or applicants for this special 

purpose. But this works as opt in model (express permission to allow 

process of data), only when you get the allowance to process personal data 

from each individuum, you are legally able to do it. Even if you have all 

consents, everybody is able to withdraw his consent. In reality this will lead 
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to problems because delete someone’s data out of million other data will be 

very difficult. It is easier if you have another legal basis like e.g. a legal 

obligation/law (e.g. allows processing of data for doing payroll), a contract 

or the basis “for the purpose of the legitimate interests”. The latter is the 

most flexible option for organizations but cannot be taken for granted. 

Legitimate interests have to be identified and it has to be explained that 

processing data is necessary for the respective purpose. The rights and 

freedoms of the affected persons must not be violated. 

 

An easier solution for that problem is to anonymize the data. Only personal 

data are concerned from the GDPR, which means all other data, and 

therefore as well anonymous data, are not comprised from this data 

protection law. That´s why many companies anonymize a lot of – before 

personal – data and work with them for example to train predictive 

machines. If patterns are found or algorithms are defined, the problem is 

that it is not possible to apply it directly to defined individuals, because the 

connection to concrete persons cannot be made (otherwise it would not 

have been anonymous data). But algorithms can be applied to special target 

groups. Just as a fictitious example - if you find out that for employees 

working in sales and aged 30-40 years, a company car is a much 

appreciated status symbol, you can use it as a retention tool for this target 

group and in return reduce their bonus system a little bit. 

 

Further amendments („I would like to add the following: “) 
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6 Discussion and Conclusion  

 

To answer the research question “if it is possible, to make better/faster 

decisions with the use of AI and in line with GDPR”, we look at what was 

found out from literature and of course at the answers from the research 

group. 82% of the respondents answered this question with „rather yes “. 

In combination with the third question – 69% of the respondents answered 

that AI will take decisions autonomous in future – give a very optimistic 

picture about the use of AI in future. But as stated above, if we talk about 

AI in this context, we should rather use „predictive machines” because it 

gives a more specific term of what is it about. Therefore, in the beginning 

of the questionnaire AI was specified: “In this context artificial intelligence 

(AI) is understood as machine learning (learn by examples/pattern 

recognition) or cognitive computing (computer models which simulate 

human thinking and learning processes) “. As mentioned before, reasons 

for better/faster decisions with AI are seen from the respondents due to the 

big amount of data, on which basis higher quality of decisions can be made, 

as well as AI simply is predestined for supporting decision making and its 

faster than previous technology. 

 

Answering the sub questions – “will AI come up with new tools like career 

recommendation” or “will AI ensure that employees are properly deployed” 

after received answers of the respondents is a little bit surprising: Proper 

deployment/skill management was mentioned in seventh place and career 

recommendation even in the penultimate position. But on the other side a 

very clear picture came up, where AI can help in HR:  

 analyse and report data 

 selection of applicants in the recruiting process 

 routine processes and administration 

 that part of development which deals with organizing of trainings 

What also clear came out and was dealt before was that the respondents 

see the biggest challenge in the acceptance of AI. What has proven to be 
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very helpful in practice is when managers have the option to override the 

AI recommendations. Nevertheless, the main focus has to be placed 

towards this issue in the next years. 

Possible contradiction with GDPR was discussed before, but to sum up it is 

mandatory to have a purpose and a legal basis (like a consent) for 

processing data. If that is not available, a solution is to work with 

anonymized data, which some companies do and with a little bit of work 

around works as well. 

 

6.1 Contributions to Research 

This thesis contributes to research on artificial intelligence in two ways: 

Firstly, it describes the effects of AI for HR and data of employees. Usually 

the focus is more on the side of the customers, because there the revenue 

comes from, but to have a deeper look into organizations to design 

processes more effective is as well important, not at least to keep the costs 

at a low level. 

 

Secondly the thesis deals with contradictions with privacy and the GDPR. In 

the worst case some business cases which looks very lucrative at the first 

glance, but they could be at risk that they can not be realized because of 

legal requirements. Empirical research therefore can be extended to study 

the implementation of predictive software tools and their limits. As we 

know, in practice always methods were found to implement solutions which 

support success of business. Therefore, nothing is more obvious to ask 

practitioners how to deal with AI with all these bringing along challenges. 

Finally, looking at the contribution of AI to create promising advantages 

constitutes and interesting field for both theoretical and empirical research. 
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6.3 Recommendations for Implementation  

One outcome as well from the theoretical part and also from the research 

is that the development of AI requires control. The data protection 

supervisory authorities monitor the application of data protection law, 

enforce it and have the task of advocating effective protection of 

fundamental rights during further development. In view of the high 

dynamics in the development of the technologies of artificial intelligence 

and the diverse fields of application, the limits of development are not yet 

clear. Similarly, the risks of processing personal data in AI systems cannot 

be estimated as a whole. Ethical principles must also be observed. Science, 

privacy regulators, users and especially policy makers are required to 

accompany the development of AI and to control it in terms of data 

protection. 

In order to see were prediction machines can be used, tasks need to be 

decomposed. So, it is possible to estimate the benefit and the cost of a 

prediction. As long as the ROI make sense and the legal and regulatory 

requirements are fulfilled, it is recommended to implement AI tools. 

Sometimes, predictive hiring tools can be used to help reveal and measure 

biases that exist within an existing workforce or applicant flow, rather than 

imposing predictions on candidates. Employers should be encouraged to 

use analytical and predictive tools for reflection and analysis before 

deploying tools used to facilitate the hiring process itself. Predictive 

technologies can play very different roles throughout the hiring funnel, from 

determining who sees job advertisements, to estimating an applicant's 

performance, to forecasting a candidate's salary requirements. 

Understanding how these technologies work, and their specific roles within 

the hiring process, is critical to addressing their potential impacts on equity 

(Bogen, et al., 2018, p. 44). Employers and vendors must be more 

transparent about the predictive tools they build and use and must allow 

independent auditing of those tools. They should disclose information about 

the predictive features that play a role in their hiring processes (Bogen, et 

al., 2018, p. 45). 
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According to Guenole, IBM smarter workforce institute, there are some 

important tips which has to be taken into account for successful AI adoption 

in HR: 

 Don´t wait until you have the perfect solution 

 Empower people with AI 

 Ensure transparency 

 Consider language and culture 

 Design each app with other apps in mind 

Artificial Intelligence can add value to a lot of HR disciplines. HR managers 

should use the potential of artificial intelligence and the way it's changing 

the world of work. Artificial Intelligence has created a variety of 

opportunities for the HR function and empowers HR professionals to 

leverage this potential to improve efficiency and develop a productive and 

talented workforce (Eubanks, 2018, p.7). 

 

6.4 Summary and Conclusion  

Prediction is the process of filling in missing information. According to 

Agrawal, et al. (2018, p. 9), “all AI techniques is about prediction: using 

information you have to generate information you don´t have”. The value 

of complements will increase because of the decline in the cost of 

predictions (Agrawal, et al., 2018, p.13). 

There are often conflict of interests, therefore the only one best solution for 

predictive machines is not possible: More data means more effort on data 

protection, more velocity means less validity, more independency means 

less monitoring (Agrawal, et al., 2018, p. 5). So every organization has to 

think about each side of the opposites, weigh them against each other and 

then determine the alignment (Agrawal, et al., 2018, p. 5). 

According to Agrawal, et al. (2018, p.11), “Some AI´s will affect the 

economics of a business so dramatically that they will no longer be used to 

simply enhance productivity in executing against the strategy; they will 

change the strategy itself”. 
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The most significant implication of AI is that they increase the value of 

judgment (Agrawal, et al., 2018, p.12). Judgement quality is hard to specify 

in a contract and therefore will not be outsourced. Since judgment is likely 

the key role for human labour as AI diffuses, in-house employment will rise 

and contracting out labour will fall. Whereas companies will consider 

contract out capital equipment and labour that focuses on data prediction 

and action.  

In this work objects of investigation are HR-Systems, use of AI and 

privacy/GDPR. What gets clear through this work is that in future this topic 

will not only become blurred but unified. HR-Systems will use predictive 

machines to fulfil their tasks and in line with privacy, which was 

implemented in EU with the GDPR. In future this subject will closely be 

intertwined because the gain competitive advantage companies will make 

use of AI in HR systems and to be allowed to do so of course in line with 

the GDPR. 

 

 

Some applications will show up as perfect example of disclosure their 

routines, but yes, there will be a little bit of grey zone where others will be 

a kind of black box, where it is hard to comprehend if data privacy and anti-

discrimination really are taken that much seriously that tools are tested in 

every detail. 

It already exists methods for bias detection and debiasing AI algorithms. In 

case of buying HR systems with implemented AI, managers should ask for 

these features. And of course, manager have to make sure to use the AI-

tools well. 
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According to Amy Wright, Managing Partner at IBM Global Business 

Services, it is important not to use AI to instruct the actions of a manager. 

She said that you should share the results of the analysis and let them still 

make the decision. Their knowledge about the employee, their empathy, 

their knowledge of how a team operates is critical to making optimal 

decisions (Guenole, 2018, p. 19). 

 

7 Interpretation, Future prospects 

With the knowledge at hand, companies can focus resources on engaging 

employees by addressing their desire for achievement, recognition, growth, 

and advancement. The next level of IT systems will help managers as well 

as employees to outsource routine work and being faster. But this must not 

allow for the fact that the technical solutions replace the personal exchange 

of information, but conversational remains an essential part of the 

company, not least because it also represents a fundamental human need. 

AI will therefore allow more time for „Engage people through conversation”. 

People do not pay enough attention to statistical facts, but overrate 

outstanding attributes (Agrawal, et al., 2018, p.52). In the context of 

prediction humans and AI software have different strengths and failings. 

Organizations must adjust their staff division between machines and 

humans when AI improve. (Agrawal, et al., 2018, p.56). 

Fully automated decision making will happen when the return to include 

people in the process is lower than the return AI handles all functions. 

Therefore, high returns for quick action responses to predictions are 

necessary and judgement is either codifiable or predictable. 

Some jobs will exist as well in future but it will be necessary that people 

acquire new skills. Because a job is a collection of tasks, automation 

eliminates humans from a task does not necessarily eliminate them from a 

job.  

AI will definitely change some business models. In order to benefit from the 

huge potential of the data from AI companies will have to change their 
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strategy. Powerful AI tools may result in significant redesign of workflows 

because prediction gets cheaper and minimizes uncertainty enough to 

change the nature of the strategy.  

Attention has to be dedicated to the fact that when using AI, then the 

machines gets the experience, the humans might not. In this context 

automation could result in deskilling of humans. Therefore, AI should be in 

use e.g. for repetitive work and humans should assume complex issues.  

Consumers and employees want control over their own data. The great 

opportunity for companies is to convince citizens and employees that they 

treat their personal data with great care and in no way pass it on. Or in 

short words „doing AI in a way that respects privacy “, will make customers, 

applicants or employees more likely to allow AI onto their devices.   

AI will bring benefits, that’s definitely clear, but the question is about how 

those benefits will be distributed. The income of the possessor of the 

predictive machine will rise, when the software will do more work than 

human, and therefore the income of the worker will drop. This means that 

the labour share of the economy will probably decline at the expense of 

capital. To decrease inequality we can follow Bill Gates’s suggestion to tax 

robots, but therefore they will become more expensive and therefore less 

attractive to buy. So, organizations will invest less in AI, productivity will 

decelerate and therefore the welfare will slow down.  

Technology often distort abilities. Salaries of highly educated people will 

increase, meanwhile the wages of less educated will reduce. It 

disproportionately increases the wages of highly educated people and might 

even decrease the wages of the less educated. Most of the employees have 

attended their education many years ago, what means that they should 

have a new training. But till now our system worked completely different. 

Education costs need to be paid, either by higher taxes or by businesses 

and individuals directly. Only if the costs could be covered, middle-aged 

people are willing to get an appropriate training. 
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The more data, so much the better for AI, which means probably at the 

same time that it comes with reduced data protection. In Europe citizens 

have the advantage to enjoy more data protection due to the 

implementation of the GDPR. That could disadvantage European companies 

compared to firms in countries where an easier way to data is possible.  

What has to be reflected from humans is the fact that when we train 

algorithms to a large extent with historical data, then we risk to simply 

repeat the past. So, where is the innovation? From this perspective 

predictive machines are simply “algorithm-helpers” for use cases. 

There are different forms of AI´s, or to say it in other words, „THE AI “don´t 

exist. But one is clear: AI will probably change all the rules of how 

companies operate. Therefore, we have to carefully consider all effects. The 

responsibility for the choice of data and methods bear humans – therefore 

we. 

Every organization around the world is powered by people. The rising usage 

of AI and technology is finally forcing us to consider what a people-centric 

organization actually looks like. Companies have to create places where 

employees are able to bring their ideas, their dreams, and their aspirations. 

We all deserve to work for this type of organization, but the majority of 

employees around the world don´t. It´s time to fix that. 
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9 Appendices 

Questionnaire: Use of artificial intelligence in human resources 

 

Empirical part of the master thesis, MBA Entrepreneurship & Innovation, Stefan Eder 

 

In this context artificial intelligence (AI) is understood as machine learning (learn by 

examples/pattern recognition) or cognitive computing (computer models which simulate 

human thinking and learning processes). 

 

Questions: 

 

To what extent will AI be deployed in HR departments in future? 

 

☐ All HR areas 

will be affected 
☐ Most HR areas 

will be affected 
☐ Only a few areas 

will be affected 
☐ There will be no 

use of AI in HR 

 

 

For which HR areas/tasks do you think AI-support would be helpful?  

Which advantages would you see? 

 
 

 

 

 

  

Which challenges do you see in the use of AI tools in your company (data security, biases, 

acceptance,..)? 

 
 

 

 

 

 

Will executives and/or HR managers be able to make better/faster decisions by using AI in 

human resource systems?  

 

☐ 
Rather 

Yes 
☐ 

Rather 

No 

Reason: 

 

 

 

 

Will AI take decisions autonomous in future? If yes, to what extent? 

 

☐ 

Where AI will be used, 

decisions will be made 

autonomously and not by 

humans 

☐ 

In some cases AI will 

decide autonomously 

 
☐ 

AI will create proposals, 

decisions will further on be 

made by humans 

 

 

 

Which of the following use cases you think AI will be helpful in future? 
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☐ AI recommend 

next field of 

work (career 

step) for 

employees as 

information to 

HR managers 

☐ 

AI ensure that 

employees are 

properly deployed 

(skill mgmt.) 

☐ 

Retention 

Management 

(Predictions of 

employee 

turnover) 

☐ 
Reporting,  

HR Analytics 

☐ 
Selection of 

applicants 
☐ 

Organization of 

trainings 
☐ 

Request 

handling 
☐ 

Planning & 

budgeting 

☐ Digitize 

processes, 

Robotic Process 

Automation 

☐ 
Compensation 

and Benefits 
☐ 

Employer 

Branding 
☐ 

Taking over 

routine work (e.g. 

sample contract 

completion) 

 

 

All this have to occur in compliance with the general data protection regulation (GDPR) to 

ensure human rights at the already existing high standard. To what extent will AI be in 

contradiction with the GDPR? 

 

☐ Mostly the use 

of AI will not be 

possible because 

of very restricted 

use of personal 

data 

☐ Some use cases 

cannot be realized 

with AI because 

of contradiction 

with GDPR 

☐ Only in 

exceptional 

situations AI will 

get in 

contradiction  

☐ All use cases can 

be solved with 

AI 

 

 

Where do you see contradictions and conflicts of AI towards the GDPR? 

 
 

 

 

Questions finished! 

 

Optional -  I would like to add the following: 

 
 

 

 

Thank you very much for your valuable contribution! 
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