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Kurzfassung

In unserer Umgebung werden vermehrt digitale Gerdte zum Messen und Steuern von
physikalischen Systemen — sogenannte Cyber-Physical Systems (CPSs) — eingesetzt, zum
Beispiel in intelligenten Hausern, medizinischen Gerédten und autonomen Fahrzeugen.
Immer héufiger werden CPSs miteinander verbunden, um Geréte zu teilen und weitere
Daten auszutauschen. Solche Systeme weisen eine hohe Dynamik oder Elastizitit, Hetero-
genitdt und Komplexitat auf, was zu einer erhdhten Verwundbarkeit und Fehleranfélligkeit
beitréagt. Daher benétigen moderne CPSs adaptive Fehlertoleranz, um langfristig deren
Zuverléssigkeit und Sicherheit zu garantieren.

Self-Healing ist eine relativ neue Methode, um die Widerstandsfahigkeit oder Resilienz,
d.h. eine angemessene Uberwachung und Korrektur bei Fehlern, eines elastischen Systems
zu gewéhrleisten. In dieser Arbeit wird ein Ansatz vorgestellt, der auf Redundanz von kom-
munizierter Information basiert. Die Daten oder Signale von physikalischen Eigenschaften
(CPS Variablen), welche in einem Netzwerk geteilt werden, konnen in einer Wissensbank
in Relation zueinander gesetzt werden. Diese implizite Redundanz kann dazu genutzt
werden fehlerhafte Sensoren zu erkennen und diese gegebenenfalls mit Ersatzkomponenten
auszutauschen — sogenanntes Self-Healing by Structural Adaptation (SHSA).

Diese Arbeit entwickelt Anforderungen und Richtlinien fiir die Architektur eines Systems,
das den SHSA-Dienst integrieren soll, und prasentiert Algorithmen, die Fehler detektieren
und ausmerzen. Dazu wird eine Wissensbank abgeleitet und implementiert, welche die
Relationen zwischen CPS Variablen modelliert (unter der Annahme, dass implizite
Redundanz im System existiert). Die Wissensbank wird benutzt, um adaptive Monitore
zu erstellen, die verwandte und &hnliche Signale vergleichen, wobei auch Ungenauigkeiten
im Wert- und Zeitbereich der Signale berticksichtigt werden. Ein Monitor 16st im Fehlerfall
die Korrektur-Prozedur des Systems aus. Wahrend der Korrektur wird die Wissensbank
durchsucht, um eine optimale Ersatzkomponente fiir die fehlerhafte Information zu
generieren. Weiters ermoglicht ein passendes Interface fiir die Ersatzkomponente die
Verarbeitung von Messwerten verschiedener Quellen, welche in einem grofien Netzwerk
oftmals asynchron, mit unterschiedlichen Raten und verzogert empfangen werden. Die
vorgefithrten Anwendungsfille und Prototypen demonstrieren die Anwendbarkeit und
Funktionalitdt von SHSA. Eine Evaluierung zeigt, dass SHSA fiir viele Fehlerarten
eingesetzt werden kann und die Laufzeit der Korrektur durch eine geeignete Suche im
Vergleich zu verwandten Algorithmen verringert werden kann.
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Abstract

An increasing number of digital devices — so-called Cyber-Physical Systems (CPSs) —
measure and control several aspects of our physical environment. More and more CPSs
are connected with each other to share devices and information, e.g., in smart buildings,
smart medical devices or autonomous vehicles. However, the higher level of elasticity
or dynamicity, heterogeneity and complexity adds to the system’s vulnerability, thus
challenges its ability to react to faults. Such a system requires adaptive fault-tolerance
to ensure long-term dependability and security or scalable resilience.

Self-healing is an increasingly popular approach for ensuring resilience, that is, a proper
monitoring and recovery to failures, in elastic or dynamic CPSs. This work presents a
self-healing service that exploits redundancy of information on a communication network.
Information or signals of physical entities — CPS variables — can be encoded in a knowledge
base collecting the relations between these CPS variables. Such an implicit information
redundancy can be used to detect and substitute failed observation components (e.g.,
sensors) — referred to as Self-Healing by Structural Adaptation (SHSA).

This work develops requirements and guidelines for the system architecture where the
SHSA service shall run on and proposes algorithms that detect and mitigate failures. To
this end, an adaptive knowledge base is derived and implemented by modeling relations
among CPS variables given that certain implicit redundancy exists in the system. The
knowledge base is then used to generate adaptive runtime monitors which compare related
signals by considering uncertainties in space and time. The monitor is used to trigger the
recovery process of SHSA. During recovery, the knowledge base is again used to extract
an optimal substitute — optimal, w.r.t. a user-defined utility function — through guided
search considering properties of signals, variables and relations. Moreover, a proper
interface of the substitute enables the processing of asynchronous, multi-rate and delayed
measurements of different sources. The presented use case discussions and real-world
prototypes feature the applicability and functionality of SHSA. The evaluation shows the
ability of detecting various kinds of faults and an increased runtime performance of the
substitution search compared to related work.
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CHAPTER

Introduction

1.1 Motivation

As digital devices get ubiquitous in our daily life and more and more connected with
each other, our society comes up with tons of applications to exploit the information
generated and communicated within a network. A growing number of applications use
systems that are tightly connected with the physical world, so-called Cyber-Physical
Systems (CPSs) [34].

The behavior or service of a CPS — may it be implemented as a simple or sophisticated
controller featuring Artificial Intelligence (AI) — depends on its inputs. The inputs to a
CPS are typically sensor measurements or derivations of it, and suffer from uncertainty
(e.g., noise or the unpredictability of the environment) and the possibility of faults
(e.g., unreliable hardware, security breaches or faults triggered by the evolution of the
system) [50, 3]. When the inputs are faulty, the controller may not provide its intended
service or even lead to fatal consequences. Recent prominent examples are the crashes of
two Boeing 737 Max [19] where the automated system MCAS — a controller to stabilize
the airplane to avoid a stall — failed due to faulty inputs. For such a safety-critical service,
Boeing used only a single sensor as input, measuring the angle of attack by a mechanical
wing, mounted at the outside of the plane and therefore exposed to likely environmental
hazards (like icy weather and birds).

Consequently, to avoid malfunction, i.e., failures, and fatal consequences to humans or
the environment, systems — and especially CPSs — require to be resilient [3, 6, 60, 14]. A
resilient system persists its service delivery that can be justifiably trusted, even when
facing changes [33].

The backbone of modern CPSs is the so-called Internet of Things (IoT) [2, 57, 61, 60].
This ultra-large-scale network connects billions of devices! providing an uncountable

! https://www.statista.com/study /27915 /internet-of-things-iot-statista-dossier/ (THS, ID 471264)



https://www.tuwien.at/bibliothek
https://www.tuwien.at/bibliothek

Die approbierte gedruckte Originalversion dieser Dissertation ist an der TU Wien Bibliothek verfugbar.

The approved original version of this doctoral thesis is available in print at TU Wien Bibliothek.

thele

(]
blio
nowledge

(]
I
rk

1.

INTRODUCTION

number of bytes of data every day. It provides means to conveniently access devices
and extract or exchange information, e.g., for monitoring, configuration, control and
maintenance. The IoT is exploited in various intelligent or smart CPS applications
of different domains [2, 57, 49, 60], e.g., smart mobility, smart manufacturing, smart
agriculture, smart buildings or smart healthcare. Several CPSs may be connected to and
use the IoT simultaneously. A CPS might also share things (e.g., sensors) with other CPSs.
This system-of-systems will also undergo changes over time, especially when subjected
to long operational duration (over decades like in autonomous vehicles). It therefore
should scale dependability and security when it comes to functional, environmental and
technological changes [32] — referred to as long-term dependability and security.

To cope with the unpredictability and evolvability of such systems while ensuring its
service, the system itself shall be adaptive [28, 12]. Traditional fault-tolerance is typically
limited to the faults and threats considered during design time [18]. For instance, simple
fault-tolerance may be voting over a result of redundant components or resetting a task
on error. Nevertheless, to remain safe and secure even in the advent of faults and threats
that have not been considered or predicted at design time but could emerge during
runtime, the system needs means to heal itself.

Self-healing [47, 18] is a promising approach to cope with unforeseen faults which requires
the notion of self-awareness [35] and self-adaptation [12]. Self-aware computing systems
learn the models of the system itself and its environment to reason and act (adapt) — here:
self-healing (detect and recover) — in accordance to higher-level goals (here: resilience)[31].
The key feature of self-* or self-X techniques is continuous learning and optimization
which is performed during runtime to evolve the models upon system changes.

1.2 Problem Statement and Research Gap

Self-healing evolved from traditional fault-tolerance by adding autonomy and AI. The
process is therefore more complex than traditional fault-tolerance and can be split
into several parts. For instance, MAPE-K is a common framework for self-adaptation,
originally developed to automate (any) tasks [28]. It expresses the feedback loop —
Monitor, Analyze, Plan and Execute using some Knowledge — of a self-adapting system.
Related work may rename stages (to, e.g., collect, analyze, plan and act in self-adaptation
roadmaps [12, 13]) or summarize stages (to, e.g., monitor, diagnose and recover in
self-healing surveys [47]). These stages are typically studied in different research areas
(e.g., detection and recovery). The term self-healing has been coined just recently by
the software community working in the area of autonomic computing [28]. Though,
several roadmaps [12, 13, 59] review the evolution of self-adaptation and elaborate on
the future research directions in self-adaptation, only a very view surveys exist focusing
on self-healing in software systems [18, 47]. Especially in the area of CPS and IoT the
topic of self-healing (and self-adaptation) is rarely discussed.

Self-adaptation or self-healing often requires a fair amount of flexibility w.r.t. the
architecture. However, this often contradicts with the setup used in CPS applications.


https://www.tuwien.at/bibliothek
https://www.tuwien.at/bibliothek

Die approbierte gedruckte Originalversion dieser Dissertation ist an der TU Wien Bibliothek verfugbar.

The approved original version of this doctoral thesis is available in print at TU Wien Bibliothek.

thele

(]
blio
nowledge

(]
I
rk

1.3. Aim of the Thesis

Many CPSs must adhere to deadlines, i.e., implement real-time applications [30]. CPS
architectures and platforms (like microcontrollers or time-triggered networks) are therefore
often configured statically (e.g., programs and communication channels do not change; the
control task is executed periodically). Replacing the communication backbone of a CPS
by the large-scale and elastic IoT, raises several challenges regarding the architecture and
interface. For instance, the interface of a CPS application has to cope with asynchronous,
multi-rate and/or delayed messages of an elastic communication network. A pressing
need is therefore to define guidelines and implement architectures to ease up self-healing
for CPS.

“Self-adaptation” raises red flags in every engineer developing safety-critical CPS. A
fault in a safety-critical system can lead to fatal and even life-threatening consequences.
To avoid such situations, risks of faults in the system are analyzed, i.e., severity and
likelihood determined, and appropriate fault-tolerance mechanisms are designed and
implemented [30, 24]. Finally the whole system is verified and certified. Changing the
system during runtime, however, would disable verification and certification. Moreover,
due to the complexity and elasticity of the systems not every critical situation or possible
fault can be foreseen. Traditional design-time methods for fault-tolerance and verification
of a CPS are therefore increasingly difficult to apply. Self-healing, that is the adaptation
to faults during runtime, is an opportunity to overcome unforeseen faults. In addition to
self-healing, CPSs will require proper runtime verification [4, 51].

1.3 Aim of the Thesis

This thesis develops solutions for self-healing CPSs. From a methodological point of view,
the following question comes first.

RQ 1: What state-of-the-art self-healing is relevant for CPSs? What are the challenges
and possibilities of self-healing in a CPS that is part of the loT?

Most of the state-of-the-art literature on self-healing [18, 47] can be split into surveys
on anomaly detection [11, 37, 9, 8], runtime monitoring [4, 17], fault-tolerance [3, 30, 24,
21], dynamic reconfiguration [58] and self-adaptation [12, 13, 59, 31]. Questioning the
applicability of these methods to CPSs might narrow the pool of potential approaches.
Recall, some properties of CPSs, notably real-time performance and safety-criticality,
require special treatment and caution. Yet, the connectivity enabled by the IoT can also
raise new possibilities (e.g., more things, more information).

A very promising way is Self-Healing by Structural Adaptation (SHSA). SHSA replaces a
failed service with a substitute by exploiting implicit redundancy. In contrast to explicit
redundancy which is achieved by replicating critical system services and voting over the
outputs (Fig. 1.1a), some failed information may be derived from related information too
(Fig. 1.1b). For instance, the information a, provided by service A, can be substituted by
a’, which is derived from the combination of b and c.
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1.

INTRODUCTION

voter

a | aN\a

(a) explicit (b) implicit

Figure 1.1: Types of redundancy.

A designed system might not incorporate (implicit) redundancy straightaway (if so,
the system would use information fusion to exploit the redundancy), however, when
assembling (sub-)systems of different suppliers redundancy often becomes available. This
is typically the case for a distributed system or system-of-systems, e.g., a (connected)
vehicle or in general CPSs connected via the IoT.

The foundations of this work are laid by Hoftberger [22] who developed a knowledge
base (in the form of an ontology) describing implicit redundancy in a system. This
work applies and enhances Hoftberger’s work on self-healing exploiting redundancy by
discussing the following research questions.

RQ 2: How to enable and integrate SHSA in CPSs?

SHSA is a system-wide approach, i.e., it is not limited to a single component. It uses
available information exchanged through the communication network of a system to
generate a substitute for a failed service during runtime. Hence, the capabilities of the
network and the adaptability of the system play a crucial role.

RQ 2.1: What are the architectural requirements for SHSA?

Keeping the architectural requirements in mind, a designer can build the system accord-
ingly or determine if SHSA is feasible for an existing system. In particular, the relevant
platform components e.g., hardware, operating system, network, etc., and its needs to
enable SHSA shall be identified.

For instance, the IoT is pushed as network for CPSs, though its architectural and
communication paradigms mostly differ. CPSs are typically configured during design
time. That is the tasks or processes run on a specific controller or CPU and (periodically)
consume from and provide information to dedicated devices (respectively sensors and
actuators). The IoT, on the other side, implements a loosely-coupled, elastic network
of things — similar to the Internet where services can connect and disconnect during
runtime. The paradigms of both worlds may be more or less suitable for SHSA.

RQ 2.2: How to handle asynchronous, multi-rate, late or even missing messages?

CPS components often assume the observations to be taken at a common point in time,
that is synchronously. For instance, sensor fusion and state estimation components
periodically sample and combine measurements to improve the believed state of the
physical system [36, 56, 52]. Substitutes presented in this work as well as traditional
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1.4. Methodology

monitors and voters (e.g., Triple Modular Redundancy (TMR) [30]) rely on synchronous
observations too. Yet, large and distributed sensor networks or the IoT often use
asynchronous communication paradigms (i.e., measurements are communicated via
messages that are not synchronized in time) and may suffer from latency, jitter or even
package loss. Moreover, different sensors provide their measurements with different rates
(cf. gyroscope and camera).

RQ 3: How to detect faults or failures, and trigger SHSA?

SHSA requires a trigger by a monitor or fault detection unit. Failures are typically
detected by specifying the desired behavior in the form of a model [11, 37, 9], signature [8]
or specification [4].

A simple method, linked to SHSA, for detecting a faulty sensor value in different failure
scenarios is to check against related information sources [30, 46, 44, 15, 38]. Unfortunately,
the information communicated in the system (particularly from diverse components)
suffers from uncertainties in space (e.g., noise) and time (e.g., delays). Subscribed or
received information therefore cannot be directly compared.

RQ 4: How to speed up the recovery?

The dynamics of a CPS typically require sample and processing rates of < 100 ms (e.g.,
motors, autonomous vehicles). It is therefore desired to mitigate a failure within such
time frame.

Hoftberger [22] applied simple Depth-First Search (DFS) to find related information in
the knowledge base in case some information fails. The first possible relation found is
used to generate the substitute. However, the vast amount of available information in
the IoT may slow down the substitution search. Furthermore, the setup of the substitute
or shutdown of an existing service can take a significant amount of time. It is therefore
desired to quickly find and start the best or optimal substitute right away.

RQ 5: How to evaluate and select a substitution?

In case of more than one possible substitutions, SHSA needs means to evaluate and
choose the optimal solution for the application. In addition, SHSA has to take care that
the solution satisfies the application’s requirements, e.g., regarding safety.

1.4 Methodology

The last section presents this work’s goals in the form of research questions serving
as a starting point of the methodological approach this thesis follows. The research
questions have been refined to search, choose from, define and implement 7) models for
the knowledge base and the selection of substitutions, i) methods to search for and
evaluate substitutions and i) architectures to implement and run SHSA. The models
and implementations are finally evaluated by appropriate test data and comprehensive
use cases.
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INTRODUCTION

Requirements and State-of-the-Art. As the term self-healing is relatively new, the
terminology has been clarified first by investigating papers about dependability and
resilience [3, 32, 33|, subsequently about fault-tolerance [3, 30, 24], self-healing [18, 47]
and self-adaptation [12, 13, 52, 59, 31] in CPS and software engineering to acquire search
strings and related work to this topic.

The lesson learned during the continuous search for related work is that self-healing is a
broad field including detection, diagnosis and recovery [47], each likely to use different
models, tools and approaches [11, 24, 59, 4] (Ch. 2). For instance, fault detection can be
achieved by specifying the allowed signature [8], modeling the anomaly [11] or checking
against redundancy [30, 15, 38]. Moreover, the approach differs w.r.t. goal (dependability
vs. security), failure model (noise vs. strategic attack) or domain (CPS vs. cloud
services).

Building on top of the work from Hoéftberger [22] the focus of further state-of-the-art
research therefore was on models and methods for redundancy-based SHSA in CPS.
Because the models and methods for self-healing typically originate from AI [52] or
Autonomic Computing (AC) [28] the requirements of a CPS have been kept in mind
throughout the research and development presented in this work. For instance, a CPS
might be resource-constrained and implement real-time and safety-critical applications.

One goal of this work was to apply and integrate SHSA into CPSs and show the
applicability of SHSA in a CPS. This required a suitable platform and at least one
comprehensive use case.

Architecture and Platform. To build a suitable platform for SHSA in CPS, the
requirements of SHSA w.r.t. the architecture have been clearly defined (Ch. 3). A search
for platforms and applicable frameworks [53, 2] including process and communication
management (middleware, protocol, etc.) based on these requirements has been conducted.
Another important aspect in the selection of a SHSA-enabling framework was the use case
which has been chosen to be a mobile robot. The prototypes therefore used the Robot
Operating System (ROS) [48], a widely used framework in robotics which fulfills all SHSA
requirements and provides nice-to-have features for prototyping and further development
(e.g., tools to debug and visualize the application, interfaces to other frameworks).

The architecture of the mechanism has been selected based on related work in self-
adaptation [59], AC [31], AI [52] or CPS [34, 30]. For instance, the process and the
components of the self-healing mechanism have been developed according to Monitor,
Analyze, Plan and Execute using a Knowledge base (MAPE-K) [28], a well-established
framework for automating tasks and widely used in the AC or self-* community [31].

Models. A starting point for the model of redundancy was the knowledge base defined
by Hoftberger [22]. The knowledge base models the relations between CPS variables.
As CPS variables are random variables, probabilistic models have been considered, e.g.,
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1.4. Methodology

Bayesian or Markov networks [52, 29]. However, the substitution follows a rule-based
approach determined by the relations between variables (Ch. 5).

To be able to pick the right substitution, the substitution and its performance measures
have been formally specified. Models and methods have been investigated towards their
suitability to extend the knowledge base, also considering different communities, e.g.,
verification [4] (e.g., contract-based approaches [5, 20]), decision making and artificial
intelligence [52] (e.g., utility theory).

Methods. The same procedure has been applied for the methods. Approaches using
rules, graphs, probabilistic models, Al and verification have been researched, filtered
and combined to apply self-healing in CPS. For instance, a graph-based approach (well
established and efficient) is applied to search substitutions, utility theory (originates
from decision making in AI) is exploited to select a substitution (Ch. 6) and contracts
(typically used in verification) are used to verify a substitution (Ch. 7).

Evaluation. Testing and evaluating self-healing in CPS requires data from physical
entities i.e., datasets (e.g., acquired in a sensor network), simulators or prototypes
providing samples over time. Hence, an online search for appropriate simulators or
benchmarks and datasets on platforms like UCI Machine Learning Repository [10] or
Kaggle [26] has been conducted. Unfortunately, the available datasets on different
platforms lack data from sensors measuring different physical entities. The available
datasets often represent discrete data (e.g., for classification), extract features from a single
sensor source (e.g., image sensors) or collect data of replica sensors (e.g., temperature at
different sites). To the best of my knowledge, there are also no (open or free) simulators
providing related signals that could be used for evaluation. Moreover, a major part of this
work includes the design of the architecture and implementation of redundancy-based
self-healing of observation capabilities of CPSs which is best evaluated on a real-world
CPS prototype.

Therefore, this thesis evaluates the developed solutions on a real-world CPS prototype of
a mobile robot (instead of investing resources into the implementation of a simulator).
The robot comprises various sensors and computing units forming a heterogeneous
system-of-systems similar to the IoT. Several other use cases with research and industrial
partners are discussed in Chapter 2 and 7. In addition, where applicable and/or necessary,
artificial data has been generated, e.g., to check the complexity in space and time of the
implementations (Ch. 3 and 6).

Throughout the implementation of SHSA and the prototypes, state-of-the-art development
methods and tools have been used to keep the research reproducible (documentation, ver-
sion management, unit testing, scripts, online code and experiments, virtual environments
and Docker images for testing and deployment, etc.).

Issues and Limitations. The presented example knowledge bases in the use cases
might seem quite small. On the one side this provides a fast substitution result, on the
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INTRODUCTION

other side SHSA may seem to be an additional overhead. Yet, SHSA provides a way
to model and exploit redundancy which can be extended, adapted and reused. Also
note that the presented knowledge bases focus on the application and are limited by the
prototypes (cf. the number of sensors on the mobile robot with an electric vehicle).

This work provides requirements, guidelines, formal definitions and algorithms of SHSA.
Note that the presented platform and implementations are prototypes only. The selection
of the platform for SHSA or parts of its implementations might have to be reconsidered
with new architectures and frameworks coming up, e.g., the selection of ROS as the
platform for SHSA or the processing of asynchronous, multi-rate or delayed measurements,
respectively. Meanwhile a second version of ROS is available (ROS 2.0 [43]) and the
industry is also working on middlewares and standards towards dependable message
transfer in CPS (e.g., Industrial IoT [60] or Time-Synchronized Network (TSN) in the
Ethernet standard [27]). Nevertheless, in IoT and wireless sensor networks the work on
temporal alignment is still of utmost relevance.

SHSA has been developed to mitigate failures of observation services. Failures of
controllers and actuators are not handled in this work. Failures manifest at the output
of services. Given a proper description or semantics of the controllers’ outputs, the
SHSA knowledge base may also handle redundancy of controllers. The majority of
CPSs implement a single controller specific to their application (an exception is the
domain of avionics where TMR or explicit redundancy is applied). In the IoT which
incorporates several CPS applications, each equipped with a separate controller, modeling
the redundancy of controller outputs can enable resilience to these components too.
This requires further research and standardization on the semantic description of service
interfaces. Possible starting points are IoT ontologies, e.g., SensorML [7]. The output
of an actuator controls a physical entity and is not an information transmitted in the
communication network any more. Because SHSA substitutes failed information on the
network, actuator failures cannot be mitigated by SHSA.

1.5 Synopsis

This work is written as a cumulative dissertation that is a collection of published articles.
Chapters 2 to 7 represent following publications:

Chapter 2 (Roadmap) Denise Ratasich, Faiq Khalid, Florian Geissler, Radu Grosu,
Muhammad Shafique and Ezio Bartocci. A Roadmap Toward the Resilient Internet
of Things for Cyber-Physical Systems. IEEE Access, 7(1):13260-13283, Jan. 2019.

Chapter 3 (Architecture) Denise Ratasich, Oliver Hoftberger, Haris Isakovic, Muham-
mad Shafique and Radu Grosu. A Self-Healing Framework for Building Resilient
Cyber-Physical Systems. In 2017 IEEE 20th International Symposium on Real-
Time Distributed Computing (ISORC), pages 133-140, May 2017.
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1.5.  Synopsis

Chapter 4 (Fusion) Denise Ratasich, Bernhard Fromel, Oliver Hoftberger and Radu
Grosu. Generic sensor fusion package for ROS. In 2015 IEEE/RSJ International
Conference on Intelligent Robots and Systems (IROS), pages 286-291, Sept. 2015.

Chapter 5 (Detection) Denise Ratasich, Michael Platzer, Radu Grosu and Ezio Bar-
tocci. Adaptive Fault Detection Exploiting Redundancy with Uncertainties in
Space and Time. In 2019 IEEE 13th International Conference on Self-Adaptive
and Self-Organizing Systems (SASO), pages 23-32, June 2019.

Chapter 6 (Recovery) Denise Ratasich, Thomas Preindl, Konstantin Selyunin and
Radu Grosu. Self-healing by property-guided structural adaptation. In 2018 IEFEE
Industrial Cyber-Physical Systems (ICPS), pages 199-205, May 2018.

Chapter 7 (Assurance) Tiago Amorim, Denise Ratasich, Georg Macher, Alejandra
Ruiz, Daniel Schneider, Mario Driussi and Radu Grosu. Runtime Safety Assurance
for Adaptive Cyber-Physical Systems: ConSerts M and Ontology-Based Runtime
Reconfiguration Applied to an Automotive Case Study. Solutions for Cyber-Physical
Systems Ubiquity, pages 137-168, 2018.

Section 1.6 summarizes the listed publications. This introduction (including the summary)
references the chapters — not the publications — to distinguish the author’s work to related
work and further references.

Note, the chapters of this electronic version of the thesis contains the abstract, citation
and a link to the papers only.

1.5.1 Research Questions Covered per Chapter

The Chapters 2 to 7 develop solutions to the research questions given in Section 1.3
(Table 1.1).

Chapter 2 (Roadmap) introduces the terminology to faults and resilience, summarizes
the state-of-the-art regarding self-healing (in particular detection, diagnosis and recovery)
of failures, outlines the challenges of long-term dependability and security and a roadmap
to achieve resilience over the life-cycle of a CPS. Chapter 3 (Architecture) presents the
architectural requirements of SHSA, lists design guidelines and presents an implementation
on top of the ROS in an use case of a mobile robot. Chapter 4 (Fusion) deals with
the implementation of an interface for sensor fusion in ROS. It showcases how a service
requesting synchronous messages can deal with asynchronous, multi-rate and delayed
messages. Chapter 5 (Detection) implements the knowledge base as a set of rules in Prolog
and proposes an observation model and algorithm to compare signals against each other
for fault detection. Chapter 6 (Recovery) describes a formal model of the knowledge base
of SHSA, an extension to evaluate possible substitutions and a guided-search algorithm
to find the best recovery strategy. Chapter 7 (Assurance) deals with the verification of
self-adaptation using safety certificates that are contracts between application or platform
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1. INTRODUCTION

Research Question

Publication (Ch.)

RQ 1 What state-of-the-art self-healing is relevant for CPSs?

What are the challenges and possibilities of self-

healing in a CPS that is part of the loT?

RQ 2 How to enable and integrate SHSA in CPSs?
RQ 2.1 What are the architectural requirements for SHSA?
RQ 2.2 How to handle asynchronous, multi-rate, late or even

missing messages?

RQ 3 How to detect faults or failures, and trigger SHSA?

RQ 4 How to speed up the recovery?

RQ 5 How to evaluate and select a substitution?

Roadmap (2)

Architecture (3)
Architecture (3)
Fusion (4)

Detection (5)

Recovery (6)

Recovery (6),

Assurance (7)

Table 1.1: Research questions covered per chapter.

components to be satisfied. The fulfillment of the contracts is checked during runtime,
in particular, when the system is reconfigured, here by SHSA. An automotive use case

demonstrates the approach of SHSA safety assurance.

1.5.2 Chapters Mapped to the MAPE-K Framework

The different chapters tackle various aspects of self-healing and specifically SHSA, which
can be roughly divided into the architecture or interface for self-healing, fault detection and
recovery. Figure 1.2 maps the articles to the MAPE-K framework (recall: monitor/detect,
analyze/diagnose, plan and execute/recover) which represents the feedback loop of

automating a task, here self-healing.

Autonomic ma nager Process of Self-Healing

Analyze Plan
Diagnose Recover
Roadmap L ©
Detection 0
Detect
. Knowledge
Monitor g

Recover
Execute

Recovery

1 |

@&————— Architecture

Managed element
Cyber-part of the CPS

| Environment

Cyber

J

} Physical

Figure 1.2: Articles mapped to the MAPE-K framework. Terms used in self-healing and

CPSs are written italic.
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1.5.  Synopsis

The “Roadmap” article gives an overview of available detection, diagnosis and recov-
ery approaches. The articles “Architecture” and “Fusion” particularly look into the
required architecture and the interfaces of self-healing services (e.g., monitors or sub-
stitutes) to other system services. “Detection” develops a redundancy-based monitor
and re-implements the SHSA knowledge base. “Recovery” extends the knowledge base
and improves the substitution search for a failed service. “Assurance” showcases the
verification of the planned recovery given some safety contracts between services.

1.5.3 Attributes of the Publications

All publications have been peer-reviewed (Table 1.2).

Publication  Type Rank PR Author Contribution

Roadmap in journal IEEE Access 2019 36/3.5 yes 1st main
Architecture in proceedings ISORC 2017  B1/55  yes Ist main
Fusion in proceedings IROS 2015 A1/45  yes 1st main
Detection in proceedings SASO 2019 B3/30 yes 1st main
Recovery in proceedings ICPS 2018 n/a/65 yes 1st main
Assurance in book IGI Global 2018 n/a yes 2nd significant

Table 1.2: Meta-data to the publications included in this work (PR .. peer-reviewed).

Table 1.2 includes common rankings of the journal or conference of the published papers,
retrieved in March 2019. The ranks of the conferences are according to the Qualis
conference ranking from http://www.conferenceranks.com/. The proceedings of
the conferences provide the acceptance rates (in percent). The h-index and impact factor
of the journal is extracted from https://www.scimagojr.com/journalrank.php
and the journal’s website, respectively.

1.5.4 Contribution of the Author per Chapter

Chapter 2 (Roadmap) The author’s contribution is the collection of the terminology
on faults and resilience, state-of-the-art of self-healing (in particular the recovery
and mitigation) and its taxonomy, challenges and a roadmap for self-healing in IoT
for CPS and the SHSA approach applied on a smart vehicular network use case.
The work is extended with state-of-the-art of runtime verification and monitoring
by Ezio Bartocci, and security-related threats and methods by Faiq Khalid and
Muhammad Shafique. Faiq Khalid and Muhammad Shafique provided an initial
version on the challenges of long-term dependability and security which has been
refined by Ezio Bartocci and the author of this thesis. The case study has been
developed in close collaboration with Florian Geissler (Intel) who provided the
Matlab model and data for the SHSA approach. Faiq Khalid added security-related
anomaly detection to the roadmap and case study.

11
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Chapter 3 (Architecture) The author’s contribution is the integration and application
of Hoftberger’s Ontology-based Runtime Reconfiguration (ORR) [22] under guidance
of Oliver Hoftberger, and architectural requirements and design guidelines of SHSA
showcased on a mobile robot. An initial version of this work has been refined by
discussions with Haris Isakovic and under guidance of Muhammad Shafique and
Radu Grosu.

Chapter 4 (Fusion) This work is based on the master thesis of the author of this work
supervised by Oliver Hoftberger and Radu Grosu. An initial version of this work
has been refined by discussions with Bernhard Fromel and under guidance of Oliver
Hoftberger and Radu Grosu.

Chapter 5 (Detection) The author’s contribution is the development and implementa-
tion of the observation model and fault detection, resulting from several discussions
with Ezio Bartocci. Michael Platzer contributed with implementations to the
prototype. An initial version of this work has been refined under guidance of Ezio
Bartocci and Radu Grosu.

Chapter 6 (Recovery) The author’s contribution is the formalization of the knowledge
base for SHSA and the implementation and evaluation of a guided-substitute-search.
The model has been developed in close collaboration with Thomas Preindl and
Konstantin Selyunin. An initial version of this work has been refined under guidance
of Radu Grosu.

Chapter 7 (Assurance) The author’s contribution is the part on runtime reconfigu-
ration or self-adaptation (mainly in the background, state-of-the-art and use case
section). The case study presented in this work is the outcome of a demonstrator
developed in close collaboration with the partners of the European project EMC?,
however, this work mainly describes the research of Fraunhofer (safety certificates)
and TU Wien (adaptation).
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1.6. Summary of the Thesis

1.6 Summary of the Thesis

This work discusses self-healing in Cyber-Physical Systems (CPSs) and presents Self-
Healing by Structural Adaptation (SHSA).

Sec. 1.6.1 Toward the Resilient loT for CPS (Ch. 2)

[ Faults and Threats j

|
[ Related Work )

|
[ Challenges J

Sec. 1.6.2 Self-Healing by Structural Adaptation

[Overview and Example]

|
[ Building Blocks ]

|
| |

Sec. 1.6.3 Architecture (Ch. 3) Sec. 1.6.4 Knowledge Base (Ch. 6)

System Model Generated [ Structure J
Service \
Requirements Template [ Substitution ]
I
Design Interface - ’ ‘
Possibility Témporal Sec. 1.6.5 Detection (Ch. 5) Sec. 1.6.6 Recovery
Alignment
(Ch. 4)

Speed-Up

Observation
Model
\

Comparison

Substitution
Search (Ch. 6)

l

Verification
(Ch. 7)

Figure 1.3: Sections of this summary and references to the chapters for details.

Figure 1.3 depicts an overview of the summary. Section 1.6.1 lists typical faults and
state-of-the-art methods to detect, diagnose and recover from failures and its challenges in
Internet of Things (IoT) and CPSs. Section 1.6.2 introduces SHSA. Section 1.6.3 provides
the requirements and a design possibility for an architecture that enables structural
adaptation. Moreover, it presents a template for services to start at runtime (e.g.,

13


https://www.tuwien.at/bibliothek
https://www.tuwien.at/bibliothek

Die approbierte gedruckte Originalversion dieser Dissertation ist an der TU Wien Bibliothek verfugbar.

The approved original version of this doctoral thesis is available in print at TU Wien Bibliothek.

w Sibliothek,
Your knowledge hub

1. INTRODUCTION
SHSA substitutes) and its interface which enables temporal alignment of asynchronous
and multi-rate inputs. Section 1.6.4 states the knowledge base modeling information
redundancy. Section 1.6.5 presents an observation model to detect failures in information
or signals exchanged between components and an algorithm to compare related signals to
detect faults. Section 1.6.6 develops a greedy algorithm which speeds up the substitution
search, and showcases a contract-based method to verify a planned substitution.
1.6.1 Toward the Resilient IoT for CPS
The devices connected by the IoT are typically part of several CPSs. In contrast to
traditional embedded systems, such CPSs are heterogeneous and complex, and also
dynamic in its structure and behavior (components connect, upgrade and disconnect
during runtime). Such dynamicity or elasticity adds to the system’s vulnerability (see
long-term fault examples in Fig. 1.4). Moreover, as the IoT enables remote monitoring
and control, the concepts of dependability and security get deeply intertwined. The goal
of a self-healing service is therefore to provide long-term dependability and security.
Sensed measurements
. o
Physical Network 5
= (=) 3
(n B b7 = E
03 9% « & - :
i B . L Y—
Sensors/Actuators ¥ . “ “ !_ E] £
< Operational and control commands
« Broken connector * Message collision * Input errors « Data corruption
* Power transients « Desynchronization « Deadline miss « Bit flips
Depend- + Uncertainties « Protocol violation « Uncertainty effects + Unavailability
abilty « Radiation « Interference
« Physical intervention * Replay « lllegal controller « Eavesdropping
* Physical damage * Spoofing access (memory or side-
Securit * Sensor hacking ¢ Jamming « Control signal channel attack)
Yy « Cryptographic attack * Flooding interception or « Data poisoning
« Engergy stealing * Interruption manipulation
* Routing ill-directing * Desynchronization
* Material decay + Communication * Aging effects * Memory refresh
« Environmental effects overload * Uncertainty effects « Capacitor
Long- on physical dimension « Protocol violation « Upgrades or new recharging
term (e.g., dirtying) (e.g., due to upgrades requirements
« Additional stress on or material decay)
material
Figure 1.4: Example faults and threats with respect to CPS layers (Ch. 2).
Traditionally, dependability approaches can be distinguished from fault prevention,
tolerance, removal and forecasting [3], which ensure the system’s functionality in the
presence of faults or mitigate failures by an appropriate design. The mechanisms may
be applied during runtime or maintenance. This work focuses on adaptive mechanisms
14
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1.6. Summary of the Thesis

applied during runtime to detect and recover from failures in information communicated,
e.g., through the IoT. Adaptation of the mechanism itself is necessary to tackle the
evolution of the system and to be able to also handle failures that were unknown during
design time or could emerge during runtime.

In self-healing, typically, a knowledge base (e.g., a learned model) is used to detect and
diagnose faults and recover from failures. Naturally, existing methods to fault detection
and recovery are extended with self-awareness and self-adaptation capabilities to properly
update the model and adapt during runtime on changes.

Overview of Existing Work that enables Resilience

The abnormal behavior or service failure can be detected by comparing the actual
behavior with the behavior of redundant services, a specification or model of the desired
behavior, or a signature of the anomalous behavior (Fig. 1.5).

Detection — Verification
_ Distribution / Histogram
Redundancy [~ Signature Hypothesis Tests
Specification — Principal Component Analysis

Statistics
Anomaly Model Classification
Machine Learning
Nearest-Neighbor
tic

Information-theore Clustering

Figure 1.5: A taxonomy of methods for fault detection (Ch. 2).

The recovery from failures can be performed by adapting the parameters of a system or
using redundancy in space or time (Fig. 1.6). Another possibility is runtime enforcement
which enforces a program to run according to a specification, or adapts an input to
conform to a specification in the form of, e.g., a finite state machine or automaton [16].

Optimization
— Re-Instantiation
Recovery or Mitigation Rule-based

— Replacement
Re-Parameterization

— Agreement
Runtime Enforcement .

— Rewiring
Redundancy “— Relocation

Figure 1.6: A taxonomy of methods for recovery or mitigation (Ch. 2).
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Challenges

From a technological point of view some of the existing resilience methods are not directly
suitable for the IoT or a CPS. Some of the major technological challenges for resilience
are (Ch. 2):

e Resource Limitations. Most of the IoT devices are resource constrained (e.g.,
sensors), i.e., its processing capabilities and energy budget are optimized for their
specific purpose (e.g., acquisition, pre-processing, encryption and communication
of a measurement). Such devices may not allow to run sophisticated self-healing
algorithms.

e Heterogeneity and Complexity. The heterogeneity and complexity of the
system challenges not only the interoperability of the devices itself but also the
resilience mechanisms which have to heal devices with different interfaces, various
types of information and unspecified behavior.

e Heterogeneity and Sharing. Devices of an [oT may be shared between CPS
applications possibly requesting different Quality-of-Service (QoS) of the devices
regarding dependability and security, e.g., sample rate, accuracy, level of encryp-
tion. The resilience methods therefore must also consider the needs of different
applications and the value of trust of the information when monitoring services or
recovering from failures.

e Real-Time and Scalability. The resilience mechanism has to cope with the
dynamicity, growth and evolution of the system while ensuring time constraints of
CPS applications (e.g., deadlines) when probing the information or adapting the
system.

The complexity, elasticity and evolution of the network might create new faults (cf. zero-
day malware). Ensuring long-term dependability and security raises following additional
challenges:

e Self-healing. Detect and mitigate unforeseen failures, and avoid fault propagation.

e Guarantee resilience. When using Artificial Intelligence (AI) or Machine Learn-
ing (ML).

e Sustainability. Ensure resilience over time in a resource-efficient manner. This
includes minimizing the vulnerabilities and building robust resilience mechanisms.

An essential part to address long-term dependability and security (handle unforeseen
faults) is learning and optimization. The mechanisms therefore require verification and
validation to ensure the integrity of the system, and a robust design to cope with the
elasticity of future systems (Ch. 2).
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1.6. Summary of the Thesis

1.6.2 Self-Healing by Structural Adaptation

CPSs are typically assembled from several subsystems connected by a communication
network (e.g., IoT) which is a subsystem on its own. Each subsystem incorporates various
hardware and/or software components. A component is a subsystem considered as a black
box with well-defined interfaces. Each component provides services that may rely upon
services of other components. A service is the intended behavior of a system/component.
Typically, services interact with each other through messages.

CPS services implement a feedback loop of observing and controlling its environment. As
a consequence, the messages communicated within a CPS typically contain information
calculated by controllers or collected by sensors measuring physical entities — the CPS
variables. In particular, observation services publish (typically in a periodic fashion) the
value and timestamp of a CPS variable v — an observation or snapshot of a variable
at a certain point in time — via the communication network. A signal v(t) or short v
represents the values of a CPS variable v over time.

Especially in the IoT for CPSs, when assembling (sub-)systems of different suppliers,
explicit and implicit redundancy of CPS variables often becomes available. Figure 1.7
depicts such information redundancy. For instance, two services output or provide signals
Vg, and vg, of the same kind (explicit redundancy). The implicit form of redundancy
relates different kind of information to each other using a function. Such information
redundancy can be used to compare related observations or to substitute failed observation
services (e.g., sensors or state estimators), referred to as Self-Healing by Structural

Adaptation (SHSA).

Eval = fb(Ubl)J

\ Va, :fC(UCu”Cw'UCs.)L\@
O service @\/
O information .
O relation
Figure 1.7: Services providing related information through its interfaces (relations can
be arbitrary functions, learned or defined by a domain expert).

.

SHSA, in general, is a service ensuring the resilience of the system by adding or removing
services or changing the information flow between services.

Example. To give an idea of how SHSA works, consider the mobile robot in Figure 1.8
equipped with several sensors to avoid obstacles (emergency brake assistant), park or
recognize surrounding objects (lane-change assistant).

Like in a modern car, some features or applications (e.g., lane-change assistant) are
available or not. The three applications of the mobile robot are implemented by several
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Figure 1.8: Mobile robot equipped with its sensors and processing units — the CPS
prototype used in several chapters which models an autonomous car.

services. Figure 1.9 depicts the services and information flow. The robot stops in
front of obstacles when the minimum of the Light Detection and Ranging (LIDAR)’s
distance measurements falls below a certain threshold, parks using an array of sonar
sensors and recognizes objects with a Time-of-Flight (ToF) camera. In particular, the
LIDAR provides the distance measurements vj;qq,-. The Obstacle Estimator calculates
the minimum distance vg;, from the LIDAR. The Collision Avoidance decides if its safe
to go on or if the robot should be stopped. It provides the desired speed and direction
command Vsqfe emd to the service Robot which controls the wheel motors.
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Figure 1.9: Mobile robot’s CPS applications.

The three applications operate independently from each other. Yet, all three use infor-
mation about the distance to obstacles, though using different sensors (optimized for
the specific application). Such information redundancy is modeled in a knowledge base
exploited by SHSA to detect and recover from failures. For instance, the SHSA service
connected to the communication network detects when the LIDAR fails by comparing
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1.6. Summary of the Thesis

the LIDAR’s outputs against the one of the sonar and camera (Fig. 1.10a). In case of a
LIDAR failure, SHSA generates a substitute which provides the necessary information,
here derived from the outputs of the sonar, to the controllers (Fig. 1.10b).

LIDAR Substitute LIDAR Ob.stacle
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(a) SHSA fault detection. (b) SHSA recovery.

Figure 1.10: Failure scenario in the mobile robot (only relevant services are fully shown).

Building Blocks of SHSA

SHSA is no one-shot mechanism, it continuously observes the CPS and adapts to failures.
The self-adaptation community distinguishes following parts of the control loop for
adaptation [12]: ) collect information about the environment and derive internal system
properties, i) analyze the observations, ii7) decide about and plan the adaptation, i) and
finally act. Self-healing is typically split into detection, diagnosis (find the root cause)
and recovery of a failure (i.e., summarizes the plan and act step).

SHSA in particular, monitors and detects failures of observation services (e.g., sensors,
filters or state estimators) which manifest as faulty information in the network. On failure
of an observation service, the fault detection unit triggers the recovery which subsequently
generates a substitute publishing the information or signal previously provided by the
failed observation service. Both, the fault detection and recovery unit, exploit a knowledge
base encoding redundancy of signals in the communication network. This thesis develops
and improves the highlighted blocks and actions in Figure 1.11.

1.6.3 Architecture for Structural Adaptation

In contrast to parametric adaptation [12] which changes the behavior of a service itself,
SHSA adapts the system’s structure. However, most CPSs are designed to be static, i.e.,

their architecture does not provide means to add, remove or reconnect software services.

As a consequence, SHSA has to be enabled and facilitated not only by a dedicated SHSA
service (a piece of software) but also by the underlying platform comprising hardware,
system software and middleware software.
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Figure 1.11: Building blocks or services (boxes) and information flow (arrows) of SHSA.

System Model

This work focuses on the adaptation in the software cyber-part of a CPS (in contrast to
hardware reconfiguration or dynamic reconfiguration of FPGAs). SHSA considers physical
components or hardware which comprise at least one software component (e.g., the driver
of a sensor), only. The software components implement services (e.g., application or
SHSA) and run on a platform typically including hardware, operating system and the
middleware. The latter enables the communication between services (Fig. 1.12).
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Figure 1.12: Typical architecture of a distributed CPS.
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1.6. Summary of the Thesis

Components are used to describe the hierarchical structure of a system, mainly to
cope with the complexity of a system. The behavior of the system is often described by
services and their interactions. For instance, the Service-Oriented Architecture (SOA) [40]
completely omits the physical structure. Abstracting away the hierarchical structure of the
system usually simplifies the design and implementation of application and management
services. For instance, an IoT application developer does not need to cope with the
possibly heterogeneous capabilities of the devices itself or know how the information is
provided, but gathers and processes the information necessary to implement a specific
service. Similarly, the SHSA algorithm focuses on what information is available or needed
to detect and recover from a failure.

The following paragraph states the architectural requirements — that are the needs to
be fulfilled by the platform — to apply structural adaptation in general. Subsequently,
keeping the requirements in mind, suitable implementations are proposed. Last but not
least, the generation of a substitute and its interface is discussed.

Requirements

o Dynamic Composability: The system shall be dynamically composable out of
services while preventing side effects or undesired emergent behavior.

Self-healing systems need this property to, e.g., 7) disconnect or shutdown failed
services, i) setup (start and connect) new services (e.g., substitutes for failed
services), i) adapt the information flow, or 7v) migrate services.

— Reconfigurable Information Flow: The information flow shall be reconfigurable.

Services consume and/or produce information. When a service is added,
removed or changed the communication to and from the service must be
established.

— Common Communication Interface: The adaptation mechanism and applica-
tion services should be connected to a common communication interface.

Distributed systems are typically assembled out of several subsystems often
provided by different manufacturers or developed for different applications
with different demands (e.g., performance vs. real-time). As a consequence,
the communication network might differ within a system and between dif-
ferent subsystems. The reconfiguration of the information flow is easier or
less complicated when a common communication interface or Application
Programming Interface (API) is provided. When no such interface is available
such layer of abstraction has to be developed (in the form of, e.g., a middleware
or gateway).

— Freedom of Interference: The adaptation shall not compromise the system’s
functionality.

This is needed to ensure the consistency of the system before, during and after
self-adaptation, e.g., when a new component is integrated. For instance, when
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adding a component the timeliness of a real-time system shall not be violated.
Violation of this requirement can lead to (subsequent) failures.

— Fault Containment: A failure of a service shall not propagate.

Components usually trust their inputs, i.e., have no monitor for inputs installed
(cf. runtime enforcement [17]). Hence, failures may propagate through the
communication subsystem, reach the physical system via actuators and cascade
back to the cyber-system via sensors. Therefore the system shall provide means
to stop failures propagating, e.g., by a fault detection mechanism that is able
to shutdown a failed service.

e Information Access: The system shall provide means to collect information about
the system’s state.

Information about the cyber- and physical system is necessary to define when and
what adaptation should be performed. To this end, the system shall provide a
common communication interface and enable simple means for gathering information
relevant to the system’s state.

Design of a Platform Enabling Structural Adaptation

The service-oriented approach is a good candidate to hide the hierarchy, subsystem
ownership and the heterogeneity of the devices [25, 55, 40]. Management components
(e.g., service registry, orchestration, authorization) and a middleware enable the services to
provide and consume other services. State-of-the-art IoT infrastructures or middlewares
adopt SOA (e.g., OPC-UA [42], DDS [45], CoAP [54], MQTT [23, 39]). A middleware
provides a common communication interface and easy information access in the form of
an API. DDS [45] for instance, provides also means to ensure the desired performance
or QoS requirements regarding the communication (cf. freedom of interference). For
updated and additional services (e.g., substitutes) CPU time and memory have to be
reserved and monitored.

Using data-centric publish-subscribe communication simplifies the reconfiguration of
information flow [41, 45]. The receiver or consumer subscribes to the information of
interest. The sender of a specific message type is unknown or irrelevant to the receiver.
A dedicated management component handles the communication channels w.r.t. to
provided and consumed information. For instance, when the provider of some information
changes, the consumer of the same information will automatically be reconnected to the
new provider (e.g., a SHSA substitute).

Fault containment can be achieved by a fault detection unit within subsystems or at
the interfaces of components. Monitors within a subsystem should have the ability to
suppress faulty information or shutdown failed services.
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1.6. Summary of the Thesis

Template for Arbitrary Services

For the substitute, SHSA uses a service template which can be configured at start-up to
execute a desired function.

Services of a distributed application process some inputs to generate some output.

For instance, a substitute for a failed information takes related information as input,
transforms these inputs by a relation function and publishes the result as output. A
generic service implements P : 0o = f(I) and therefore has three parameters: ¢) an input
vector I, ii) a function f implemented as a program or code P, and 4ii) an output o. In
this work a single output was sufficient, however, w.l.o.g. the output can be extended to
a vector. Listing 1 depicts the pseudo code of a generic service.

Algorithm 1 Generic Service

1: procedure SERVICE(I, P, 0)

2 Inputs < { Inputinterface(i) | i €I } > install interface (e.g., subscribe)
3 Output < OutputInter face(o)

4 while T'rue do

5: z < Inputs.READ() > get current input values
6 y < FEvaluate(P, x) > pass inputs through function
7 Output. WRITE(y) > publish result
8 end while

9: end procedure

SHSA requires dynamic composition of services, i.e., the substitute and its program is
generated during runtime. It is therefore convenient to express the function f in an
interpretable language. In the presented prototypes, the SHSA service generates the
code P — a string representing Python code — during runtime and starts the service
similarly to the following example:

$ service -i /inputl/data /input2/data -p "y = x[0] + x[1]" -o /output/data

Listing 1.1: Run a custom service. The example service subscribes to two inputs and
publishes its sum to the output.

The implementation of the interface (read and write in Listing 1) depends on the
architecture or middleware used. Typically, the used framework provides an API for the
interface to the communication network. Nevertheless, receiving information of different
sources raises challenges in the read function, especially in asynchronous communication
networks. These challenges and possible solutions for the input interface are outlined in
the next section.
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Temporal Alignment in Asynchronous Communication

Data can be transmitted in a continuous stream (synchronous), scheduled to be sent
and received at specific points in time (time-triggered), transmitted upon events or sent
in irregular intervals (asynchronous). In event-driven or asynchronous communication
networks the exact point in time of the reception of a message is unknown.

Services like sensor fusion units, majority voters or a substitute generated by SHSA has to
combine information from different sources. The interface of such services therefore has to
handle possibly asynchronous, multi-rate measurements and nondeterministic, best-effort
communication of the IoT or CPS network (Fig. 1.13). To this end, the services have
to perform a so-called temporal alignment of the inputs before the computation can be
performed.

T WCET

1 | |
e —
| |

Computation e e — — ! —

Sensor 2 e 1A A A A
Sensor 1 |e—— e ——e ° ° ° ° o ° °

tcl th t

Figure 1.13: Typical timeline of a periodically executed computation and its asynchronous
and multi-rate inputs (sensor 1 and 2). Received inputs are aligned to the computation’s
starting point (indicated as arrows from the observations received towards the first two
computations starting at t.; and t.2).

The following factors contribute to the way temporal alignment has to be performed:

e Single-rate vs. multi-rate.

When inputs arrive with the same rate the computation can be triggered as soon
as all measurements are received. In the ideal case, all measurements are received
at the same point in time, that is synchronously. In asynchronous communication
networks the reception time of the samples (from different sources) differ and may
suffer from jitter and delays.

When sensors have different sample rates (cf. 10ms and 1s of sensors in a mobile
robot) and all inputs are awaited before a computation is performed, the result
can be inaccurate. Moreover, a state estimation might not be able to follow the
dynamics of the system. For instance, the localization of a mobile robot might lack
behind when using data from a camera with a low frame rate.

e Jitter, delay or loss.

Inputs may be sampled with the same rate but the time between two measurements
may vary around the sampling period. The variance of the sampling period is
called jitter and can be caused by clock drifts or scheduling policies. Moreover, the
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1.6. Summary of the Thesis

message may be delayed due to a requested re-transmission of a packet or re-routing
or even get lost.

e Worst-Case Execution Time (WCET) of the computation.

Some computations may need a significant amount of CPU time (e.g., particle
filtering for localization, path planning) that might exceed a sensor’s sample period.

The timeline of an observation (Fig. 1.14) distinguishes between the time ¢,, when the
CPS variable actually adopted the value, the timestamp of the measurement ¢, included
in the message (typically the time when the message has been generated and provided
by the sensor) and the time the message is received ¢, or used t.. Unfortunately, ¢, is
unknown and typically does not match ¢s (though the difference is often neglectable).

| | | |
I I I I

ty s ty te t

Figure 1.14: Timeline of an observation.

When the delay of an observation is high (¢, > t,) the computation uses outdated
information. Outdated information can lead to a poor accuracy of the computation. For
instance, the older the measurements the worse is the state estimate of a Kalman filter.
In real-time systems, outdated information is faulty information [30]. For instance, an
engine speed controller may escalate when the measured and received rotational speed
does not match the actual one.

It is therefore desired to execute the computation as close to t, as possible, e.g., as soon
as a measurement is received, and as often as possible, e.g., each time an input is received.
Two solutions are proposed: ii) a so-called port collecting inputs for a computation, or 7)
state estimators to forward estimate the inputs.

Port. Using a port, the computation simply takes the latest samples as input (Fig. 1.13:

latest observations of sensor 1 and sensor 2). The port comprises a slot for each input.

At the beginning the port is empty. When an input arrives, the corresponding slot is
filled with the received value. As soon as the port is full, i.e., a value of each input has
been received, the computation can be executed. Subsequent receptions overwrite the
corresponding slot of the port, such that the computation always uses the latest input
values. The computation is triggered periodically.

State Estimation. State estimation (e.g., a Kalman filter) calculates the expected
value of a CPS variable at . given a state transition model, the evidence observed (received
measurements) and the timestamps of the measurements (time passed). Each observation,

considering its timestamp, can be used to correct or smooth an existing estimate [52].

Moreover, a state estimator can compensate delayed and missing measurements by
forward estimation. This is particularly useful when fusing multi-rate sensors (some with
probably low sample rates). It is therefore more accurate than the port.
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The port is suitable for resource-constrained devices where state estimation is not feasible.
State estimation requires more computational resources than the port, a state transition
model and a decent clock synchronization (for reliable timestamps). Choosing 7" as
small as possible proved to increase the accuracy (Ch. 4). However, the WCET of the
computation limits its execution rate (" > WCET'). State estimators can be combined
with a port to collect inputs from high-rate sensors (for sensors with a sample period
smaller than the estimation’s WCET).

1.6.4 Knowledge Base of Redundancy
The SHSA knowledge base comprises

e the relations between CPS variables each expressed as a function r : v, = f(V]) to
compute an output variable v, from a set of input variables Vy,

e the availability of signals and their mapping to variables,

e and optionally custom properties of variables, relations and signals to measure the
performance of such.

The knowledge base is typically setup by a domain expert or learned (Ch. 3). A starting
point to setup a knowledge base is an information flow graph of the application. For
instance, Figure 1.9 depicts the services and information flow implemented on the mobile
robot we’ve used as SHSA prototype. Relating the signals to each other, while combining
signals providing the same variable (e.g., distance to obstacles), gives the knowledge base
in Figure 1.15.

d . Ulid,
G {4 ST
[{d(ac,y,z)|z = Zlidar}}
Vamin

Upark_cmd

Figure 1.15: The knowledge base of the mobile robot exploitable for a self-healing collision
avoidance. Boxes are relations. Ellipses are variables. Variables are annotated with
available signals (from Figure 1.9).

The available signals vg;gnq are collected from the information flow in Figure 1.9. Some
signals capture the same kind of information, e.g., the CPS variable vop — the set of
distance measurements to obstacles around the robot at a fixed height — which is provided
by Viidar and Vsongr. The minimum distance Vg, can be derived by taking the min(.) of
observations from vop (in the application performed by the service “Obstacle Estimator”).
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1.6. Summary of the Thesis

The ToF camera provides observations vs,s in the form of 3D depth images v3p. The 2D
distance measurements can be extracted from this image, by selecting the observations
at the height of the LIDAR. The last observation of the minimum distance Vg, may
be saved and integrated by the speed of the robot vgpe.q (including the direction) to
estimate the current minimum distance vgiy,.

Structure

The knowledge base K = (V,R, E) is a bipartite directed graph (which may also contain
cycles) with independent sets of variables V and of relations R of a CPS. V and R are
the nodes of the graph. Edges E specify the input/output interface of a relation. In
particular, v; is an input variable for r iff 3(v;,r) € E. v, is the output variable of r iff
3(r,v,) € E.

Substitution

The SHSA recovery substitutes a needed but failed signal v ¢4i1eq by semantically equivalent
signals (a signal v is needed when v is input to a controller, e.g., Vg, in above example).
To this end, the failed signal is first mapped to the corresponding variable vg;,; in the
knowledge base. SHSA then checks the knowledge base for redundancy. If the variable is
not directly provided by (another) signal, SHSA searches for a possible substitution.

A substitution concatenates several functions to relate variables to each other. In
particular, the substitution s of v, is a connected acyclic sub-graph of the knowledge
base with the following properties: ¢) The output variable is the only sink of the
substitution. 4i) Each variable has zero or one relation as predecessor. 4ii) All input
variables of a relation must be included (it follows that the sources of the substitution
graph are variables only).

A substitution s is valid if all source variables are provided by signals, otherwise the
substitution is invalid. The set of valid substitutions of a variable v is referred to as S(v).
Only a valid substitution can be instantiated (e.g., to a substitute for a failed signal) by
concatenating the relations to a function which takes selected signals as input.

For instance, the signal from the ToF camera v,y can be used to derive the minimum
distance to an obstacle vy, (Fig. 1.16).

Figure 1.16: A valid substitution for vg,,,.

Properties and Utilities

Additional properties are used to distinguish and assess valid substitutions. For instance,
a signal is accurate, or a relation is costly (e.g., consumes more or less processing time).
A property p; is expressed by a value.
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Substitutions are evaluated by a utility function, that is, a substitution is ranked based
on its utility us which is a function of the properties u(pi, .., pp) of its elements (variables,
relations, input signals).

The optimal or best substitution syes = arg max, S(veink) Us of a set of valid substitutions
S(Vsink) for a variable vg;, is the substitution with the highest utility.

Implementation

The knowledge base has been encoded as a graph (as described above) and as a Prolog
program, that is a set of facts (e.g., relations) and rules (e.g., how to find a valid
substitution). The implementation in a graph library takes advantage of optimized
search algorithms and has been used to speed up the recovery process (Ch. 6). A
short implementation in Prolog has been used to setup the monitor detecting faults
by plausibility checks of redundant signals (Ch. 5). Because the setup of the monitor
typically has no timing constraints, the runtime of the substitution search is neglectable.

An essential requirement of SHSA is dynamic composability of the system (Sec. 1.6.3).
For instance, substitutes are generated and connected to the system during runtime. The
prototypes therefore use an interpreter to run a substitute. In particular, the function of
a relation is written in Python.

Note, that the knowledge base is also adaptive, i.e., it might change during runtime
(structure, availability of signals, etc.).

1.6.5 Fault Detection

The information redundancy can be used to perform plausibility checks on signals (Ch. 5).
A query on the knowledge base can identify related information. However, the signals
need to be compared in a common domain, i.e., the signals have to be transferred through
relations such that the outputs represent the same variable (Fig. 1.17). This section
describes how to setup a monitor given the knowledge base of redundancy and how to
compare related observations over time.

Setup

The relations and availability of signals are part of the knowledge base. Given a signal
under test, all its valid substitutions are searched. The monitor subscribes to the input
signals used by the substitutions. On adaptations (e.g., change in the availability of
signals due to updates or addition/removal of components) the setup can be re-run.

Observation Model

Signals representing CPS variables — that are physical entities — over time, are prone to
uncertainties in space (e.g., noise) and time (e.g., delays).
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Monitor

()

V1,1 ---V1k

Sfailed

comparison

nEs

[ temporal alignment ]

Figure 1.17: Abstract representation of a monitor service. Input signals v; ; from the
communication network are aligned and transferred through the substitution s; to a
common domain (the variable of interest vies). The outputs of the substitutions are
compared and the substitution with the highest error (if there is any) returned.

A direct comparison of the output values of the monitor’s substitutions would indicate a
fault (e.g., floating point numbers are rarely exactly equal). Interval arithmetic provides
simple means to express the confidence (cf. probability distribution expressed by particles)
into the value and timestamp of a signal’s snapshot — an observation (see also Fig. 1.18):

v(ts) = (v,t) v = [v,7] (1.1)
t= [ﬁ,ﬂ ts € [ﬁ,ﬂ

(#)
A Ao Ao A I'U
° T —
A B
v(t) .
K v(ts)
t teur

Figure 1.18: Two one-dimensional signals (observations over time). A marker represents
an observation: the measured value and timestamp. The confidence regions of the latest
observations are highlighted.

Observations of the same variable (here, the output variable of the substitutions which is
the variable under test) can be compared if the time intervals overlap. Non-overlapping
of the value intervals of two observations to compare indicates an error. For instance,
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the latest observations in Figure 1.18 are comparable (i.e., time intervals overlap) and
match (i.e., value intervals overlap).

Fault Detection by Comparison

The monitor executes the plausibility check periodically. On each call, the monitor
compares the observations collected since the last monitor call and a (configurable sized)
buffer of observations of previous executions. The buffer is used to compensate late
receptions or high communication delays (temporal alignment in Fig. 1.17).

One monitor call consists of several steps:

e New and buffered observations are collected into combinations of inputs for the
substitutions of the monitor, such that their time intervals overlap.

e Each combination of inputs is executed, i.e., the inputs’ value intervals are transferred
through the corresponding substitution’s relations by applying interval arithmetic.
The time interval of the output is the intersection of the inputs’ time intervals (the
time the output is considered valid).

e Next, the monitor pairwise compares the outputs of the last step. The error per
substitution is aggregated and ranked.

e The monitor returns the substitution with the highest error, or none if the errors
are all 0. A subsequent moving average or moving median filter can compensate
outliers of input signals.

The result of the monitor — failed substitution s 44 — is used to trigger the recovery. In
addition, a root-cause analysis is necessary to identify the failed input signal that lead to
a faulty output of s4eq. For simplicity, in the presented examples, the substitution had
only a single input to be able to omit the diagnosis. Moreover, the current implementation
assumes that the inputs of the substitutions are independent of each other.

1.6.6 Recovery

The recovery of a failed signal is triggered by a monitor, e.g., a simple watchdog given a
timeout for a signal or the fault detection presented in the last section. The recovery unit
searches for a valid substitution and instantiates a substitute (based on the node template
from Sec. 1.6.3). The substitute provides the previously failed signal by transferring
related signals through a valid substitution (Fig. 1.19).

The knowledge base can be searched, e.g., via Depth-First Search (DFS) [22], or queried
for valid substitutions (Ch. 5). Yet, the setup and start-up of a substitute (instantiation
and connection) may take significantly more time than the search itself (Ch. 3). It is
therefore desired to search for the best substitution right away.
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Substitute

—\
)
c
o
V] ———» g
.00

o Sbest > VU

©
p -
Vp ————> 8_
e
o
s}

— -

Figure 1.19: Abstract representation of a substitute. Input signals v; are aligned and
transferred through the substitution s;.

Speed-up Substitution Search

Guided-search, assessing each substitution with a utility (Sec. 1.6.4), decreases the
runtime of the search for the best recovery option. Moreover, the proposed algorithm —
Self-Healing by Property-Guided Structural Adaptation (SH-PGSA) (Ch. 6) — can be
split into threads which then can be executed in parallel.

First the failed signal is mapped to its variable, say vgnk, in the knowledge base. vgi,i
is the root of each possible substitution tree. Initially, SH-PGSA creates a worker
(cf. thread) to substitute vg;,x. The worker discovers the relations connected to v,k
(Fig. 1.20 a: two relations, i.e., two possibilities to proceed). It selects the best relation
and returns additional workers for other possibilities. Each worker represents another
possible substitution for vg;,;. The workers also maintain the utility of its substitution.
The worker with the highest utility is allowed to proceed for one step, that is, it checks
the next connected relations of unprovided variables (Fig. 1.20 b: e.g., W[0]). Note, that
all variables of a chosen relation have to be available or must be substituted, subsequently.
When the utility of a substitution is monotonically decreasing (by addition of a relation,
or variable as a consequence) the optimal (w.r.t. utility function) substitution is returned
first. A worker may also abort, when the substitution is invalid and unprovided variables
cannot be further substituted. The interested reader is referred to Chapter 6 for the
detailed algorithm.

Verify Structural Adaptation

Chapter 7 adds runtime safety assurance to SHSA on the example of Ontology-based
Runtime Reconfiguration (ORR) [22] to ensure safe self-adaptation. Amorim et al.defines
Multidirectional Conditional Safety Certificates (ConSerts M) [1], that is a language to
describe certificates or safety contracts between interacting application (horizontal) and
platform (vertical) services. The certificates are created per service during design time,
however, can be assessed during runtime, e.g., at system integration or on changes.
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Figure 1.20: Visualization of workers and its underlying substitutions (encoding: provided
variables and selected relations are filled). (a) Initial set of workers that is a single worker
starting from the sink node. (b) The worker W[0] selects the best option (here: left
relation), however, returns worker W1] for the other relation and possible substitution.
W0] chooses the left relation which leads to two unprovided variables which must be
substituted by subsequent relations. (c) W[0] selects the best combination of relations
and returns additional three workers for other possible combinations.

ConSerts M. A certificate describes the guarantees and demands of a service. The
guarantees characterize the quality properties which may rely on demands, e.g., of the
platform or other services. Each guarantee or demand consists of a statement (e.g., a
potential failure mode, or required processing resources) and a level of confidence described
by a Safety Integrity Level (SIL) based on an industry standard (e.g., IEC 61508). For
instance, a sensor in a vehicle guarantees to be of SIL level B, while a controller demands
this sensor to have a specific level, e.g., at least A, and requires the platform to provide
sufficient processing resources to ensure deadlines.

Runtime Safety Assurance. An adaptation must not violate the certificates. Hence,
before the actual recovery (here, installation of the substitute) the safety contracts are
re-evaluated.
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1.7. Scientific Contribution

1.7 Scientific Contribution

This work contributes to the problem statement (Sec. 1.2) and answers the research
questions (RQ; Sec. 1.3) as follows.

Contribution 1: Self-healing challenges and possibilities of CPSs (RQ 1).

Chapter 2 collects the attributes of a resilient system and analyzes the faults and threats
in modern CPSs. Moreover, it surveys approaches to fault detection and recovery which
extends existing surveys on self-healing for CPSs. Chapter 2 also lists the main challenges
for these methods to be applied in CPSs possibly connected to the IoT, notably, 7) limited
knowledge of device behavior and interface semantics (e.g., to retrieve a reference behavior
for anomaly detection or to substitute failed services), i) long-term dependability and
security, that is to ensure resilience also after environmental, functional or technological
changes of the system, and 4ii) adaptation, verification, validation and robustness of the
resilience techniques.

Contribution 2: Architectural requirements and design guidelines for SHSA (RQ 2/2.1).

Chapter 3 elaborates on the requirements and possible designs of an adaptive architecture.
It provides guidelines for system designers and engineers on how to enable structural
adaptation. This chapter also demonstrates the applicability of SHSA in an automotive
use case. It outlines the code generation of the substitute component given a service
template and the integration of the substitute into the system.

Contribution 3: Interface for CPS components - temporal alignment of inputs (RQ 2.2).

Chapter 4 proposes an interface for components collecting inputs, e.g., sensor measure-
ments, in an unreliable communication network like the IoT. On the example of sensor
fusion this chapter shows how to handle asynchronous, multi-rate and/or delayed inputs.
This interface is used for generated substitutes too (Ch. 3).

Contribution 4: Formalization and extension of the redundancy model.

This thesis enhances the work of Hoftberger [22] by formalizing the (runtime) model
of information redundancy in the CPS communication, providing means to evaluate a
possible substitution (Ch. 6) and enabling adaptation of the knowledge base (Ch. 5).

Contribution 5: Fault detection based on implicit redundancy (RQ 3).

The recovery is triggered by a monitor exploiting the very same knowledge base to
identify related information or signals. The monitor uses a simple observation model,
which considers uncertainties in space and time of the communicated information, to
compare related information (Ch. 5).

Contribution 6: Performance measure for substitutions (RQ 5) and speed-up of the
substitution search, i.e., the planning step of the recovery (RQ 4).

Chapter 6 introduces a performance measure for substitutions (a user-defined utility
function). This enables the comparison of substitutions. Moreover, this chapter presents

33


https://www.tuwien.at/bibliothek
https://www.tuwien.at/bibliothek

Die approbierte gedruckte Originalversion dieser Dissertation ist an der TU Wien Bibliothek verfugbar.

The approved original version of this doctoral thesis is available in print at TU Wien Bibliothek.

thele

(]
10
edge

b

now!

(]
|
rk

1.

INTRODUCTION

34

SH-PGSA — a guided-search algorithm which decreases the average execution time of the
substitution search and returns the best substitution first.

Contribution 7: Demonstration of runtime assurance of the planned recovery (RQ 5).

Chapter 7 showcases a method to verify a planned recovery or valid substitution, once
SH-PGSA returns. For instance, the planned substitute component must follow the safety
contracts of its connected components.

1.8 Conclusion

This work introduces SHSA which provides means to exploit redundancy during runtime.
SHSA sets the information or signals, communicated in a CPS, into relation. A knowledge
base — created by domain experts and/or learned during runtime — collects these relations,
i.e., the functions between signals. The knowledge base can be searched for relations to
detect faults by comparing signals or to recover failed signals.

Compared to traditional explicit redundancy where replicas of critical components are
added during design time, SHSA creates minor additional costs (for running the monitor
and recovery service) given that some implicit redundancy exists. The proposed approach
seems to be a promising candidate to overcome many challenges of resilient CPSs (Ch. 2):

e Resource limitations: The knowledge base of redundancy can be scaled to the
capabilities of a system or can be split or distributed to subsystems or to a single
component.

e Heterogeneity and complexity: SHSA does not require inside knowledge or reconfig-
uration capabilities of probably heterogeneous and black-box components of the
system. It acts on the common communication interface, i.e., the network of the
CPSs (Ch. 3-4).

e Real-time constraints: The knowledge base is rule-based (Ch. 5), i.e., the relations
and available signals clearly define the valid substitutions. Moreover, the knowledge
base can be kept static (constant relations and properties) to ensure deterministic
adaptations.

e Long-term dependability and security (by self-healing): SHSA can handle various
fault scenarios — even some which have not been considered during design time.

e Robustness of resilience techniques and scalability (by adaptation): The knowledge
base can be distributed or adapted during runtime by updating, adding or removing
relations between variables and changing the availability of information (Ch. 5-6).

e Validation and verification (towards guaranteeing resilience): Substitutions can be
evaluated or ranked (Ch. 6), and planned adaptations can be verified (Ch. 7).
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1.9. Future Work

1.9 Future Work

Though SHSA has been successfully applied in several use cases, some challenges remain
and new research opportunities have been uncovered. Especially for market-readiness, a
proper methodology of creating the knowledge base has to be developed. Moreover, the
verification of self-adaptive systems is a big challenge itself (cf. safety-critical systems
— note that the presented implementations are prototypes only and cannot be applied
directly, e.g., in a self-driving car).

Verify various types of system or substitute requirements. Other requirements
than safety certificates have to be verified before self-adaptation, e.g., non-interference,
desired accuracy, deadline or rate constraints of substitutes. Also to cope with the
probably diverse QoS requirements of different applications in an IoT.

Learn the structure of the knowledge base. Chapter 3 shows how to learn partic-
ular relations, here by regression. Another necessary part is to learn the structure
of the knowledge base to further automate self-healing. A starting point may be
techniques from related knowledge bases, e.g., dependency graphs or Bayesian
networks [52].

Possible extensions and improvements to the presented solution are:

Generalize the knowledge base using ontologies. The current implementation fo-
cuses on the semantic relations between outputs of observation services in CPSs that
are physical entities or CPS variables. The prototypes also handle the differences
in the syntax of the signals (e.g., the message structure capturing the observations).
The SHSA knowledge base may be generalized for different kind of services, not
limited to CPS observation components. For instance, Héftberger’s ontology can be
improved with the presented extensions (e.g., properties, requirements) and recent
IoT ontologies, to build a common description language for service interfaces which
enable self-healing.

Enhance substitution search by monitor observations. In future work the moni-
tor can be extended to evaluate used substitutions over time. Recall, the imple-
mented fault detection uses all possible substitutions to compare related signals.
Once, the monitor detects a failure (mismatching outputs of the substitutions),
the used substitutions and its differences or errors over time can be forwarded to
the recovery or reconfiguration unit. The error over time is another property of a
substitution which should contribute to the substitution’s utility. The substitution
search would get obsolete in this case. It would be replaced by a re-evaluation of
the utility of each substitution used by the monitor.

Selection of substitutions for fault detection. In case there are too many substi-
tutions available for a signal, the monitor can (or has to) limit the number of
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substitutions (to check with a reasonable rate), e.g., by evaluating substitution
utilities. Furthermore, it is desired to select a diverse group of substitutions to
enable fault diagnosis, i.e., identify the faulty input (recall: only the outputs of the
substitutions are comparable; however, one of the inputs will trigger the failure).
Include verification of requirements in the substitution search. The verification
step is put after searching the best substitution but before running the substitute to
ensure safety assurance of the system. However, the verification may be part of the
substitution search. For instance, the rules of ConSerts M or other requirements
could be encoded in Prolog and thus considered during the search.
Related approaches that are not discussed within this work are fault prevention (keep the
system healthy, e.g., by avoiding failures or predictive maintenance), fault diagnosis (find
the source of the fault), and maintenance (cf. offline recovery). Nevertheless, implicit
redundancy can be exploited in this area too. For instance, a service may use a relevant
part of the knowledge base to compare its input against available substitutions to avoid
an error (cf. runtime enforcement [17]).
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CHAPTER

A Roadmap Toward the Resilient
Internet of Things for
Cyber-Physical Systems

Abstract. The Internet of Things (IoT) is a ubiquitous system connecting many different
devices — the things — which can be accessed from the distance. The cyber-physical
systems (CPS) monitor and control the things from the distance. As a result, the concepts
of dependability and security get deeply intertwined. The increasing level of dynamicity,
heterogeneity, and complexity adds to the system’s vulnerability, and challenges its ability
to react to faults. This paper summarizes state-of-the-art of existing work on anomaly
detection, fault-tolerance and self-healing, and adds a number of other methods applicable
to achieve resilience in an IoT. We particularly focus on non-intrusive methods ensuring
data integrity in the network. Furthermore, this paper presents the main challenges in
building a resilient IoT for CPS which is crucial in the era of smart CPS with enhanced
connectivity (an excellent example of such a system is connected autonomous vehicles).
It further summarizes our solutions, work-in-progress and future work to this topic to
enable “Trustworthy IoT for CPS”. Finally, this framework is illustrated on a selected
use case: A smart sensor infrastructure in the transport domain.

Keywords. Anomaly Detection, Cyber-Physical Systems (CPS), Internet of Things
(IoT), Monitoring, Resilience, Long-Term Dependability and Security, Self-Adaptation,
Self-Healing.

The content of this chapter has been published: D. Ratasich, F. Khalid, F. Geissler, R. Grosu,
M. Shafique, and E. Bartocci. A Roadmap Toward the Resilient Internet of Things for Cyber-Physical
Systems. IEEE Access, 7(1):13260-132883, Jan. 2019. DOI: 10.1109/ACCESS.2019.2891969. Licensed
under CC BY 3.0.
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CHAPTER

A Self-Healing Framework for
Building Resilient Cyber-Physical
Systems

Abstract. Self-healing is an increasingly popular approach to ensure resiliency, that is,
a proper adaptation to failures and attacks, in cyber-physical systems (CPS). A very
promising way of achieving self-healing is through structural adaptation (SHSA), by
adding and removing components, or even by changing their interaction, at runtime.
SHSA has to be enabled and supported by the underlying platform, in order to minimize
undesired interference during components exchange and to reduce the complexity of the
application components. In this paper, we discuss architectural requirements and design
decisions which enable SHSA in CPS. We propose a platform that facilitates structural
adaptation and demonstrate its capabilities on an example from the automotive domain:
a fault-tolerant system that estimates the state-of-charge (SoC) of the battery. The
SHSA support of the SoC estimator is enhanced through the existence of an ontology,
capturing the interrelations among the components and using this information at runtime
for reconfiguration. Finally, we demonstrate the efficiency of our SHSA framework by
deploying it in a real-world CPS prototype of a rover under sensor failure.

The content of this chapter has been published: D. Ratasich, O. Héftberger, H. Isakovic, M. Shafique,
and R. Grosu. A Self-Healing Framework for Building Resilient Cyber-Physical Systems. In 2017 IEEE
20th International Symposium on Real-Time Distributed Computing (ISORC), pages 133-140, May 2017.
DOI: 10.1109/ISORC.2017.7.
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CHAPTER

Generic Sensor Fusion Package

for ROS

Abstract. Sensor fusion combines multiple sensor measurements to improve a controller’s
knowledge about the internal state of an observed physical environment. Many such
sensor fusion techniques exist and have been implemented for the Robot Operating
System (ROS). However, they often have been developed for specific applications and
cannot be easily reused for other applications. Reasons are the use of application-specific,
partly undocumented interfaces, and the often limited reconfigurability caused by a tight
coupling of the implementation to an application-specific purpose. Our approach is
based on the concept of a fusion node which provides a configurable sensor fusion service
with a generic interface. Fusion nodes can be interconnected to combine several sensor
fusion techniques, can be attached to any single-dimension value sensor, can handle
asynchronous multi-rate measurements and are robust regarding indeterministic, best-
effort communication. This paper presents, to the best of our knowledge, the first generic
sensor fusion package (GSFP) for ROS which collects various exemplary sensor fusion
methods implemented as fusion nodes. We demonstrate the feasibility of our package
in a small test application. Main benefits of our contribution are the developed ROS
package’s independence regarding specific sensors or applications, the easy integration of
configurable fusion nodes in existing applications, and the composition of fusion nodes to
realize complex sensor fusion scenarios.

The content of this chapter has been published: D. Ratasich, B. Frémel, O. Héftberger and R. Grosu.
Generic Sensor Fusion Package for ROS. In 2015 IEEE/RSJ International Conference on Intelligent
Robots and Systems (IROS), pages 286-291, Sept. 2015. DOI: 10.1109/IR0OS.2015.7353387.
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CHAPTER

Adaptive Fault Detection
Exploiting Redundancy with
Uncertainties in Space and Time

Abstract. The Internet of Things (IoT) connects millions of devices of different cyber-
physical systems (CPSs) providing the CPSs additional (implicit) redundancy during
runtime. However, the increasing level of dynamicity, heterogeneity, and complexity adds
to the system’s vulnerability, and challenges its ability to react to faults. Self-healing is
an increasingly popular approach for ensuring resilience, that is, a proper monitoring
and recovery, in CPSs. This work encodes and searches an adaptive knowledge base
in Prolog/ProbLog that models relations among system variables given that certain
implicit redundancy exists in the system. We exploit the redundancy represented in our
knowledge base to generate adaptive runtime monitors which compare related signals by
considering uncertainties in space and time. This enables the comparison of uncertain,
asynchronous, multi-rate and delayed measurements. The monitor is used to trigger the
recovery process of a self-healing mechanism. We demonstrate our approach by deploying
it in a real-world CPS prototype of a rover whose sensors are susceptible to failure.

Keywords. Fault Detection, Self-Healing, Cyber-Physical Systems, Redundancy Model,
Observation Model

The content of this chapter has been published: D. Ratasich, M. Platzer, R. Grosu, E. Bartocci.
Adaptive Fault Detection Exploiting Redundancy with Uncertainties in Space and Time. In 2019 IEEE 13th
International Conference on Self-Adaptive and Self-Organizing Systems (SASO), pages 23-82, June 2019.
DOI: 10.1109/SAS0.2019.00013.
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CHAPTER

Self-Healing by Property-Guided
Structural Adaptation

Abstract. Self-healing is an increasingly popular approach ensuring resiliency, that
is, a proper adaptation to failures, in cyber-physical systems (CPS). A very promising
way of achieving self-healing is through structural adaptation (SHSA), by replacing a
failed component with a substitute component. We present a knowledge base modeling
relations among system variables given that certain implicit redundancy exists in the
system and show how to extract a substitute from that knowledge base using guided
search. The result of our search, i.e., the substitute, is optimal w.r.t. a user-defined utility
function considering properties of the system variables (e.g., accuracy). We demonstrate
our approach - Self-Healing by Property-Guided Structural Adaptation (SH-PGSA) - by
deploying it in a real-world CPS prototype of a rover whose sensors are susceptible to
failure. We further show the increased runtime performance to find the optimal substitute
by comparing it to related work.

The content of this chapter has been published: D. Ratasich, T. Preindl, K. Selyunin, and R.
Grosu. Self-healing by property-guided structural adaptation. In 2018 IEEE Industrial Cyber-Physical
Systems (ICPS), pages 199-205, May 2018. DOI: 10.1109/ICPHYS.2018.8387659.
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CHAPTER

Runtime Safety Assurance for
Adaptive Cyber-Physical Systems:
ConSerts M and Ontology-Based
Runtime Reconfiguration Applied
to an Automotive Case Study

Abstract. Cyber-Physical Systems (CPS) provide their functionality by the interaction
of various subsystems. CPS usually operate in uncertain environments and are often
safety-critical. The constituent systems are developed by different stakeholders, who — in
most cases — cannot fully know the composing parts at development time. Furthermore, a
CPS may reconfigure itself during runtime, for instance in order to adapt to current needs
or to handle failures. The information needed for safety assurance is only available at
composition or reconfiguration time. To tackle this assurance issue, the authors propose
a set of contracts to describe components’ safety attributes. The contracts are used to
verify the safety robustness of the parts and build a safety case at runtime. The approach
is applied to a use case in the automotive domain to illustrate the concepts. In particular,
the authors demonstrate safety assurance at upgrade and reconfiguration on the example
of ontology-based runtime reconfiguration (ORR). ORR substitutes a failed service by
exploiting the implicit redundancy of a system.

The content of this chapter has been published: T. Amorim, D. Ratasich, G. Macher, A. Ruiz,
D. Schneider, M. Driussi and R. Grosu. Runtime Safety Assurance for Adaptive Cyber-Physical Systems:
ConSerts M and Ontology-Based Runtime Reconfiguration Applied to an Automotive Case Study. In
N. Druml, A. Genser, A. Krieg, M. Menghin and A. Hoeller (Eds.), Solutions for Cyber-Physical Systems
Ubiquity, pages 137-168, IGI Global, 2018. DOT: 10.4018/978-1-5225-2845-6.ch006.
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