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Abstract

The Thorium isotope 229Th exhibits the lowest groundstate doublet of all known
nuclei (7,8(5) eV resp. 159nm). It was thus suggested to employ this excitation as
an ‘atomic clock’. Experimentally one uses a CaF2 single crystal which becomes
doped with Th. It is assumed that Th occupies a Ca site, however, due to the
different valence (Th is 4+ and Ca is 2+) there must be 2 additional compensation
charges present to maintain the insulating state. In the present Masters thesis ab-
initio calculations were performed to simulate the experimental assumptions and to
verify them. It was studied which lattice site are really occupied by Th and which
type of compensation actually occurs. It was shown that the energetically most
reasonable compensation is provided if 2 additional F ions are present, moreover
also the crystallographic positions of these compensation charges were determined.
Further studies concerned the simulation of various impurities which can occur
during the crystal growth. It was shown that oxygen impurities lead to additional
electronic states in the insulating gap, which would hinder optical exitations of the
Th nucleus.
Results were published in ‘229 Thorium-doped calcium fluoride for nuclear laser

spectroscopy’ [20].



Kurzfassung

Das Thorium Isotop 229Th zeigt mit 7,8(5) eV entspr. 159nm das niedrigste
Grundzustands- dublett aller bekannten Kerne. Es wurde daher vorgeschlagen
diese Anregung als ’atomic clock’ zu verwenden. Experimentell verwendet man
einen CaF2 Einkristall, der mit Th dotiert wird. Dabei geht man davon aus,
dass Th die Ca Positionen besetzt und dass, aufgrund der der Valenz 4+ (Ca hat
2+) noch zwei zusätzliche Kompensationsladungen vorhanden sein müssen um
den isolierenden Zustand zu erhalten. Die Aufgabe der Diplomarbeit war es nun
diese experimentelle Situation in einer ab-initio Rechnung zu überprüfen. Dabei
wurde untersucht welche Gitterplätze Th tatsächlich einnimmt, wo die Kompens-
ationsladungen sitzen und welche Art von Kompensation in Frage kommt. Es
konnte gezeigt werden, dass die energetisch günstigste Variante der Einbau von 2
zusätzlichen Fluor Atomen ist, dabei wurden auch die energetisch günstigsten Git-
terplätze für die F Atome bestimmt. Weitere Untersuchungen befassten sich mit
der Simulation von diversen Verunreinigungen, die im Produktionsprozess auftre-
ten können. Dabei konnte gezeigt werden, dass Verunreinigungen mit Sauerstoff zu
zusätzlichen elektronischen Zuständen in der Mitte des isolierenden gaps führen,
die eine optische Anregung des gewünschten Th Überganges verhindern würden.
Die Ergebnisse wurde publiziert in ‘229 Thorium-doped calcium fluoride for

nuclear laser spectroscopy’ [20].
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1. Introduction

1.1. Motivation Atomic Clock

The goal of the project is building a more precise and complete new kind of atomic
clock. There are many applications for an accurate atomic clock today. For ex-
ample all satellite navigation systems (like GPS, GLONASS, GALLILEO) need
atomic clocks in its satellites to localize a gps-receivers[98]. With more accurate
atomic clocks, the precision could be increased further. Another possible applica-
tion would be to check if any drifts of fundamental constants, like the fine structure
constant can be measured [97, 22, 76]. Todays frequency standards have an rel-
ative uncertainty below 1× 10−15. The most accurate clocks today are accurate
to -17th. Building better clocks becomes increasingly difficult since external fields
and motion shifts are a limiting factor beside the line width of the transitions[14].
Since all atomic clocks till today use ionic atoms held in place by some electro
magnetic fields in an ionic trap or their flight in an electro magnetic path is anal-
ysed. Peik and Tamm suggested in 2003 that the 229Th isotope could be used for
building an nuclear atomic clock, since has the lowest known ground state doublet
(≈ 7.8(5) eV/159 nm [7]) of all isotopes. The advantage in using the optical trans-
itions of the atomic nucleus instead of similar transitions of the electronic shell is
that the nucleus is shielded by the electrons from external fields.
There have been two kind of approaches suggested. The first was using an ionic

trap to hold the Thorium isotope as was suggested by Campbell et al. from the
Georgia Institute of Technology who estimate the precision of a Th3+ clock [13,
14]. They propose to cool the 229Th3+ via sympathetic cooling with 232Th in a
linear rf trap.
The other approach is to dope a clear crystal with Thorium. There have been

several possible host crystals which are transparent in the vacuum-ultra-violet
(VUV) regime studied [26, 77]. The LiCaF crystal (LiCaAlF6) hast been identified
as a promising canditate by [77, 37]. The other extensively studied crystal is
CaF2[39, 40], which is evaluated by the group of Prof. Thorsten Schumm, Vienna
University of Technology. He suggested this thesis to improve the understanding of
the crystalline electronic properties of a thorium doped CaF2 crystal. This thesis
should determine the crystal structure of the doped crystal and whether it remains
transparent in the VUV range.
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1.2. Bandgap problem

A crystal is transparent if the bandgap is larger than the photon energy. The
question is if the bandgap of Thorium doped CaF2 remains larger than the ≈
7.8(5) eV (≈ 159 nm) necessary to excite the 229Th.
There are several different definitions what a band-gap is in solid state. The

quasi-particle gap (also called: fundamental or physical gap) is the difference
between the ionization energy I and the electron affinity A. The ionization energy
I is defined as EN −EN−1 and the electron affinity A as EN −EN+1. These ener-
gies can be measured experimentally. The optical gap is the energy necessary for
excitation of electrons resulting in optical absorption. The most common defini-
tion is the difference between the highest occupied molecular orbit (HOMO) and
the lowest unoccupied molecular orbit (LUMO). This is called the HOMO-LUMO
gap (also: orbital-energy, single-particle or one-electron gap). Although in crystals
the correct name would be HOCO (highest occupied crystal orbital) and LUCO
(lowest unoccupied crystal orbital), the term HOMO-LUMO gap is more common.
These gaps are not identical. Usually the HOMO-LUMO gap is below the quasi-
particle gap and the quasi-particle gap is larger than the optical gap by the exciton
shift.[19] ‘Experimentally, the difference between optical and fundamental gap is
very small in semiconductors but significant in insulators.’[11]
In DFT calculations the HOMO-LUMO gap of the non-interacting particles is

an approximation of the HOMO-LUMO gap of the interacting electrons.
There are direct and indirect band gaps. The direct band gap is the (smallest)

difference between conduction and valence band at the same point in k-space, while
the indirect is just the difference between the highest energy of the conduction and
the lowest energy of the valence band, not necessarily at the same k-vector. The
reported band gap of pure calcium fluorite is about 12 eV (direct 12.1 eV/indirect
11.8 eV[80], 11.8 eV @268 K & 12.0 eV @15 K [96]).
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2. Method

2.1. Density functional theory (DFT)

The electronic properties of doped CaF2 were calculated by applying density
functional theory (DFT). The implementation of the projector augmented-wave
method (PAW) in the Vienna Ab initio Simulation Package (VASP) was used.
Several papers on this topic can be recommended to the reader. A very short in-
troduction of the basic ideas of density functional theory, using an analogue from
statistical mechanics, is the paper ‘Density functional theory: An introduction’ [1].
Although it is only 11 pages long it gives an rough introduction on undergraduate
level. A longer paper (44 pages) on DFT and different implementations is ‘Theory
and Practice of Density-Functional Theory’ [10] by Blöchl. In this chapter the
most important points of this paper are summarized. A more in-depth discussion
of density functional theory can be found in the book The ABC of DFT [12] (200
pages).

2.1.1. DFT-Theory

Density functional theory is based on a paper by Hohenberg and Kohn[32]. It
proves that a functional H[n] = Ekin[n] + Epot[n] exists, which only depends on
the density n(~r) and is minimized by the groundstate density of the system. Kohn
and Sham showed that a fictitious system of non interacting electrons with the
same density can be used to solve the many body problem [43].
This sections closely follows the paper and notation [10] by P. E. Blöchl and

summarizes the most important ideas of the density functional theory.
For N particles the Schrödinger equation in 3N dimension needs to be solved.

Even for a small number of atoms, with a couple of electrons each, the wave
function would be a gigantic amount of data. The most important force in any
solid is the electrostatic interaction between all electrons and nuclei, which is not
negligible. Nevertheless this problem of one wave function in 3N dimensions can
be mapped on N non-interacting wave functions in 3 dimension with the help of
density functional theory. While the exact mapping is too complicated for usage,
some simple and accurate approximations exists.
The electronic structure can be described using the N-particle Hamiltonian Ĥ
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in the Schrödinger equation applied to the all N-electron wave function |Ψ〉.

Ĥ =
N∑
j=1

(
−~2

2me

~∇2
j + vext(~rj)

)
+

1

2

N∑
i 6=j

e2

4πε0|~ri − ~rj|
(2.1)

The discrete spin σ can be included in the calculation and is combined with the
continuous space coordinate ~r to ~x := (~r, σ). In this notation the 4 dimensional
integral

∫
d4x denotes

∑
σ

∫
d3r. The ground state energy is defined by E =

〈Ψ|Ĥ|Ψ〉.

E =

∫
d4x1 · · ·

∫
d4xN Ψ∗(~x1, . . . , ~xN)ĤΨ(~x1, . . . , ~xN) (2.2)

This equation consist of only two types of integrals and can be expressed as

E =

∫
d4x′

∫
d4x δ(~x′ − ~x)

(
−~2

2me

~∇2 + vext(~r)

)
ρ(1)(~x, ~x′)

+
1

2

∫
d3r

∫
d3r′

e2n(2)(~r, ~r′)

4πε0|~r − ~r′|
(2.3)

using ρ(1)(~x, ~x′) and n(2)(~r, ~r′).
The one-particle reduced density matrix ρ(1)

(
~x, ~x′

)
depends on two arguments

of the same particle. It can be used to calculate one particle operators (e.g.
Ekin, Vext).

ρ(1)(~x, ~x′) := N

∫
d4x2 . . .

∫
d4xN Ψ(~x, ~x2, . . . , ~xN)Ψ∗(~x′, ~x2, . . . , ~xN) (2.4)

The orthogonal eigenstates ϕn(~r) of ρ(1) are called natural orbitals and their ei-
genvalues f̄n are their occupations.

ρ(1)(~x, ~x′) =
∑
n

f̄nϕn(~x)ϕ∗n(~x′) (2.5)

The two particle density n(2)
(
~r, ~r′

)
depends on the positions of two different

electrons. It is a measure of the interaction between two electrons.

n(2)(~r, ~r′) := N(N − 1)
∑
σ,σ′

∫
d4x3 . . .

∫
d4xN |Ψ(~x, ~x′, ~x3, . . . , ~xN)|2 (2.6)

For non interacting electrons n(2) can be approximated by

n(2)(~r, ~r′) = n(1)(~r)

[
n(1)(~r′) + h(~r, ~r′)

]
. (2.7)

h(~r, ~r′) . . . hole function

4



In this approximation the coulomb interaction can be separated into the Hartree
energy

EH :=
1

2

∫
d3r

∫
d3r′

e2n(1)(~r)n(1)(~r′)

4πε0|~r − ~r′|
(2.8)

and the potential energy of exchange and correlation

Uxc :=

∫
d3r n(1)(~r)

1

2

∫
d3r′

e2 h(~r, ~r′)

4πε0|~r − ~r′|
. (2.9)

Using the exact densities, respectively the natural orbitals ϕn(~r) of ρ(1), the
expression for the energy 2.3 can be simplified to

E =
∑
n

f̄n

∫
d4x ϕ∗n(~x)

−~2

2m
~∇2ϕn(~x) +

∫
d3r vext(~r)n

(1)(~r)

+
1

2

∫
d3r

∫
d3r′

e2n(2)(~r, ~r′)

4πε0|~r − ~r′|
. (2.10)

Nevertheless the reduced density matrix (ρ(1)) is still needed to compute the
natural orbitals (ϕn(~r)).
The kinetic energy can be approximated by the kinetic energy functional Ts[n(1)]

of non-interacting electrons with the same density as the real interacting system.

Ts[n
(1)] = min

{fn∈[0,1],|ψn〉}

{∑
n

fn

∫
d4x ψ∗n(~x)

−~2 ~∇2

2m
ψn(~x)

+

∫
d3r veff (~r)

([∑
n

fn
∑
σ

ψ∗n(~x)ψn(~x)

]
− n(1)(~r)

)
−
∑
n,m

Λm,n

(
〈ψn|ψm〉 − δn,m

)}
(2.11)

ψn (~x) . . . Kohn-Sham orbital (natural orbital of non interacting electrons)

The interaction increases both the potential and the kinetic energy. The total
exchange and correlation energy (Exc)is the potential exchange and correlation
energy (Uxc)plus the difference between the interacting kinetic Energy (Ekin) and
non interacting kinetic Energy (Ts).

Exc = Uxc +
∑
n

f̄n

∫
d4x ϕ∗n(~x)

−~2

2m
~∇2ϕn(~x)− Ts[n(1)] . (2.12)
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Note that Exc uses natural orbitals (ϕn(~x)) and their occupation (f̄n) of interacting
electrons, while Ts is defined in terms of non-interacting electrons (ψn(~x), fn).
The total energy is defined:

E = min
|Φ〉,{|ψn〉,fn∈[0,1]}

{∑
n

fn

∫
d4x ψ∗n(~x)

−~2

2m
~∇2ψn(~x) (2.13)

+

∫
d3r veff (~r)

([∑
n

fn
∑
σ

ψ∗n(~x)ψn(~x)

]
− n(~r)

)
+

∫
d3r vext(~r)n

(1)(~r)

+
1

2

∫
d3r

∫
d3r′

e2n(1)(~r)n(1)(~r′)

4πε0|~r − ~r′|
+ Exc −

∑
n,m

Λm,n

(
〈ψn|ψm〉 − δn,m

)}
It can be shown that Exc can be defined only depending on the one particle

density (n(1)(~r)) [10, ,p.10]
The total energy can be minimized with the respect to the Kohn-Sham wave

functions (ψn(~x)), their occupations (fn) and the one particle density (n(1)(~r)),
resulting in the following equations:[

−~2

2me

~∇2 + veff (~r)− εn
]
ψn(~x) = 0 with

∫
d4x ψm(~x)ψn(~x) = δm,n

εn := Λ′n,n . . . Λ′ is Λ diagonalized

veff (~r) = vext(~r) +

∫
d3r′

e2n(1)(~r′)

4πε0|~r − ~r′|
+
δExc[n

(1)]

δn(1)(~r)
(2.14)

using n(1)(~r) =
∑
n

fn
∑
σ

ψ∗n(~x)ψn(~x)

The first equation resembles a Schrödinger equation of non-interacting electrons
and is called Kohn-Sham equation[43]. The equations (2.14) are a set of coupled
equations, which can be solved in a self consistency cycle. With the resulting
electron density the total energy can be computed.
While the Kohn-Sham orbitals (ψn(~x)) and their occupations used to calculate

the energy resemble the ground state density in principle exactly, they are not
identical with the real many-body wave function of interacting electrons. Only the
ground state properties that can be extracted from the density are known to be
exact.
There is little theoretical backing that other non-ground state properties, like

the band gap, calculated with Kohn-Sham orbitals are correct. Since the band
gap is effectively the difference between two eigenvalues it is in principle because
strictly speaking the individuell eigenvalues have no physical relevance. While
the sum over the occupied eigenvalues yields the right contribution to the ground
state energy, the individuel eigenvalue has no physical meaning. However it is
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found that the occupied eigenvalues yield a reasonable describtion of the electronic
structure, which of course depends on the applied approximation of Exchange and
Correlation. Concerning the band gap it is known that standard LDA grossly
underestimates the gap, a problem that is improved by the application of hybrid
functionals.

2.1.2. Density functionals

The density functional theory (DFT), that was presented in the last subsec-
tion 2.1.1, is theoretically exact, but the exchange and correlation Energy func-
tional (Exc[n(1)]) is unknown. The Exc[n(1)] functional has been approximated
using several techniques and the parameters of the functionals have been fitted to
sets of benchmark systems or computed using theoretical models and simulations.

LDA

In the local density approximation (LDA) the functional only depends on the local
value of the density n(1). The Exc is approximated by that of an uniform electron
gas and a constant background charge[19]. Although in a real molecule or solid
the density various a lot, it works surprisingly well. One cause for that is that
the Exc obeys sum rules so that it depends only on the spherical average of the
exchange and correlation hole (h(~r)). The calculations usually show a strong over-
binding [10]. “LDA calculations are known for dramatic underestimates of the
width of the band gaps.”[103] If the calculation includes the spin, it is usually
known as local spin density approximation (LSDA).
The calculated bandgap of pure CaF2 using LDA is 7.461 eV.

GGA (e.g. PBE)

Improving the results using the next term of the Taylor expansion of the local
density, namely the gradient, fails because the sum rules were violated. Becke
suggested a dimensionless reduced gradient g = ∇n

n
4
3
. This generalised gradient is

largest not near the nucleus but at the tail of the wave function. Using this in an
enhancement factor the over-binding can be reduced. “Density functional theory
with LSDA or GGA functionals includes self-exchange and self-correlation, both
of which are unphysical. As a consequence such functionals tend to predict too
small a HOMO-LUMO gap in molecules or too small a band gap in solids.”[19,
p.10759]
The most widely used functional by Perdew, Burke and Ernzerhof (PBE)[65] is

EPBE
xc =

∫
d3r nεunifx (n)Fx

(
|∇n|
2kfn

, . . .

)
(2.15)
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The bandgap of pure CaF2 using PBE is 7.115 eV.

Hybrid Functionals (e.g. HSE)

Since band gaps are underestimated by DFT and overestimated by Hartree Fock
calculations (direct 20.77 eV [17] / indirect 20.43 eV [85]), some kind of interpol-
ation improves the result. This is the basic idea behind hybrid functionals. The
DFT-exchange energy is partly replaced by the exact (Hartree Fock) exchange
EHF

x . The exact exchange doesn’t include the self-exchange error and reduces the
corresponding error[19].

EHF
x = −1

2

∑
m,n

f̄mf̄n

∫
d4x

∫
d4x′

e2ψ∗m(~x)ψn(~x)ψ∗n(~x′)ψm(~x′)

4πε0|~r − ~r′|
(2.16)

Perdew suggested for example to use 3
4
EGGA
X and 1

4
EHF
x . It can be theoretically

justified that one quarter is the best fraction of exact exchange for GGA-based Hy-
brid functionals.[66] “In the hybrid of the local spin-density approximation (LSDA),
as much as 50% of Hartree-Fock exchange is needed to obtain acceptable thermo-
chemistry.”[100] In solids the exchange is quickly screened and cancels with the
correlation energy. This is already taken into account in LDA. Cutting of the
long range part of EHF

x improve the results further and reduces the computational
effort. The Heyd-Scuseria-Ernzerhof (HSE) functional[31, 28, 30, 48] applied in
this work uses this approach. The used functional variant is called HSE06 [48]
and includes an corrected parameter of the original HSE03 functional [28, 30, 31].
Both functionals yield relatively similar results. In this paper with HSE always
the HSE06 variant is meant. Some cited paper used the original HSE03 version,
which is always mentioned in the context and only used as a general benchmark for
screened hybrid functionals. For the range separation the error function is used.

1

r
=

erfc(ωr)

r︸ ︷︷ ︸
short range (SR)

+
erf(ωr)

r︸ ︷︷ ︸
long range (LR)

(2.17)

The exchange functional using a = 1
4
is

EHSE
xc = aEHF,SR

x (ω) + (1− a)EPBE,SR
x (ω) + EPBE,LR

x (ω) + EPBE
c . (2.18)

The HSE binding energies and band gaps are much more accurate than the ones
calculated with GGA. “For large-gap systems the HSE03 functional still seriously
underestimates the bandgaps, whereas for metals the bandgap seems to be slightly
overestimated.”[62] “Only for large gap insulators, hybrid functionals do not yield
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satisfactory results, essentially because one quarter of the exact exchange is insuf-
ficient to recover the correct band gap.”1[81] The calculation of the exact exchange
energy (EHF

X ) is computationally demanding and takes 2-4 times longer than the
GGA calculation.[29]2
The bandgap of pure CaF2 using HSE06 is 9.079 eV
A very popular hybrid functional is B3LYP3[92, 27, 82], whose parameters have

been fitted to a set of simple molecules and it doesn’t cut off the EHF
X . However

it was showen that this functional fails for all kinds of metals [61]. “On the other
hand, for large gap systems, with well localized electrons, the agreement with
experiment ... is reasonable.” [61] Another paper claims that the B3PW91 and
the similar B3LYP describes pure calcium fluoride the best [85]. “The hybrid
B3PW functional has been proved to yield remarkably accurate electronic and
geometrical structures for CaF2 and BaF2 crystals ...”[86] The indirect bandgap
of pure calcium fluoride has been claimed to be 10.68 eV (B3PW) and 10.57 eV
(B3BLYP).

EB3LYP
xc =a0E

exact
x + (1− a0)ELDA

x + ax∆E
B88
x +

+ (1− ac)EVWN
c + acE

LYP
c

[82] (2.19)

The bandgap of the undopped CaF2 using B3LYP is 9.15 eV which is slightly
higher than the HSE06 calculation. The overall results are almost the same as the
HSE calculations for all calculated variants.

Used functionals

Since the exact exchange and correlation energy functional (Exc) is completely
unknown and some approximations in the calculation are applied, choosing the
“right” functional is difficult. The quantitative and qualitative error of each func-
tional varies depending on the material and the physical properties of interest
(lattice constant, bandgap, ...) [19]. Functionals usually include parameters which
are either set according to theory or empirically fitted to a set of benchmark cal-
culations (e.g. B3LYP). It might be tempting to test many functionals against or
fit the parameters to experimental data. Although this would improve the error
of one calculated physical property of one material, it might worsen the results of
other properties or other similar materials. It is generally recommended to choose

1This citation refers to HSE06 and HSEsol which is based on PBEsol[68, 67] instead of PBE.
HSEsol[81] and PBEsol are specifically modified to describe solids. The HSEsol yields improved
results on lattice constants and atomization energies and comparable bandgaps compared with
HSE06

2This is based on an evaluation of 21 solids (metals, semiconductors, insulators) with HSE03,
but the computational effort doesn’t change with the newer version HSE06

3Becke88 exchange 3-parameter Lee-Yang-Parr-correlation
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one functional with a good performance for similar materials and in general. This
functional should be used through all analysis. Only results obtained with the
same functional should be compared with each other.
Initially the idea was to use PBE (GGA) as a good pure DFT functional for

testing the setup and computationally demanding structure optimisations.
The hybrid HSE functional (based on PBE and EHF

x ) would then be used to
compute the physical properties as accurately as possible.
The overall error is probably so large because of the huge bandgap of CaF2 [62].

The B3LYP (direct/indirect) CaF2 bandgap (10.85 eV/ 10.6 eV in the paper [85]
is 1 eV closer to the experimental value than our HSE results. For that reason the
calculations have been repeated with an experimental implementation of B3LYP
in VASP. B3PW91 the best functional in the paper is not (at least officially)
supported by VASP, but B3LYP gave relative similar results in [85]. The bandgap
doesn’t improve very much (9.15 eV). The B3LYP internal parameters are fitted
to simple molecules and not solids. The B3LYP implementation in VASP is only
experimentally and one should stick with the initially chosen functional. Therefore
only the HSE06 hybrid results are included in the final discussion. The HSEsol[81]
functional would be another reasonable choice but was not officially supported
by VASP at the beginning of this study. It would be expected that the error
in the lattice constant is significantly reduced. The errors of the ground state
energies would also be reduced, but the bandgap of large gap system is still about
as accurate as HSE06.
In general the hybrid functionals tend to calculate the band-gap accurately for

small to medium gap insulators and predict to small band-gaps for large gap
insulators. This is no real concern to us, since we only need to estimate if the
optical gap of doped Th:CaF2 is larger than 7.8(5) eV. Since the prediction of
the bandgap are usually at least 10 percent too small for large gap insulators, the
computed bandgaps are probably a reliable lower boundary for the optical gap.

2.1.3. Projector Augmented Wave (PAW)

DFT is theoretically exact, except of the unknown exchange and correlation en-
ergy Exc. While DFT is a huge simplification of the computational problem, its
implementation is still very complicated and some additional approximation are
needed. One difficulty is the representation of the electron wave functions. In the
core regions the wave function has many nodes and large amplitudes but is very
stiff and doesn’t depend much on the chemical environment. Outside the core
region the wave function has no nodes and is influenced by the bonding. In the
core region some radial wave function with a large basis set is needed to represent
the wave function while in the overlapping bonding region a plane wave expansion
with a smaller basis set would be better. Several strategies have been developed
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to efficiently represent the wave function.
The muffin-tin approximation uses two kind of representations. In spheres

around each core spherical symmetric wave functions and between the spheres
plane waves are used. The junction between them has to be continuous. Various
methods use this approach like the augmented plane wave (APW) method and the
linear muffin-tin orbital (LMTO) method.
Another approximation is the pseudopotential method. Since the core electrons

are not affected by chemical bonds, only valence electrons are important and in-
cluded in the computation in an effective potential. The potential is modified
to include the core repulsion and that the valence wave functions are node-less.
Outside the cutoff radius the potential and the wave functions are identical with
the real ones. If the wave functions have the same norm than the original ones,
the potential is called norm conserving pseudopotential. If that is not the case
ultra soft pseudo potentials are used and augmentation charges must be added.
Because of the less rapid oscillations and the smoother waves, pseudo potential
wave functions can be represented by plane waves using a small basis set. The
pseudopotentials are usually precomputed and taken from a database.
The projector augmented wave method (PAW) was developed by Blöchl [9]. It

uses combination of the previous mentioned ideas. The true wave functions are
mapped onto auxiliary wave functions (equivalent to the pseudo wave functions)
that are constructed numerically convenient. The advantage is the known trans-
formation operator. It contains the difference between the local true wave function
and the local auxiliary wave function in the core region. Expectation values can
be evaluated either using the transformed operator and the auxiliary wave func-
tions or the reconstructed true wave functions. Similar the total energy can be
evaluated. Because of the energy and potential independent basis set forces can
be calculated using the Car-Parrinello method[16].
The frozen core approximation is used. The core electrons are shielded by valence

electrons and are not influenced by chemical binding. So the wave function in a
core region within the augmentation sphere can be treated constant.
Blöchl claims that his method since the all electron wave function can be re-

constructed, gives access to the full charge and spin density. This is necessary for
computing the hyperfine parameters. The comparison with experiments is often
the only possibility to determine the exact atomic structure[10].

2.2. VASP

We employ the Vienna ab initio simulation package (VASP 5.2 / 5.3.4) method as
devised by Kresse and Furthmüller [46]. Since for semiconductors and insulators
there are well known deficiencies of the local spin density approximation (LSDA) or
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the spin-polarized generalized gradient approximation (SGGA) in determining the
proper gap size [49, 3, 21] and the position of the impurity states[101] we perform
our calculations using the hybrid Hartree-Fock density functionals in the HSE06
version.[31, 30] To reduce the computation time we relax the cell size and the ionic
positions within a PBE [65] calculation. After convergence we keep these relaxed
coordinates and change to the HSE functional. The geometries were relaxed until
all force components were less than 0.01 eV/Å. All results are obtained use the
projector augmented plane wave method[9, 47] by explicitly treating 12 valence
states for Th (6s2, 6p6, 7s2, 6d2), 8 valence states for Ca (3p6, 4s2), 7 valence
states for F (2s2, 2p5), 6 valence states for O (2s2, 2p4) and 7 valence states for
Na (2p6, 3s1) respectively. The PAW-potentials supplied with the VASP program
were used[47]. In order to avoid Pulay stress and related problems, plane waves
up to a cutoff energy of 500 eV were included in the basis set. The Brillouin zone
integration was performed over a 2×2×2 Γ-centered Monkhorst-Pack k-mesh with
a Gaussian broadening of 0.02 eV. The total energy was converged to 1× 10−6 eV.

2.3. VSC-2

All calculations were performed on the Vienna Scientific Cluster 2 (VSC-2)[18]
consisting of 1.314 nodes with two AMD Opteron 6132 HE 8-core Processors.
Most calculations have been performed using 64 or 128 cores (8/16 nodes). The
VASP program was compiled using the ELPA (Eigenvalue soLvers for Petaflop
Applications)[2, 53].

2.4. Used programs

The visualization of all crystal structures was done using VESTA 3 [58]4. The dens-
ity of states was read using ASE (atomic simulation environment python modul)[4]
and the DOS-plots were created using the matplotlib python library [35] by a py-
thon script. The Bibliography was organized using Jabref [36].

4http://jp-minerals.org/vesta/en/
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3. Calcium Fluoride Host Crystal

This chapter describes calcium fluoride and why it was chosen as a hostcrystal.
The first sections give an overview of the properties and structure of CaF2 . In the
next section the most common defects and impurities are described. Finally the
general doping mechanisms and the special properties of thorium are explained.
This chapter except the last section (3.5) follows the chapter 2 of the thesis by
Huisinga [34].

3.1. CaF2 properties

CaF2 is an ionic crystal, with divalent calcium cations (Ca2+) and monovalent
fluoride anions (F– ). It has fluorite structure, which is a simple cubic lattice of F–

ions with an additional Ca2+ ion in the center of every other cube. The melting
point has been reported at about 1696 K [44]. It is important to know that the
specific heat has a broad peak at 1420 K. This is a sign of the partial melting of
the anion sublattice. At high temperatures the F– ions start hopping in the Ca-
lattice[99]. CaF2 is a large gap isolator with a bandgap of about 12 eV (11.8 eV
@268 K, 12.0 eV @15 K [96] / direct 12.1 eV, indirect 11.8 eV [80]).
It occurs in nature in the fluorite (or fluorspar) mineral. Fluorescence is caused

by common rare earth impurities in fluorite mineral and was named after it [93].
It is used for example for optical lenses, as flux in metallurgy and to produce
fluorine and hydrogen fluoride. Pure calcium fluoride is transparent from the
infra-red to the vacuum ultra violet (vuv) wavelengths. "Calcium fluoride is used
for optics in the whole range of the spectrum, but is irreplaceable at the extreme
edges.“[78] Using very pure calcium fluoride crystals with scavenger additions the
short wavelength cutoff is about 125 nm [83]. ‘However the most demanding applic-
ation for CaF2 is DUV optical micro-lithography, where CaF2 is a key lens mater-
ial.’[78] A lot of research has been done for optical lithography used in chip produc-
tion and it might become even more important in the future. Today the standard
for optical lithography are ArF excimer lasers with a wavelength of 193 nm, there
was some intense research to replace this with 157 nm-technology, which produc-
tion use was postponed till today. The resolution of the ArF laser process was
increased with immersion lithography and double/quad-pattering. [78] Recently
Samsung has announced finally to start 7 nm process using DUV lithography in
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Figure 3.1.: Structure of calcium fluoride showing the decorated primitive fcc unit
cell. The atoms are shown calcium in blue, fluoride in orange.(for the
legend see Figure A.1)

2017. For DUV application CaF2 is the exclusive lens material.
As a consequence the defects and excitations in the uv-range (especially 193 nm

have been studied by various authors. While the Th nuclear excitation at 7.8(5) eV
(≈ 163 nm) is at a lower wavelength, the studies of the ultraviolet and vacuum
ultraviolet range are still very useful. The thesis [78] by Rix describes laser induced
colour centres after long (several months), high intensity (1 J/m2) 193 nm laser
radiation. The Th excitation has lower wavelength (163 nm), which increases the
energy of the photons. This induces colour centres and defects even after short
radiation, if the intensity is large enough.

3.2. CaF2 structure

CaF2 is the prototype of an fluorite crystal structure. The fluorite structure in
general has two kinds of realizations X2+F –

2 (e.g. CaF2, SrF2, BaF2, CdF2, HgF2
and PbF2) and X4+O2+ (e.g. ThO2, UO2). Also the so called anti fluorite structure
A +

2 B2– with anion and cation exchanged exists (e.g. Li2O, Li2S, Na2O, Na2S,
K2O, K2S, Rb2O and Rb2S). Fluorite is isometric. It has the Pearson symbol
cF12 and the space group Fm3m, No. 225. The structure is a decorated fcc
(face-centred-cubic) calcium lattice with additional fluorine ions. The lattice is
fairly simple with a primitive unit cell consisting of only 3 ions. Visualising and
understanding the crystal structure and its symmetry is essential. Several different
unit cells and super cells will be used for the calculations and explanations. The
experimental lattice constant is reported as 5.4630Å[102, 85] and 5.4631(4)Å [91].
In Figure 3.1 the decorated primitive fcc unit cell is shown. This unit cell consist

of 3 ions (1 Ca2+, 2 F– ). Only the parts of the ions inside the cell (black lines)
are counted. Since the primitive unit cell is the smallest possible unit cell it was
used in all the calculations. For doped variants or comparison with them super
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Figure 3.2.: Structure of calcium fluoride showing the decorated conventional fcc
unit cell.

cells consisting of 3x3x3 primitive unit cells (27 formula units/81 atoms) are used
in all calculations (see Figure 3.5).
In Figure 3.2 the decorated conventional fcc unit cell is shown. This unit cell

consist of 6 ions (2 Ca2+, 4 F– ). This picture is used to describe the fluorite
structure and the manipulation of the cell during the doping an the charge com-
pensation mechanism. A comparison between primitive and conventional unit cell
is shown in Figure 3.3.
In Figure 3.4 the decorated conventional fcc unit cell with an additional layer of

fluorine is shown. In this figure it is visible that the fluorite structure is a simple
cubic lattice of F– ions with an additional Ca2+ ion in the center of every other
cube. This is probably the simplest description of the lattice type. Mind that this
figure Figure 3.4 is not showing a periodic unit cell, but an arbitrary part of the
crystal. The empty half of the F– cubes contains hollow sites. These sites are
important for defects and diffusion processes.
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Figure 3.3.: Structure of calcium fluoride showing the decorated conventional fcc
unit cell in comparison with the decorated primitive fcc unit cell. The
bonds of the Ca and F sublattice are shown. The blue cross in the
centre connects the same calcium ions in both cases, this helps to see
which part of the conventional unit cell is part of the primitive unit
cell.
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Figure 3.4.: Structure of calcium fluoride showing the decorated conventional fcc
unit cell with an additional layer of fluorine ions. Fluorite has a simple
cubic lattice of F– ions with an additional Ca2+ ion in the center of
every second cube.

17



3.3. CaF2 surface

The surface of calcium fluoride has not been investigated at all. Nevertheless it
might be an important component of laser damage. The surface treatment has
a large influence on the ablation and damage behaviour after nanosecond single
shot UV-laser (248 nm/5 eV) radiation. Polished surfaces have ablation thresholds
between 20 J cm−1 and 40 J cm−1. Cleaved surfaces have no well defined ablation
threshold. On cleaved terraces no damage occurs, while cleavage steps are easily
damaged [75, 87].

3.4. CaF2 defects, colorcenters and impurities

This subsections is based also on chapter 3 of thesis [78]. A brief overview of
various common defect and impurities is given. These colorcenters provide an
inside about defect formation and reaction to impurities in general. Additionally
some of these defects can be created or possible excited by strong ultraviolet and
vacuum ultraviolet (laser) radiation. These defects can significantly reduce the
transmission coefficient in visible and ultraviolet regime. The defects are only
briefly described and no in depth literature review has been performed, since the
aim of this thesis is on studying impurity bands of thorium doped calcium fluoride.
Nevertheless this overview was important to perform the calculation and might be
useful for other parts of the project.
CaF2 is an ionic crystal consisting of charged cations (Ca+2 ) and anions (F– ). If

there are any vacancies, interstitials or substitutes ions this could lead to a charged
crystal. Usually the formation of some additional charge compensation defects is
energetically more likely. Of course there could be some negative charged and
positive defects apart.

3.4.1. F-center

Is a fluorine vacancy, filled by an localized electron. A half filled defect band shows
up in the band structure. The defect level lies 6.75 eV above the top of the valence
band [85]. This explains the optical absorption at 3.28 eV [78] as an excitation of
the electron in the defect band to the valence band. The name F-center derives
from the German word for colour-center (German: Farb-Zentrum). The formation
energy of the F-center can be estimated by the following equation.

∆EF = EF-center + Efluorine − Eperfect (3.1)

Depending whether for Efluorine the energy of a single fluorine atom or half of an F2
molecule is used the formation energy is estimated to 7.87 eV [85] or more recently
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to 1.35 eV [50]. This shows that the formation energy of an defect depends on the
calculation method. Since a single F-atom is not observed in nature, the second
approach is more realistic.

3.4.2. M-center

M-centres consist of two neighbouring F-centers. The energy needed for the lattice
distortion by an F-center is reduced by another nearest neighbour F-center by
about 0.43 eV [78]. The preferred relative position of the F-centers is the 100
direction [50]. The band structure is similar to the F-center but has a double
occupied defect band. The absorption bands have been reported at 2.4 eV and
3.4 eV [78].

3.4.3. R-center

Three neighbouring F-centers are called R-centers [34].

3.4.4. Ca-Colloids

More F-centers result in larger regions free of F-ions. These regions are stable
because the lattice constant of the Ca sublattice (5.46Å) is only 2.2% smaller
than that of pure Ca (fcc, 5.59Å [8]). The binding energy has been estimated as
0.586 eV per F-center [78].

3.4.5. Vk-center

It is also called self trapped hole. The Vk-center is an localized hole. The lattice
is distorted and an negative F –

2 -dimer along 100 direction is formed. The F-ions
are slightly displaced towards each other. The absorption band is 3.87 eV. This
defect is not stable at room temperature [78].

3.4.6. H-center

H-center is an F-interstitial. Several different distortions have been proposed.
Commonly an F –

2 -dimer along 111 direction has been reported [78]. DFT calcula-
tions (GGA) show an F3–

4 complex with a large lattice distortion [50]. An optical
absorption is observed at 4.0 eV. The formation energy has been calculated to
be 6.82 eV [50] (using ∆EH = −∆EF −∆EF-H). In this calculation half of an F2
molecule was used.
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3.4.7. I-center

An ionized H-center is also called I-center. It consists of an negative fluoride ion at
an interstitial site. It is found as a charge compensation for threevalent rare earth
ions. As an intrinsic defect it can be either an ionized H-center or if a thermal
excited anion moves to an interstitial place (see Frenkel defect subsection 3.4.9).[34]

3.4.8. Anion vacancy

It can be either created during the formation of a Frenkel defect (see subsec-
tion 3.4.9) or it is a charge compensating defect for a monovalent alkaline ion
dopant.[34]

3.4.9. (Anti-)Frenkel defect

A Frenkel defect (or Frenkel pair) is usually a combination of a vacancy and an
interstitial of cations, while the anion sublattice remains unaffected. If instead of
the smaller cations the anion form interstitial and vacancy pairs, these are called
anti Frenkel pairs. In calcium fluoride only anti Frenkel pairs of anions occur [79].
The formation energy depends on the distance between the hole and the interstitial.
The formation energy has been calculated using the difference between two sep-

arated (infinite distance) F- and H-centers and a perfect crystal.

∆EF-H = 2ECa32F64 − ECa33F63 − ECa33F65 (3.2)

The formation energy ∆EF-H has been reported as −8.17 eV [50] and −7.52 eV [78].
Although both calculations use the same super cell and equation, the difference is
still 0.65 eV.

Frenkel exciton

Frenkel defects should not be mixed up with Frenkel excitons. An exciton is a
bound state of an electron hole pair and doesn’t change the crystal lattice. A
Frenkel exciton is a strong bound pair which can even localize at an single atom.
It is basically an excited atom, but it can move from one atom to another and
consequently through the whole crystal [42].

3.4.10. Self trapped exciton (STE)

An self trapped exciton is a nearest neighbour F-H pair. It can be created by VUV
radiation and
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"The self-trapped exciton (STE) in CaF2 is formed by exciting an electron into
the conduction band, thereby creating an electron-hole pair, which can localize by
lattice distortion forming an STE. ... The structure is of special interest, because
it is the initial defect structure formed in the lattice under DUV irradiation and
is as such a precursor for stable F-H pairs, ... The recombination of the STE can
occur via an optical forbidden transition showing fluorescence at 278 nm [4.5 eV],
..."[78]

3.4.11. Oxygen

Oxygen is a very common impurity in calcium fluoride. Thermodynamic calcula-
tion shows that hydrolyses with moisture is more favourable than oxidation [87].
The divalent oxygen ions substitute for the monovalent fluorine anions with similar
ionic radius (Table 3.1). "To restore charge neutrality, this defect is accompanied
by a fluorine vacancy." [88] This defect is called O2– Va. The dipole of the oxygen-
vacancy center can be used to measure the oxygen concentration. The dipole is
orientated in [100] direction. An neighbouring F– anion needs 0.47 eV to jump
to the empty place and the dipole changes its direction to [110] [87]. Absorption-
bands at 185 nm(6.7 eV)[59, 72], 146 nm(8.5 eV)[72] and 135 nm(9.2 eV) [87] have
been reported. At higher concentration defect aggregation occurs. Oxygen ag-
gregates have an absorption peak at 6.8 eV at high and 6.25 eV, 7.2 eV and 8.8 eV
at low oxygen concentration [73]. The oxygen-vacancy dipoles dissociate under
radiation with ultraviolet light pulses with 148 nm(8.4 eV) wavelength [73]. Slow
luminescence (several millisecond) of the excited states enables higher excitations
to be populated by subsequent laser pulses. This can cause the oxygen-vacancy
dipole to dissociate to F+

2H-centres. Fast repeated VUV-laser-pulses can dissociate
oxygen-vacancy centres and reduce luminescence [88]. An O– ion substitute for a
fluorine has an absorption band of about 7 eV [59]. In summary oxygen impurities
have several absorption bands in the VUV-region, but not necessarily exactly at
7.8(5) eV. Oxygen impurities should therefore be avoided.

3.4.12. Hydrogen

The hydrogen atom can either sit on fluorine sites (H–
s centers) or on interstitial

sites (H0
i centers). It has been computed that the substitute H–

s center introduces
a slightly attractive displacement the neighbours. The calculated optical absorp-
tion 8.17 eV [86] from the H–

s groundstate band to conduction band (CB) is in
some agreement to the experimentally value 7.65 eV [5]. In case of the hydrogen
interstitial (H0

i center) the calculated band gap is 9.15 eV(spin up) respectively
7.44 eV(spin down) [86]. No experimental data for the H0

i case have been found.
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Ion Ca Th Ce U U Na F O
Charge 2 4 3 4 6 1 -1 -2

Coord.No. VIII VIII VIII VIII VIII VIII IV IV
Radius[Å] 1.26 1.19 1.283 1.14 1 1.32 1.17 1.24

0.0% -5.6% 1.8% -9.5% -20.6% 4.8% 0.0% 6.0%

Table 3.1.: Ionic radii of take from [84]. The values are the effective crystal
ionic radii, which are based on rion(O2−) = 126 pm (coord.no. VI).
Ions are not like hard spheres and their approximate radii depend
on the coordination number in the crystal. The size relative to the
cation(Ca)/anion(F) is given in th last row.

There are reported absorption bands for hydrogen impurities at e.g. 7.65 eV [5],
which is relatively close to the Th nuclear excitation at 7.8(5) eV.

3.4.13. Lead (Pb)

Lead (Pb) is important since PbF2 is usually used as an oxygen scavenger. Pb
doped CaF2 has an absorption line at 7.6 eV. The article [63] explains the technique
used for growing Pb:CaF2 and states that the standard PbF2 scavenger process
doesn’t leave any Pb impurities and Pb needs to be added in a separate step. So
using PbF2 as a scavenger is no problem.

3.4.14. Summary

The subsections 3.4.1 till 3.4.10 describe intrinsic defects, which can be created
by strong laser radiation. Afterwards some common impurities were described.
Sodium is another possible impurity which is described later as a (co-)dopant in
subsection 3.5.2. Generally there are many defects and impurities, which have
absorption bands in the VUV-region or are created / excited by VUV-radiation.
In general all kinds of impurities should be avoided. Therefore oxygen and sodium
were included in some of our calculations to simulate some impurities. The creation
of laser induced impurities was not studied in the thesis, but many studies can be
found in the literature. The probability of such impurities highly depends on the
exact energy, intensity and duration of the laser radiation.

3.5. Doping in CaF2

Since calcium fluoride is used as an optical material in a wide range of wavelength
including vacuum ultra violet, impurities modifying the optical qualities have been
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Impurity Pb+ Ce3+ Type II (int.) Pr3+

Absorption (nm) 154, 164 and 204 180, 200, ... 150 - 200
Absorption (eV) 8.1, 7.6, 6.1 6.9 , 6.2 8.3 - 6.2

Table 3.2.: All studied impurities in CaF2 with absorption bands below 200 nm
mentioned in [89].

studied extensively. Nevertheless neither experimental nor theoretical studies of
thorium doped calcium fluoride have been found, only briefly mentioned the sim-
ilarity with U3+ [15]. Although many other rare earth (RE) metals were studied
almost all of them have a different oxidation number. Most of them like cerium
and all lanthanides are trivalent ions. A review article over rare earth impurities
for deep ultra violet applications is [89]. Only Pb+, Ce3+ type II (int.) and Pr3+

have reported absorption bands below 200 nm (see Table 3.2). Although the review
is about deep ultraviolet applications, it is not known if all studied papers meas-
ured in the region of 200 nm to 150 nm. The ionic radii of common dopants and
impurities are given in Table 3.1 for the coordination number of the cation/anion
position in fluorite. The dominant charge compensation method depends on the
condition during the crystal growth. If there are any other impurities present (O,
Na, H) or any excess fluoride (e.g. using ReF2 for doping).

3.5.1. Cerium (Ce3+)

Cerium is a trivalent lanthanide, directly above Th in the periodic table. Calcium
fluoride doped with cerium or other trivalent rare earth ions (RE) are used as
scintillators. Therefore the absorption, excitation and luminescence spectra have
been studied extensively. The trivalent Ce ion substitutes for an divalent Ca cation.
The Ce ion has one unbound electron which requires some charge compensating
mechanism. Several have been proposed and measured in literature. The proposed
charge compensations are fluorine interstitials on various sites, a calcium vacancy,
an oxygen substitute on an fluorine site and sodium (Na) co-doping.

F–
i (100) C4v: An F interstitial at a nearest neighbour (100) empty site, creating

a center with tetragonal C4v symmetry. (All charge-compensator coordinates
are given in the crystallographic (hkl) notation, in units of half of the lattice
constant (1

2
a0). The absorption line at 313.17 nm is due the 4f → 5d trans-

ition of Ce3+ at the C4v site [60]. In a more recent paper absorption lines
(4f → 5d) at about 307 nm (eg) and 200(10) nm (t2g) have been reported [56].

F–
i (111) C3v: An F interstitial at next nearest neighbour (111) empty site, cre-

ating a center with trigonal C3v symmetry. The absorption line at 311.8 nm
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is due the 4f → 5d transition of Ce3+ at the C3v site [52].

Ca2+vac (200)/(110): The possibility of a calcium vacancy has been mentioned in
literature, but no related experimental data has been found.1 A possible
explanation is that a calcium vacancy changes the local charge by 2 e but
only 1 e is needed to be compensated for trivalent Ce substituted for divalent
Ca.

O2–
s (1

2
1
2

1
2
) C3v: If there are any oxygen impurities, oxygen likely substitutes for

a nearest neighbour fluorine.

Na1+s (200)/(110): If calcium fluoride is co-doped with sodium (Na) or any other
monovalent ion (H– , D– , Li– ), it substitutes for Ca2+. Since the nearest
calcium sites are further away than fluorine interstitials, the cubic symmetry
will remain in nearest neighbour approximation. A detailed description will
be given in the next subsection 3.5.2.

Cubic site Oh: If there is no local charge compensation the impurity site remains
in cubic symmetry Oh and the unbound electron would occupy an empty
state in the conduction band and the crystal would be metallic. This is
not observed experimentally and some sort of remote charge compensation
is expected. If the hot melt is cooled rapidly, remotely compensated Oh

sites are predominant. The absorption line of Ce3+ Oh sites was identified
at 309.23 nm. While measuring a laser excitation spectra of Ce3+:Na+:CaF2
a spectral hole at the Oh excitation band was observed. It is assumed that
when charge compensated sites were selectively excited, they were photo-
ionized and the free electrons were trapped at uncompensated Oh Ce3+ sites,
reducing them to Ce2+ sites. [60]

The predominant charge compensation of doped calcium fluoride (without co-
doping) is F–

i interstitial (100) with tetragonal C4v symmetry [104]. The crystal
field of the fluorine interstitials has been computed by Manthey [52]. The F–

i
(111) C3v site is not stable at room temperature. After 1 h of irradiation with a
308 nm laser at 80 K the predominant charge compensation changes to F–

i (111)
C3v. Irradiation at room temperature produces Ce2+ and the crystal turns reddish-
brown. After heating above 100 ◦C the crystal becomes clear again [33].
The charge compensation and the absorption bands of Ce:CaF2 depend on crys-

tal preparation [55] and can change after intense radiation.

1Also the possiblity of Ca vacancy in the undoped CaF2 has been mentioned in [15].
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3.5.2. Sodium (Na+)

Sodium used to be a common impurity in CaF2 . Several papers mentioning co-
doping NaF as a charge compensation[70, 71]. One studies the excitation spectra
of calcium fluoride doped with light lanthanides (Ce3+, Pr3+, Nd3+, Sm3+, Eu3+)
[70]. There are some emission lines around 164 nm measured. The Na– ions alter
the cation (Ca) sub lattice, while usually F-interstitials are observed as charge
compensation. The distances between RE3+ and Na– on the cation sub lattice
is larger than the distance to nearest neighbour F-interstitial. Using Na as a
charge compensation the symmetry of RE-site remains cubic in nearest neighbour
approximation. This minimizes the electric field gradient on the RE site compared
to F-interstitials.
Co-doped Ce+3 :Na

+:CaF2 has been investigated. A summary of many possible
Na-Ce pairs is given in [60]. The ratio between the different charge compensation
mechanisms depends on the cooling rate of the melt. While after slow cooling
solely F–

i (100) C4v sites are observed, after rapid cooling only a couple of Na+

sites seem to be occupied. The Na compensated absorption lines are centred
about the remotely compensated Oh line. "Presumably this will hold true for
many other trivalent rare-earth sites, creating inhomogeneous broadening at will."
[60] Radiation of the co-doped crystal produces Ce2+ at 80 K and blue colour at
room temperature. The blue coloured crystal has an emission line of an F +

2A
center (two F-centers adjacent to Na)[33].
Using this technique for thorium doped calcium fluoride would have the advant-

age of cubic symmetry, but since two charge compensations would be necessary,
several angles between 2 Na-ions or Na-substitutes and F-interstitials are possible.
This will broaden the Th-excitation. Excess Na would need charge compensations
too and could be a possible center for defect creation, another impurity band and
possible complications. In sodium (Na) doped calcium fluoride two types of charge
compensations have been suggested. It has been reported that Na substitute for
Ca is more likely to be compensated by a F vacancy than a Na interstitial [38].
Na stabilized defects (F-center, M-center), especially increased laser induced de-
fects have been described [78, p.32]. No detailed analysis of this method has been
performed.

3.5.3. Uranium (U2+, U3+, U4+, U5+, U6+)

Uranium has reported oxidation states of 3+,4+,5+ and most common 6+. It
also occurs in uranium doped calcium fluoride in several different valence states.
CaF2:U

3+ has been studied for laser applications [25] and CaF2:U
4+ as a passive

Q-switch for near infra red lasers[23]. Although CaF2:U has been studied for
more than 50 years, the oxidation states and charge compensation mechanisms
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still remains unclear [94]. The absorption spectra depend on the valence state, the
charge compensation mechanism, the site symmetry and the atmosphere during
crystal growing [94]. The reported valence states are 2+ [24], 4+, 4.3+,6+ [94],
5+ [51] and mixed valence states. There are several proposed charge compensation
mechanisms for CaF2:U.

For the trivalent U3+ case a substitution of nearest neighbour F– -ion
(

1
2

1
2

1
2

)
by

an O 2–
s -ion C3v, F–

i -ion in the nearest interstitial site (100) C3v [15] and F–
i -ion

in the next nearest interstitial site (111) C4v like for RE3+ are possible.

As a charge compensation for tetravalent U4+ non local (cubic sites Oh) or partly
local charge compensation have been suggested. An example would be substitution
of the nearest neighbour F– -ion

(
1
2

1
2

1
2

)
by an O 2–

s -ion C3v and some remote O 2–
s -

ion substitute on an fluorine site [54]. Another paper suggest that two nearest
neighbour F– -ions

(
1
2

1
2

1
2

)
/
(

1̄
2

1̄
2

1̄
2

)
at opposite corners are substituted by two O 2–

s -
ions C3v[95]. The configuration is similar to the stable compound UO2.[95] A
recent study suggests charge compensation with either two F–

i -ions in the nearest
interstitial sites (100) C3v or two F–

i -ions in the next nearest interstitial site (111)
C2v [23].

To compensate the charge of U5+ [51] proposes that six of the eight nearest
neighbour fluorines are substituted by O2– and the other two n.n fluorine sites will
be empty.

The most recent publications [94, 23] conclude that the previous reports are in-
consistent and neither the valence state nor the exact charge compensation mech-
anisms has been identified. The occurring valence states and charge compensations
highly depend on crystal preparation. The availability of excess fluorine or oxygen
as a charge compensator depends on the usage of UO2 or UF2 as a dopant, the
amount of PbF2 as an oxygen scavenger and the atmosphere. The assignment
of valence state and charge compensation is complicated, since various different
states coexist. Thus the assignment of the measured absorption and electric para-
magnetic resonance spectra is ambiguous [74].

It has been reported [24] that the color of CaF2:U depends on the valence state
of uranium. Calcium fluorite doped with U4+ (yellow) shall be reduced by strong
ultraviolet irradiation to a mixture with U3+ (brownish) and finally to a U2+

(greenish). During heating to 373 K reconversion to U4+ happens. It has also been
suggested that yellow samples contain U4+ with oxygen as charge compensator
and green samples U4+ are compensated by F– -ions [74].

While the assigned valence states are still debated, some sort of change of the
valence state and/or the charge compensation has to be the reason for the colour
change.
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3.6. Thorium

Thorium (90T) it is late element in the actinides series named after the nordic god
Thor. There exists seven natural isotopes of thorium and 30 known radioisotopes.
All of them are radioactive and unstable. Allmost all natural thorium is 232Th,
since it has the longest half-life of 1.405× 1010 years. Which is even slightly longer
than the estimated age of the universe. On earth it is 32th most common element.
[45]
The nuclear clock will use 229Th. It is not relevant for the DFT calculation

which isotope will be used. The half-life of 229Th is (7932± 55) yr [41]. It is a
member of the neptunium decay series. Since practically all naturally precursors
including neptunium are already decayed it is very scarce. Usually 233U is cre-
ated by uranium activation and α-decays into 229Th, which α-decays into 225Ra
itself. The acquisition of 229Th is very difficult.[26] The energy of the ground state
doublet was indirectly measured to be about 7.8(5) eV (≈ 159 nm)[7, 6]. It was
not possible to directly measure the doublet. This is the lowest excitation energy
of all known isotopes in the NuDat (Nuclear Structure and Decay Data) Database
[90]. The second lowest excitation energy 76.5(4) eV has 235U. All other isotopes
have excitations energies above 1 keV [90].

3.6.1. Charge compensation for a Th ion

Thorium has a high electroposivtivity (1.3 Pauling). Usually it has an oxida-
tion number of +4 and probably sits on an calcium site (oxidation nr. +2). So
there are two unbound electrons in thorium which will be bound by some charge
compensation defects. Below is a list of possible charge compensation mechanism
which bound one or two electrons. Table 3.3 gives an overview how many electron
charges (e) are compensated by various mechanisms. If only one electron charge
is compensated by the mechanism, a second one-electron charge compensation is
needed. Any one-electron charge compensations can be combined at any angle.
Which combination of the charge compensation mechanisms really happens, de-
pends on the concentrations of the elements in the melt and the energy level of
the different configurations.
Possible charge compensations are:

1. F– interstitial 〈001〉2 (−1 e)

2. F– interstitial 〈111〉 (−1 e)

2All position vectors are denoted in multiples of the side length of an fluorine cube ( 12 lattice
constant a) relative to the thorium impurity. The angle brackets 〈001〉 denote all crystallographic
equivalent positions to the coordinate vector [001] (e.g.[010], [100], [001̄] = [00− 1], . . . ).
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F O O Ca Na (e-) (none)
Type interstitial interstitial substitute vacancy substitute hole -
∆q 1 e 2 e 1 e 1 e 1 e 1 e 0 e

Table 3.3.: The suggested charge compensation mechanisms. Unphysical variants
are marked red.

3. F– interstitial further away e.g.〈030〉 (−1 e)

4. O2– substitute
〈

1
2

1
2

1
2

〉
for F– in O-atmosphere (−1 e)

5. O2– interstitial 〈001〉 in O-atmosphere (−2 e)

6. Ca vacancy 〈110〉(−2 e)

7. Na+ substitute 〈110〉 for Ca2+ (not all possible variants were calculated,
requires co-doping Na) (−1 e)

8. Charged crystal 1/2 hole(s) e+(−1 e/−2 e) (for comparison only)

9. no charge compensation (none) (for comparison only)

The last two points ‘no charge compensation’ and ‘charged crystal’ are not
expected to happen. They are just included for comparison and to show the
importance of the charge compensation. Without charge compensation the crystal
would become a metal, which is not experimentally observed. The charged crystal
(artificial hole) could be interpreted as a distant charge compensation. These two
variants are marked red in the tables and are not discussed in detail.
The sodium substitute Na+ requires co-doping and would probably introduce

many other defects (see subsection 3.5.2 for details). The theoretical advantage
would be approximately cubic symmetry at the Th site and almost no electric field
gradient. This reduces the hyperfine splitting and improves the precision of the
Th-clock.
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No. Charge Compensation angle
00 undoped CaF2
01 e+ e+

02 none none
03 O2– substitute {½ ½ ½} e+

04 O2– substitute {½ ½ ½} none
05 O2– substitute {½ ½ ½} O2– substitute {-½ -½ -½} 180°
06 O2– substitute {½ ½ ½} O2– substitute {-½ ½ -½} 109.5°
07 O2– substitute {½ ½ ½} O2– substitute {½ ½ -½} 70.5°
08 O2– substitute {½ ½ ½} F– interstitial {-1 0 0} 125°
09 O2– substitute {½ ½ ½} F– interstitial {1 0 0} 55°
10 O2– substitute {½ ½ ½} F– interstitial {1 1 1} 0°
11 O2– substitute {½ ½ ½} F– interstitial {-1-1-1} 180°
12 O2– substitute {½ ½ ½} F– interstitial {-1 1-1} 109.5°
13 O2– substitute {½ ½ ½} F– interstitial {1 1-1} 70.5°
14 O2– substitute {½ ½ ½} F– interstitial {0 0 3} -3

15 O2– interstitial {1 0 0}
16 F– interstitial {1 0 0} e+

17 F– interstitial {1 1 1} e+

18 F– interstitial {0 0 3} e+

19 F– interstitial {1 0 0} none
20 F– interstitial {1 1 1} none
21 F– interstitial {0 0 3} none
22 F– interstitial {1 0 0} F– interstitial {-1 0 0} 180°
23 F– interstitial {1 0 0} F– interstitial {0 1 0} 90°
24 F– interstitial {1 0 0} F– interstitial {1 1 1} 55°
25 F– interstitial {1 0 0} F– interstitial {-1-1-1} 125°
26 F– interstitial {1 0 0} F– interstitial {0 0 3} -3

27 F– interstitial {1 1 1} F– interstitial {-1-1-1} 180°
28 F– interstitial {1 1 1} F– interstitial {-1 1-1} 109.5°
29 F– interstitial {1 1 1} F– interstitial {1 1-1} 70.5°
30 F– interstitial {1 1 1} F– interstitial {0 0 3} -3

31 Ca2+ vacancy {1 1 0}
32 Na+substitute {1 1 0} Na+substitute {0-1-1} 120°
33 Na+substitute {1 1 0} Na+substitute {1 0 1} 60°
34 Na+substitute {1 1 0} Na+substitute {1-1 0} 90°
35 Na+substitute {1 1 0} Na+substitute {-1-1 0} 180°

Table 3.4.: Description of all possible combinations of charge compensations. The
position relative to the doped Th and the angle between the charge
compensation I, thorium and charge compensation II are described in
the columns. The number in the first column was arbitrary chosen
(#e) and used to label the the configurations throughout the thesis.

3Since the F– interstitial at {003} is in the center of the supercell between the thorium
substitute(s) at each corner, no angle is distinguished see Figure 3.5.
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Figure 3.5.: This is the 3x3x3 primitive cell used in the calculations with the most
relevant charge compensations (F interstitials, Ca vacancies). For the
legend see Figure A.1

An overview of all studied charge compensation is given in Table 3.4. The
last row indicates that further combinations with Na+ (e.g. F–

i , O2
s ) are pos-

sible. The sodium Na+ charge compensation has not been studied completely.
Only Na+−Na+ combinations have been calculated to prove that the electric field
gradient can be reduced by Na co-doping.
The arbitrary chosen numbers in the first column (0-35) are used to label the

variants in this thesis. The order of the charge compensations was chosen by the
elements and the total number of electrons in the supercell. The order is completely
arbitrary.
The red marked variants (charged crystal 1 hole −1 e and no charge compens-

ation) were only computed out of curiosity and are unphysical. These variants
are not discussed in detail. Nevertheless their density of states are included in
Appendix A.
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Figure 3.6.: This is a 3x3x3 primitive cell with the most relevant charge compens-
ations (F interstitials, all possibilities) and the thorium ion shown in
the centre.
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4. Calculation

The calculation used a supercell containing 3× 3× 3 primitive unit cells (81 ions
undoped) with various doping variants (see Table 3.4, Figure 3.5). It will be in
future refered to as the supercell or 33-primitive unit cells. It is a huge supercell and
the computationally pretty demanding. This large cell size was chosen to study
also cases were the charge compensation is not the nearest neighbour. Adding one
Th atom in this supercell instead a Ca is an effective impurity concentration of
3.7 % per Ca (about 10 % by total weight). This supercell (81 ions undoped) was
preferred over a 2× 2× 2 conventional unit cell (96 ions) because it is smaller and
computes faster.

4.1. Convergence Tests

To determine the best parameters for the calculations some convergence tests were
done. For these tests the primitive unit cell or the supercell (3 × 3 × 3 primitive
unit cells) were used. To save computational time for the convergence calculations
the undoped crystal was used. We expect faster convergence for the undoped
crystal compared to the doped variants because of the lower symmetry and in
some cases unphysical geometries. Therefore very conservative settings were used.
All convergence tests were done using the PBE-functional (section 2.1.2).

4.1.1. Energy cutoff

The ‘ENCUT’ parameter of VASP sets the cutoff energy [eV] of the plane wave
expansion. As a default the largest ‘ENMAX’ value of all chemical elements is
used. The ‘ENMAX’ is defined for all used pseudopotentials in the respective
POTCAR files. For the used PBE pseudopotentials the maximum parameter was
400 eV (see Table 4.1).
The testing was done using the primitive unit cell, since the cutoff is independent

of the cell size. The test was repeated using the final k-point mesh and lattice
parameter from the next tests. The final result can be seen in Figure 4.1. For
these runs 16 cores (equals 1 node) was used. For consistency the energy cutoff
was fixed to 500 eV for all our later calculations. This is 1.33 times the maximum
ENMAX and should be even sufficient for the relaxations.
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Figure 4.1.: Convergence test of the energy cutoff, calculated using a gamma
centered k-point mesh 11× 11× 11.

Ca F Th O Na used
ENMAX 119.6 eV 400 eV 247.5 eV 400 eV 259.6 eV 500 eV

Table 4.1.: ENMAX parameter of the used pseudopotentials[47].
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4.1.2. k-points

The calculations are performed in reciprocal space on a k-point grid. The k-point
mesh is generated using the Monkhorst-Pack scheme. The mesh can be shifted so
that the Γ-point is always included in the mesh. Since only the k-points in the
irreducible Brillouin zone are calculated, the calculation is sensitive to the chosen
k-grid. Usually gamma centred meshes perform better for lower symmetry cases
and less k-points need to be computed. The difference is only noticeable if there
is an even subdivision.
The convergence of the primitive unit cell was only tested to validate the result

of the energy cutoff. The results can be seen in Figure 4.2 using different Γ-centred
meshes. A 11× 11× 11-k-mesh was used for calculations with the primitive unit
cell.
For the doped calculations the supercell (33-primitive unit cells) was used. The

convergence was tested using a regular Monkhorst-Pack scheme. For these cal-
culations 64 cores (4 nodes) were used. The runs with a large even subdivision
(N=14,16) failed because of low virtual memory. The energy for this large supercell
already converges at a subdivision of 4 k-points in each direction. It was expected
that a larger supercell in real space would need less k-points in reciprocal space.
It can be seen that the runtime of even subdivision is much larger. This is because
the k-grid is not Γ-centred. A second test with a Γ-centred mesh was perform-
ing much better (see comparison Figure 4.3). Excellent convergence was achieved
with more than 4 × 4 × 4-k-points. Nevertheless because hybrid calculations are
computationally extremely demanding, the HSE calculation could only be done
on a 2 × 2 × 2-k-mesh. Note that the relative error of the groundstate energy
(supercell) was still only about 8× 10−6 using 23k-points (compared to 7× 10−8

with 43k-points). The energy difference of the most probably charge compensation
mechanisms (2 F interstitials 90° or 180°) is with 0.4 eV larger than the absolute
error of 0.004 eV by two orders of magnitude.

4.1.3. Lattice constant

The lattice constant (a) of DFT-calculations is not necessarily the same as the
experimental value (a = 5.4630Å [102, 85]). The cell size was relaxed until the
force was less than 0.01 eVÅ−1. The ion positions were relaxed in a later step for
all charge compensation variants. The PBE functional was used. The energy cutoff
of the plane wave expansion was 500 eV to avoid Pulay stress. The Brillouin-Zone
integration was performed on a 9× 9× 9-Γ-centred k-mesh using the tetrahedron
method. The error of the total energy was less than 1× 10−5 eV. This calculation
was started using 1.01 times the experimental value.
The relaxed lattice constant is only 0.66% larger than the experimental value,
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Figure 4.2.: The convergence of the total energy with increasing density of the k-
mesh and the runtime for the primitive unit cell. The calculation used
16 cores.
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Figure 4.3.: The convergence of the total energy with increasing density of the
k-mesh and the runtime for the primitive unit cell. The standard
Monkhorst mesh is compared to a Γ-centred mesh. The calculation
used 64 cores.
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which gives confidence in the accuracy of the method. This result was rounded to
0.7% and used during all the calculations (1.007× a).
Because of the large supercell a more exact relaxation with the hybrid HSE

functional was not possible to do.

4.2. Setup

Several calculations were done for each charge compensation variant in Table 3.4.
For each structure the ion positions were relaxed. Then a standard PBE calculation
(using 33-k-point mesh) and a PBE calculation with a sparse 23-k-point mesh
were done. The converged wavefunctions in the WAVECAR file of the sparse k-
mesh calculation were then used as a starting point for the following hybrid HSE
calculation. The sparser k-point mesh and the pre-converged wavefunctions were
used to speed up the HSE calculations. The exact settings for all the calculations
are given in the following subsections.
This calculation were automated using the two scripts given in the appendix sec-

tion B.1. The root directory contained all the different structures in the POSCAR
files (e.g. ‘POSCAR_23_F100_F010.vasp’) and a subdirectory ‘nstd_HSE’ with
the configuration files of all calculations and. The script ‘create_subf_spin.sh’
(Listing B.1) created a subdirectory for every structure and copied the necessary
configuration files from ‘nstd_HSE’. The POTCAR file contained the pseudowave
functions of the atoms in the used order (Ca, F, Th and O). If the structure con-
tained sodium a different POTCAR file was automatically copied (containing Ca,
F, Th and Na). For each structure the script ‘start.sh’ (Listing B.2) was called.
This script changed the settings and started the calculation in the respective sub-
directories. The right number of electrons was set according to Table A.1, the
name of the calculation was given and those calculations which are required before
the actual calculation can be started were set. Using this system the calculations
for all of the 36 variants could be started by a single command. If some changes
were necessary similar scripts were used to rerun some calculations or add an ad-
ditional calculation for all variants. To support readers studying a similar wide
range of configurations all the scripts are included in section B.1.

4.2.1. Relaxation

Since the volume was already relaxed together with the convergence tests for pure
CaF2 , in this next relaxation the cell shape and volume was kept constant and only
the ion positions were relaxed. The calculations used a minimum of 6 electronic
self consistent steps until the energy was converged to 1× 10−2 eV. The ions
were relaxed until the force was less than 0.05 VÅ−1 in a maximum of 10 ionic
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steps using a conjugate-gradient algorithm. The calculation used a dense 33-k-
point mesh and the PBE functional (GGA section 2.1.2). Gaussian smearing with
σ = 0.01 eV was used and to avoid wrap around errors PREC= Accurate flag was
used. These calculations were performed on 16 cores and the runtime was between
17 min to 248 min. The large difference of the runtimes reflects the vast range
of configurations included the perfect pure CaF2 crystal and some configurations
with several interstitials. It was challenging to find a setup which fitted all the
configurations. For all following calculations the relaxed positions were used.

4.2.2. PBE

Next an accurate standard GGA-calculation with the PBE functional section 2.1.2
was done. This calculation was used to compare the PBE results in energy,
bandgap and density of states with the hybrid HSE calculations. The same basic
settings as for the relaxations were used and the density of states and electric field
gradient were computed additionally. For the computations 64 cores were used.
The run time was between 7 min to 24 min.

4.2.3. pre-HSE

The calculation with the PBE function were repeated on a sparser 23 k-point mesh
and the converged wave function was used as a starting point for the following HSE
calculation. This calculation 48 cores were used and the run time was between
9 min to 22 min.

4.2.4. HSE

The advanced hybrid HSE functional was expected to produce the most accurate
results. Unfortunately the hartree fock part is computationally very demanding
and some settings needed to be reduced. It was only possible to use a sparser 23

k-point mesh and Gaussian smearing with σ = 0.02 eV. The parameter PREC-
FOCK= Fast was set. This means that the FFT-grid just encloses the cutoff
sphere determined by ENCUT. The energy, bandgap, electronic density of states
(DOS) and the electric field gradient (EFG) were computed. For these calculations
128 cores were used. The run time was between 11 h to 24 h.
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Listing 4.1: The INCAR file used for the HSE calculations.� �
1 SYSTEM = Hg_23_F100_F010
2 ISPIN=2
3 LORBIT = 11
4 ISTART =1
5 ICHARG =1
6 ENCUT =500 # poscar max Encut = 400
7 LHFCALC = .TRUE. ; HFSCREEN = 0.2
8 ALGO = All ; TIME = 0.5
9 PRECFOCK= F #fast (coarse grid for HF, soft augmentation charge

)
10 ISMEAR = 0
11 SIGMA = 0.02
12 NEDOS = 2001
13 # NELECT = 594
14 NBANDS = 384
15

16 # LREAL = Auto
17

18 LEFG = .TRUE.
19 LELF = .TRUE.� �
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5. Results

The ground state energy, electronic density of states, bandgap and the electric field
gradient of all the configurations were calculated using the PBE and HSE method.
A comparison of the two calculations is given in Table 5.1, Figure 5.1, Figure 5.2
and Figure 5.14.
The ground state energies can only be compared between configurations with

the same stoichiometry. Therefore only differences of the ground state energies
relative to the lowest energy within the same stoichiometry are given. The config-
urations were sorted by stoichiometry and energy. If only one calculation within
a stoichiometry was done, the energy cannot be used to determine the probability
compared to the other stoichiometries. If the crystal does not contain any im-
purities only either two F interstitials or a Ca vacancy would be possible charge
compensations. The ground state energies are given in Table 5.1 and Figure 5.1.
The bandgaps are given in Table 5.1 for the PBE and the HSE calculations.

The full electronic density of states are plotted in the appendix section A.1. The
most interesting cases are discussed in the following subsections.
The splitting of the energy states caused by the electric field gradient could be

used to experimentally verify which charge compensation is present in Th:CaF2.
The results are discussed in section 5.5.
The data of the calculations using charged crystals or no sufficient charge com-

pensation are given in Table 5.2 and discussed in section 5.6 at the end of this
chapter.
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Figure 5.1.: The ground state energies relative to the lowest energy with the same
stoichiometry and sorted by relevance. The groups with the same
stoichiometry are separated by black lines. Red is the more accurate
HSE calculation, blue the PBE calculation.
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Figure 5.2.: The bandgap of the most relevant charge compensations in the same
order and grouped by stoichiometry as in Figure 5.1. Red is the more
accurate HSE calculation, blue the PBE calculation. The Th excita-
tion energy of 7.8(5) eV is marked by the blue line (dash dot).
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5.1. Two F interstitials 90°
The energetically most favourable charge compensation without any impurities or
co-doping is the 90°two F interstitials (F{1 0 0}, F{0 1 0}) case (see Figure 5.3).
It is very interesting that the 90°case has a lower ground state energy than the
180°variant (compare Figure 5.3). If the ionic crystal would be roughly approx-
imated by numerous charged spheres, the 180°variant would be electrostatically
favourable. Since the undisturbed lattice is in average neutral, only the extra
charge of the Th and the two F interstitials would be taken into account. This
is too simplified approach, which fails. The complex electrostatic interactions
between the electrons and the nuclei need to be taken into account. If the extra
charge and ions are compared to common molecules the result is not so surprising.
The 90°configuration lowers the symmetry of the crystal and leads to energy

gains by Jahn Teller type mechanism. While the electrostatic energy is almost
the same for the 180°and 90°configuration the J-T effect makes the 90°interstitials
more favourable.
The density of states is shown in Figure 5.4. The states of the additional F

ions are found at the bottom of the gap while the emptied Th +
4 states are located

at the top of the gap. This leaves a gap of at leas 8.59 eV sufficiently large for
the desired exitation of 7.8(5) eV. It should be noted that for these large gap
insulators even HSE slightly underestimates the true gap size so that the real gap
will probably be even larger.
Replacing one calcium ion by a thorium and introducing compensation charges

causes a relaxation of the ionic positions inside the lattice. The forces acting
on the respective ions are shown in Figure 5.5. We find that Th and the two
F compensation charges move together while the adjacent F ions of F sublattice
move away from the compensation charges.These fetaures can also be seen in
the electronic charge density Figure 5.6 5.7 where the formation of the Th(Fint)2
complex is clearly visible.
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(a) F 90°: The structure of the most prob-
able charge compensation with two F in-
terstitials at 90°is shown.

(b) F 180°: Is the picture of the F intersti-
tials at 180°which was the expected res-
ult.

Figure 5.3.: Comparison of two possible charge compensations.
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Figure 5.4.: The electronic density of states of the most probable charge compens-
ation with two F interstitials at 90°.
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Figure 5.5.: Schematic view of the forces acting on the atoms in Th-doped CaF2
in the 90°F interstitial charge-compensated case: Th (red), F(yellow),
F –
i charge compensation (green), Ca (blue). The arrows point in the

direction of deformation and the length of the arrow is proportional
to the force. The relaxations are of the order of 5-10% of the bond
length.
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Figure 5.6.: Calculated charge density for the 90°F-interstitials in the (110) plane,
intersecting Th and the two compensation charges. The Thorium
substitute and the two fluor interstitials 90 degrees are clearly visible

Figure 5.7.: Charge Density of calculation 23 (2 F interstitials 90 degrees) Cubic F
lattice visible. Charge density for a plane intersecting Th and one of
the compensation charges

(
011
)
(normal to the plane in Figure 5.6)
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5.2. Calcium vaccancy

In the Th doped crystal a Ca vacancy is another possible charge compensation.
Since the Th is in the center of the conventional unit cell shown in Figure 5.8 all
nearest Ca atoms are symmetrically equivalent. Therefore only one calculation
had to be computed. In Figure 5.9 the electronic density of states is shown. The
empty Th states sit on the top of the gap and reduce the gap size to 8.33 eV. This
is almost the same size than in the two F interstitial case and larger than the Th
excitation.
Energetically we cannot discriminate between the present case and the case with

two additional F ions, however, experimentally it seems that the formation of an
additional Ca vacancy is less probable.

Figure 5.8.: The structure of CaF2 doped with Th4+sub and Ca2+vac {1 1 0}.
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Figure 5.9.: The electronic density of states of a Calcium vacancy.
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5.3. Oxygen

There are several possible charge compensations including oxygen. The cases stud-
ied here can be found in Table 5.1 and are: oxygen on an interstitial position (case
15), 2 oxygen replacing 2 F ions (cases 5,6,7), 1 oxygen plus 1 fluorine at an inter-
stitial position (cases 8-14). All these cases have in common that the oxygen states
ly inside the insulating gap and thus lead to a considerable reduction of the gap,
an effect which is unfavourable for the present application. Completely independ-
ent of possible energetical considerations our results suggests that the presents of
oxygen either as a substitute or as an interstitial must be avoided. As an example
we show the density of states an oxygen interstitial {100} Figure 5.11 where the
oxygen states near the middle of the gap are clearly visible. The actual gap size
is now reduced to 6.25 eV

Figure 5.10.: The structure with an oxygen interstitial.
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Figure 5.11.: The electronic density of states of oxygen substitute.
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5.4. Sodium

Sodium is a common constituent in CaF2 so that several paper study co-doping
with NaF [70, 71]. It has been reported that a Na substitute is more likely to be
compensated by a F vacancy than a Na interstitial [38]. It also has to be considered
that Na as an electro positive element unlikely replaces an highly electronegative
element like F which makes Na on interstitial positions more likely. A more detailed
discussion is given in subsection 3.5.2. The case discussed here is two Na ions
substituting for two Ca Figure 5.12. Out of the four variants calculated cases 32-
35 in Table 5.1 the arrangement of Na at an angle of 120°is the energetically most
favourable. However, all 4 cases retain a bandgap larger than 8.4 eV comparable to
the F case discussed before. The respective density of states is given in Figure 5.13.
Since Na is in a completely ionised Na+ state the unoccupied 3s state sits far above
the gap inside the Ca manifold.

Figure 5.12.: The structure with an sodium substitute on an calcium site.
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Figure 5.13.: The electronic density of states of sodium substitute.
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5.5. Electric field gradient (EFG)

A splitting of the nuclear energy levels is introduced by the interaction of the
nuclear quadrupole moment Q and the gradient of the electric charge distribution
(EFG). This can help to identify the exact environment of the Thorium isotope
[20]. The electric field gradient is computed by VASP using the method of Petrilli
et al. [69]. The electric field gradient Vij is a traceless symmetric tensor which
can be diagonalized [57]. The axis of of the tensor is usually chosen that |Vzz| >
|Vxx| > |Vyy|. Only Vzz and the asymmetry parameter η are required to describe
the system.

η =
|Vxx − Vyy|
|Vzz|

(5.1)

The energy splitting is

EQ =
eQVzz[3m

2
I − I(I + 1)](1 + η2/3)

1
2

4I(2I − 1)
(5.2)

where I is the nuclear spin and mI is the respective magnetic quantum number.
The calculated valus of Vzz and η are given in Table 5.1 and shown in Figure 5.14.

It can be seen that the charge compensation with two F interstitials in the nearest
neighbour site 〈001〉 (empty F-cube) has a much larger EFG Vzz independent of
the angle between the interstitials (max. 297 VÅ−2). The field gradient for F-
interstitials in the next nearest neighbour site 〈111〉 is already much lower (max.
69 VÅ−2) and of similar size as for the Ca vacancy. All charge compensations
with oxygen impurities a have a further reduced EFG (34 VÅ−2 to 10 VÅ−2). As
expected the lowest EFG is found using Na co-doping (4.1 VÅ−2). This is because
the Na substitutes sit on next nearest neighbour Ca sites 〈110〉 and the symmetry of
the nearest neighbours remains approximately cubic. Note that only combinations
of Na substitutes were computed with the expected smallest EFG and not all other
possible combinations with e.g. F– interstitials or O2– substitutes.
Although oxygen impurities and even more sodium co-doping would reduce the

electric field gradient, many different additional combinations of charge compens-
ations would be possible. This would complicate the identification of the most
dominant energy splitting and yield numerous close energy states. In this sense it
will be recommended to avoid any impurities and co-doping.

56



Vzz

η

00 undoped CaF2

23 F-
i {100} F-

i {010} 90° 

22 F-
i {100} F-

i {-100}180°

25 F-
i {100} F-

i {-1-1-1} 125.3°

24 F-
i {100} F-

i {111} 55°

26 F-
i {100} F-

i {003}

27 F-
i {111} F-

i {-1-1-1} 180°

30 F-
i {111} F-

i {003}

28 F-
i {111} F-

i {-11-1} 109.5°

29 F-
i {111} F-

i {11-1} 70.5°

31 Cav (e2-) {110}

15 O2-
i  {100}

06 O2-
s  {½½½} O2-

s  {-½½-½} 109.5°

07 O2-
s  {½½½} O2-

s  {½½-½} 70.5°

05 O2-
s  {½½½} O2-

s  {-½-½-½} 180°

09 O2-
s  {½½½} F-

i {100} 55°

08 O2-
s  {½½½} F-

i {-100} 125.3°

11 O2-
s  {½½½} F-

i {-1-1-1} 180°

10 O2-
s  {½½½} F-

i {111} 0°

12 O2-
s  {½½½} F-

i {-11-1} 109.5°

14 O2-
s  {½½½} F-

i {003}

13 O2-
s  {½½½} F-

i {11-1} 70.5°

32 Na+
s  {110}Na+

s  {0-1-1} 120°

34 Na+
s  {110} Na+

s  {1-10} 90°

33 Na+
s  {110} Na+

s  {101} 60°

35 Na+
s  {110} Na+

s  {-1-10} 180°

η
0 0.5 1 1.5 2

Vzz [eV]
−300−200−1000100200300400

Figure 5.14.: The electric field gradient of the most relevant charge compensations
in the same order and grouped by stoichiometry as in Figure 5.1.
Magenta is Vzz, the largest component of the diagionalized EFG-
Tensor. In Cyan is the asymmetry parameter η.
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5.6. No charge compensation and charged crystal

Because of the large amount of calculated cases, only the most realistic variants
were included in the previous discussion. Nevertheless the partial density of state
plots of all variants are included in Appendix A and the missing data of Table 5.1
are now given in Table 5.2. It can be seen there that if one or two charge com-
pensations are missing the material becomes metallic (PBE) or an insulator (HSE)
with a small bandgap (less than 1 eV). In both cases the doped crystal would not
remain transparent in the UV-region. This is not what happened in the experi-
ments. This prooves that some charge compensation mechanism is active in the
doped crystal. The calculated cases without (sufficient) charge compensation can
be ignored.
In the case of a charged crystal (2 holes e2+) (or an further away charge com-

pensation), the band gap is only slightly reduced 8.93 eV. In the combination
of one charge compensation (e.g. F 〈001〉) and a single charged crystal (e+) the
bandgap is slightly larger than the in the case of two charge compensations. A
further away charge compensation would not change the bandgap very much.

No. Charge Compen. Energy [eV] Bandgap [eV] HSE EFG
PBE HSE PBE HSE Vzz[V/Å

2] η

01 e+ e+ -13.0768 -14.8826 6.3268 8.9343 -0.013 0.622
02 none none -0.4345 -2.3028 0 0.8254 0.011 0.936
03 O2–

sub {½½½} e+ -11.7263 -13.7269 5.6863 7.3905 -24.691 0
04 O2–

sub {½½½} none -5.2557 -6.8895 0 0.1578 -26.726 0
16 F–

int {100} e+ -14.7544 -20.0745 6.0567 8.7418 -228.33 0
17 F–

int {111} e+ -14.0076 -19.3488 5.2108 7.7356 -34.348 0
18 F–

int {003} e+ -13.9893 -19.2975 5.0942 7.625 0.003 0.617
19 F–

int {100} none -8.4247 -13.5724 0.1444 0.8782 -296.051 0
20 F–

int {111} none -7.8148 -13.0207 0 0.8535 -30.185 0.001
21 F–

int {003} none -7.696 -12.8485 0 0.5394 -0.113 0.647

Table 5.2.: Results of the calculations with no charge compensations and charged
crystal.
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6. Conclusion and suggestions for
further work

Several different configurations of Th doped CaF2 were studied. The most likely
configuration are the case with two F interstitials is the 90°and the Ca vacancy.
A bandgap larger than 7.8(5) eV is necessary for Th:CaF2 to remain transparent.

The bandgap is known to be underestimated by density functional theory. Even
post DFT hybrid functionals like HSE underestimate the bandgap for large gap
insulators. Our computed bandgaps of pure CaF2 are lower than the experimental
data. It is expected that the impurity bands within the gap are also shifted to
lower energies. The computed values are a reliable lowest boundary for the real
gap. The lowest energy configurations with 2 F interstitials are above 7.8(5) eV
and the rest is only slightly lower (min bandgap 7.48 eV). The bandgap of the
Ca vacancy is eV Oxygen impurities have impurity bands in the middle of the
gap and lower band gaps (6.25 eV, 6.68 eV, 7.07 eV) and should be avoided. The
studied Na impurities have an even larger bandgap than without any co-doping
and are therefore not problematic. As a general trend we observe that electro
positive elements like Na do not influence the bandgap since their empty states
are positioned above the upper band edge. For strongly electro negative elements
like F the opposite trend is found, namely their occupied states sit at the bottom
of the gap. Problematic are only elements with intermediate electro negativity like
oxygen which form new states inside the gap. From these considerations we also
conclude that elements like S, N, C will be unfavourable for charge compensation
in the present application. Sodium on the other hand as shown in experiment has
a tendency to stabilize colour-centers which could also jeopardize the application
as an atomic clock.
The splitting of the nuclear energy levels caused by the electric field gradient

could be used to experimentally verify which charge compensation is present in
Th:CaF2.
In general the results are in good agreement with the atomistic modelling cal-

culations of Robert A. Jackson using the GULP code (see Ref. [20]).
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A. Data

On the following pages the relaxed crystall structure of all charge compensations is
shown. Although in the calculation a supercell (33 primitive unit cells) was used,
for simplicity the conventional unit cell is used. Below the unit cell is the partial
density of states of the charge compensation.

Figure A.1.: This is the colour scheme for all kind of ions in the thesis and the
following structures.
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A.1. Structures and DOS

0. undoped CaF2

The structure of undoped CaF2 .
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1. Th4+sub & 2 holes (2x e+)

The structure of CaF2 doped with Th4+sub and 2 holes (2x e+).
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2. Th4+sub & 2x no charge compensation

The structure of CaF2 doped with Th4+sub and 2x no charge compensation.
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3. Th4+sub & O2–
sub
{

1
2

1
2

1
2

}
& hole (e+)

The structure of CaF2 doped with Th4+sub and O2–
sub {½ ½ ½} and hole (e+).
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4. Th4+sub & O2–
sub
{

1
2

1
2

1
2

}
& 1x no charge compensation

The structure of CaF2 doped with Th4+sub and O2–
sub {½ ½ ½} and 1x no charge compensation.
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5. Th4+sub & O2–
sub
{

1
2

1
2

1
2

}
& O2–

sub
{
-1

2-
1
2-

1
2

}
at 180°

The structure of CaF2 doped with Th4+sub and O2–
sub {½ ½ ½} and O2–

sub {-½-½-½} at 180°.
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6. Th4+sub & O2–
sub
{

1
2

1
2

1
2

}
& O2–

sub
{
-1

2
1
2-

1
2

}
at 109.5°

The structure of CaF2 doped with Th4+sub and O2–
sub {½ ½ ½} and O2–

sub {-½ ½-½} at 109.5°.
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7. Th4+sub & O2–
sub
{

1
2

1
2

1
2

}
& O2–

sub
{

1
2

1
2-

1
2

}
at 70.5°

The structure of CaF2 doped with Th4+sub and O2–
sub {½ ½ ½} and O2–

sub { ½ ½-½} at 70.5°.
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8. Th4+sub & O2–
sub
{

1
2

1
2

1
2

}
& F–

int
{
-1 0 0

}
at 125°

The structure of CaF2 doped with Th4+sub and O2–
sub {½ ½ ½} and F–

int {-1 0 0} at 125°.
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9. Th4+sub & O2–
sub
{

1
2

1
2

1
2

}
& F–

int
{
1 0 0

}
at 55°

The structure of CaF2 doped with Th4+sub and O2–
sub {½ ½ ½} and F–

int {1 0 0} at 55°.
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10. Th4+sub & O2–
sub
{

1
2

1
2

1
2

}
& F–

int
{
1 1 1

}
at 0°

The structure of CaF2 doped with Th4+sub and O2–
sub {½ ½ ½} and F–

int {1 1 1} at 0°.
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11. Th4+sub & O2–
sub
{

1
2

1
2

1
2

}
& F–

int
{
-1-1-1

}
at 180°

The structure of CaF2 doped with Th4+sub and O2–
sub {½ ½ ½} and F–

int {-1-1-1} at 180°.
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12. Th4+sub & O2–
sub
{

1
2

1
2

1
2

}
& F–

int
{
-1 1-1

}
at 109.5°

The structure of CaF2 doped with Th4+sub and O2–
sub {½ ½ ½} and F–

int {-1 1-1} at 109.5°.
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13. Th4+sub & O2–
sub
{

1
2

1
2

1
2

}
& F–

int
{
1 1-1

}
at 70.5°

The structure of CaF2 doped with Th4+sub and O2–
sub {½ ½ ½} and F–

int {1 1-1} at 70.5°.
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14. Th4+sub & O2–
sub
{

1
2

1
2

1
2

}
& F–

int
{
0 0 3

}

The structure of CaF2 doped with Th4+sub and O2–
sub {½ ½ ½} and F–

int {0 0 3}.
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15. Th4+sub & O2–
int
{
1 0 0

}

The structure of CaF2 doped with Th4+sub and O2–
int {1 0 0} .
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16. Th4+sub & F–
int
{
1 0 0

}
& hole (e+)

The structure of CaF2 doped with Th4+sub and F–
int {1 0 0} and hole (e+).
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17. Th4+sub & F–
int
{
1 1 1

}
& hole (e+)

The structure of CaF2 doped with Th4+sub and F–
int {1 1 1} and hole (e+).
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18. Th4+sub & F–
int
{
0 0 3

}
& hole (e+)

The structure of CaF2 doped with Th4+sub and F–
int {0 0 3} and hole (e+).
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19. Th4+sub & F–
int
{
1 0 0

}
& 1x no charge compensation

The structure of CaF2 doped with Th4+sub and F–
int {1 0 0} and 1x no charge compensation.
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20. Th4+sub & F–
int
{
1 1 1

}
& 1x no charge compensation

The structure of CaF2 doped with Th4+sub and F–
int {1 1 1} and 1x no charge compensation.
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21. Th4+sub & F–
int
{
0 0 3

}
& 1x no charge compensation

The structure of CaF2 doped with Th4+sub and F–
int {0 0 3} and 1x no charge compensation.
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22. Th4+sub & F–
int
{
1 0 0

}
& F–

int
{
-1 0 0

}
at 180°

The structure of CaF2 doped with Th4+sub and F–
int {1 0 0} and F–

int {-1 0 0} at 180°.
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23. Th4+sub & F–
int
{
1 0 0

}
& F–

int
{
0 1 0

}
at 90°

The structure of CaF2 doped with Th4+sub and F–
int {1 0 0} and F–

int {0 1 0} at 90°.
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24. Th4+sub & F–
int
{
1 0 0

}
& F–

int
{
1 1 1

}
at 55°

The structure of CaF2 doped with Th4+sub and F–
int {1 0 0} and F–

int {1 1 1} at 55°.
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25. Th4+sub & F–
int
{
1 0 0

}
& F–

int
{
-1-1-1

}
at 125°

The structure of CaF2 doped with Th4+sub and F–
int {1 0 0} and F–

int {-1-1-1} at 125°.
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26. Th4+sub & F–
int
{
1 0 0

}
& F–

int
{
0 0 3

}

The structure of CaF2 doped with Th4+sub and F–
int {1 0 0} and F–

int {0 0 3}.

−4 −2 0 2 4 6 8 10

E-Ef (eV)

0

50

100

150

200

250

D
en

sit
y

(s
ta

te
s/

eV
)

Electronic Density of states 26

Total
Ca
F

Fi

Th

−24 −16 −8 0 8

80
160
240
320

88



27. Th4+sub & F–
int
{
1 1 1

}
& F–

int
{
-1-1-1

}
at 180°

The structure of CaF2 doped with Th4+sub and F–
int {1 1 1} and F–

int {-1-1-1} at 180°.
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28. Th4+sub & F–
int
{
1 1 1

}
& F–

int
{
-1 1-1

}
at 109.5°

The structure of CaF2 doped with Th4+sub and F–
int {1 1 1} and F–

int {-1 1-1} at 109.5°.

−4 −2 0 2 4 6 8 10

E-Ef (eV)

0

50

100

150

200

250

D
en

sit
y

(s
ta

te
s/

eV
)

Electronic Density of states 28

Total
Ca
F

Fi

Th

−24 −16 −8 0 8

80
160
240
320

90



29. Th4+sub & F–
int
{
1 1 1

}
& F–

int
{
1 1-1

}
at 70.5°

The structure of CaF2 doped with Th4+sub and F–
int {1 1 1} and F–

int {1 1-1} at 70.5°.
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30. Th4+sub & F–
int
{
1 1 1

}
& F–

int
{
0 0 3

}

The structure of CaF2 doped with Th4+sub and F–
int {1 1 1} and F–

int {0 0 3}.
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31. Th4+sub & Ca2+vac
{
1 1 0

}

The structure of CaF2 doped with Th4+sub and Ca2+vac {1 1 0}.
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32. Th4+sub & Na+sub
{
1 1 0

}
& Na+sub

{
0-1-1

}
at 120°

The structure of CaF2 doped with Th4+sub and Na+sub {1 1 0} and Na+sub {0-1-1} at 120°.

−2 0 2 4 6 8 10 12

E-Ef (eV)

0

50

100

150

200

250

D
en

sit
y

(s
ta

te
s/

eV
)

Electronic Density of states 32

Total
Ca
F

Th
Na

−24 −16 −8 0 8

50
100
150
200
250

94



33. Th4+sub & Na+sub
{
1 1 0

}
& Na+sub

{
1 0 1

}
at 60°

The structure of CaF2 doped with Th4+sub and Na+sub {1 1 0} and Na+sub {1 0 1} at 60°.
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34. Th4+sub & Na+sub
{
1 1 0

}
& Na+sub

{
1-1 0

}
at 90°

The structure of CaF2 doped with Th4+sub and Na+sub {1 1 0} and Na+sub {1-1 0} at 90°.
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A.2. Configurations

No. Charge Compensation angle #ions #e−

Th Ca F O Na Σ ∆ Σ
00 undoped CaF2 0 27 54 0 0 81 0 594
01 e+ e+ 1 26 54 0 0 81 -2 596
02 none none 1 26 54 0 0 81 0 598
03 O2–

sub { 1 1 1} e+ 1 26 53 1 0 81 -1 596
04 O2–

sub { 1 1 1} none 1 26 53 1 0 81 0 597
05 O2–

sub { ½ ½ ½} O2–
sub {-½-½-½} 180° 1 26 52 2 0 81 0 596

06 O2–
sub { ½ ½ ½} O2–

sub {-½ ½-½} 109.5° 1 26 52 2 0 81 0 596
07 O2–

sub { ½ ½ ½} O2–
sub { ½ ½-½} 70.5° 1 26 52 2 0 81 0 596

08 O2–
sub { ½ ½ ½} F–

int {-1 0 0} 125.3° 1 26 54 1 0 82 0 604
09 O2–

sub { ½ ½ ½} F–
int { 1 0 0} 54.7° 1 26 54 1 0 82 0 604

10 O2–
sub { ½ ½ ½} F–

int { 1 1 1} 0° 1 26 54 1 0 82 0 604
11 O2–

sub { ½ ½ ½} F–
int {-1-1-1} 180° 1 26 54 1 0 82 0 604

12 O2–
sub { ½ ½ ½} F–

int {-1 1-1} 109.5° 1 26 54 1 0 82 0 604
13 O2–

sub { ½ ½ ½} F–
int { 1 1-1} 70.5° 1 26 54 1 0 82 0 604

14 O2–
sub { ½ ½ ½} F–

int {0 0 3} - 1 26 54 1 0 82 0 604
15 O2–

int { 1 0 0} 1 26 54 1 0 82 0 604
16 F–

int { 1 0 0} e+ 1 26 55 0 0 82 -1 604
17 F–

int { 1 1 1} e+ 1 26 55 0 0 82 -1 604
18 F–

int { 0 0 3} e+ 1 26 55 0 0 82 -1 604
19 F–

int { 1 0 0} none 1 26 55 0 0 82 0 605
20 F–

int { 1 1 1} none 1 26 55 0 0 82 0 605
21 F–

int { 0 0 3} none 1 26 55 0 0 82 0 605
22 F–

int { 1 0 0} F–
int {-1 0 0} 180° 1 26 56 0 0 83 0 612

23 F–
int { 1 0 0} F–

int { 0 1 0} 90° 1 26 56 0 0 83 0 612
24 F–

int { 1 0 0} F–
int { 1 1 1} 54.7° 1 26 56 0 0 83 0 612

25 F–
int { 1 0 0} F–

int {-1-1-1} 125.3° 1 26 56 0 0 83 0 612
26 F–

int { 1 0 0} F–
int { 0 0 3} - 1 26 56 0 0 83 0 612

27 F–
int { 1 1 1} F–

int {-1-1-1} 180° 1 26 56 0 0 83 0 612
28 F–

int { 1 1 1} F–
int {-1 1-1} 109.5 1 26 56 0 0 83 0 612

29 F–
int { 1 1 1} F–

int { 1 1-1} 70.5 1 26 56 0 0 83 0 612
30 F–

int { 1 1 1} F–
int { 0 0 3} - 1 26 56 0 0 83 0 612

31 Ca2+vac { 1 1 0} 1 25 54 0 0 80 0 590
32 Na+sub { 1 1 0} Na+sub { 0-1-1} 120° 1 24 54 0 2 81 0 596
34 Na+sub { 1 1 0} Na+sub { 1-1 0} 90° 1 24 54 0 2 81 0 596
33 Na+sub { 1 1 0} Na+sub { 1 0 1} 60° 1 24 54 0 2 81 0 596
35 Na+sub { 1 1 0} Na+sub {-1-1 0} 180° 1 24 54 0 2 81 0 596

Table A.1.: An overview of all the calculated configurations. The penultimate
column gives the number of artificially added electrons in for the
charged crystal calculations.
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B. Source Code

B.1. Program Setup

Listing B.1: create_subf_spin.sh: Creation directories for all structures
(POSCAR-files) and subdirectories for the different VASP-runs. Run
"start.sh" for each structure.� �

1 #/usr/bin/bash
2

3 for POSCAR in ‘echo "POSCAR_*"‘
4 do
5 name=
6 name=${POSCAR :7}
7 name=${name%.vasp}
8 dir=Th:CaF2_$name
9 echo $dir

10 mkdir $dir
11 cp -r nstd_HSE /* $dir/
12 cp $POSCAR $dir/POSCAR
13

14 NA=${dir :8:2} #Get configuration number
15

16 #If Na interstitials cp correct POTCAR file in directory
17 if [[ "$NA" == "32" || "$NA" == "33" || "$NA" == "34" || "$NA"

== "35" ]]; then
18 cp $dir/POTCAR_NA $dir/POTCAR
19 fi
20

21 #copy POTCAR in all subdirectories
22 for subdir in $dir/* ; do if [ -d $subdir ]; then cp $dir/POTCAR

${subdir }/; fi ; done
23

24 sed -i "3s/␣.*/␣␣␣␣␣␣␣␣0.00␣␣␣␣␣␣␣␣␣1.007␣␣␣␣␣␣␣␣␣1.007/" $dir/
POSCAR

25 sed -i "4s/␣.*/␣␣␣␣␣␣␣␣1.007␣␣␣␣␣␣␣␣␣0.00␣␣␣␣␣␣␣␣␣1.007/" $dir/
POSCAR

26 sed -i "5s/␣.*/␣␣␣␣␣␣␣␣1.007␣␣␣␣␣␣␣␣␣1.007␣␣␣␣␣␣␣␣␣0.00/" $dir/
POSCAR

27 cd $dir/
28
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29 ./start.sh #set parameters and start the jobs
30 cd ..
31 done� �

Listing B.2: start.sh: Sets the correct number of electrons if necessary and submits
the jobs to the queuing system on the server.� �

1 #/usr/bin/sh
2 SetNelect (){
3 if [[ "$NA" == "01" ]]; then
4 NELECT =596
5 sed -i "s/#␣NELECT␣=␣.*/␣NELECT␣=␣$NELECT/" $dir/INCAR
6 #echo 596 $NA $NELECT
7 elif [[ "$NA" == "03" ]]; then
8 NELECT =596
9 sed -i "s/#␣NELECT␣=␣.*/␣NELECT␣=␣$NELECT/" $dir/INCAR

10 #echo 596 $NA $NELECT
11 elif [[ "$NA" == "16" ||"$NA" == "17" ||"$NA" == "18" ]]; then
12 NELECT =604
13 sed -i "s/#␣NELECT␣=␣.*/␣NELECT␣=␣$NELECT/" $dir/INCAR
14 #echo 604 $NA $NELECT
15 fi
16 }
17

18 dirname=${PWD##*/}
19 name=${dirname :7}
20 NA=${dirname :8:2}
21

22 #set fakedir
23 dir=.
24

25 cd relax
26 #change nelect according to #electrons
27 SetNelect
28 NAME_JOB_rel=r$name
29 sed -i "s/\(#$␣-N␣\) .*\(.*\) /\1␣"$NAME_JOB_rel"␣\2/" $dir/job
30 sed -i "s/\(␣System␣=␣\) .*\(.*\) /\1␣"$NAME_JOB_rel"␣\2/" $dir/

INCAR
31

32 qsub job
33 cd ..
34

35 cd preHSE
36 #change nelect according to #electrons
37 SetNelect
38 NAME_JOB_preH=pH$name
39 sed -i "s/\(#$␣-N␣\) .*\(.*\) /\1␣"$NAME_JOB_preH"␣\2/" $dir/job
40 sed -i "s/\(␣System␣=␣\) .*\(.*\) /\1␣"$NAME_JOB_preH"␣\2/" $dir/

INCAR
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41 sed -i "s/\(#$␣-hold_jid␣\) .*\(.*\) /\1␣"$NAME_JOB_rel"␣\2/" job #>
job_m

42

43 qsub job
44 cd ..
45 ##
46

47 cd rDOS
48 ### change nelect according to #electrons
49 SetNelect
50 sed -i "s/\(#$␣-N␣\) .*\(.*\) /\1␣"rd$name"␣\2/" $dir/job
51 sed -i "s/\(␣System␣=␣\) .*\(.*\) /\1␣"rd$name"␣\2/" $dir/INCAR
52 sed -i "s/\(#$␣-hold_jid␣\) .*\(.*\) /\1␣"$NAME_JOB_rel"␣\2/" job #>

job_m
53 qsub job
54 cd ..
55

56 cd DOS_HSEg
57 #change nelect according to #electrons
58 SetNelect
59 sed -i "s/\(#$␣-N␣\) .*\(.*\) /\1␣"Hgf$name"␣\2/" $dir/job
60 sed -i "s/\(␣SYSTEM␣=␣\) .*\(.*\) /\1␣"Hgf$name"␣\2/" $dir/INCAR
61 sed -i "s/\(#$␣-hold_jid␣\) .*\(.*\) /\1␣"$NAME_JOB_preH"␣\2/" job #

> job_m
62

63 qsub job
64 cd ..� �
B.2. Analyse results

Listing B.3: analyse7ad_hf.sh: To analyse the results of the different calculations
for all structures, important values are aggregated in an tab seperated
value file (*.tsv).� �

1 #! /bin/bash
2

3 NAME_JOB=Th:CaF2
4 FOUT="SUMMARY_"$NAME_JOB"_runs_HF.tsv"
5 WORKDIR=$PWD
6

7 read_dom () {
8 local IFS=\>
9 read -d \< ENTITY CONTENT

10 }
11

12 read_XML (){
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13 while read_dom; do
14 if [[ $ENTITY = $1 ]]; then
15 IFS=’ ’
16 read -rd ’’ var1 var2 var3 <<< "$CONTENT"
17 # echo $var1 "|" $var2 "|" $var3 "|" $CONTENT
18 if [[ $2 = 2 ]]; then
19 echo $var2
20 # elif [[ $2 = 3 ]]; then
21 # echo $var3
22 elif [ -z "$2" ]; then
23 echo $CONTENT
24 fi
25 exit
26 fi
27 done < vasprun.xml
28 }
29

30 print_Header () {
31 printf "%s:\t%s\t%s\t%s\t%s\t%s␣␣␣␣␣\t%s␣␣␣␣␣\t%s\t␣%s\t␣%s\t%

s\t%s\t%s\t%s\t%s\t␣%s\t%s\t%s\t%s\t%s\t%s\t%s\t%s\t%s\t" "
${1-␣}" "NPROC" "ISMEAR" "Encut" "k" "NKDPTS" "NKDIM" "
NElect" "NBands" "rtime" "Energy" "Bandgap" "Latticep" "
V_zz" "asymmetry" "Vxx" "Vyy" "Vzz" "Vxy" "Vxz" "Vyz" "
FC_A_tot" "tot_hcp_zz" "tot_hcp_as">> $WORKDIR/$FOUT

32 }
33

34 print_Data () {
35 NPROC =0; ISMEAR =0;EC=;K=0; NKPTS =0; NKDIM =0; NELECT =0; NBANDS =0;T=0;E

=0;L=0;EC=0;BG=0;Vzz=0; Asym =0; Vxxf =0; Vyyf =0; Vzzf =0; Vxyf =0;
Vxzf =0; Vyzf=0

36 if [ -d "./$1" ]; then
37 cd $1
38 NPROC=‘awk ’/-pe mpich/ {print $4}’ job ‘
39 K=‘awk ’NR==4 {print $1}’ KPOINTS ‘
40

41 if [ -s OUTCAR ]; then
42 EC=‘awk ’/ENCUT =/ {print $3}’ OUTCAR ‘
43 ISMEAR=‘awk ’/ ISMEAR = / {print $3}’ OUTCAR ‘
44 if [ "$ISMEAR" = " -5;" ]; then
45 ISMEAR=t
46 elif [ "$ISMEAR" = "0;" ]; then
47 ISMEAR=g
48 else
49 ISMEAR=X
50 fi
51 NKPTS=‘awk ’/ k-points NKPTS = / {print $4}’

OUTCAR ‘
52 NKDIM=‘awk ’/ k-points NKPTS = / {print $10}’

OUTCAR ‘
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53 NBANDS=‘awk ’/ k-points NKPTS = / {print $15
}’ OUTCAR ‘

54 NELECT=‘awk ’/ NELECT = / {print $3}’ OUTCAR ‘
55 T=‘awk ’/Total CPU time/ {print $6 /60}’ OUTCAR | bc -l‘
56 EC=‘awk ’/ENCUT =/ {print $3}’ OUTCAR ‘
57 if [ -s CONTCAR ]; then
58 E=‘awk ’END {print $5}’ OSZICAR ‘
59 L=‘~/opt/vtstscripts/dist.pl CONTCAR POSCAR ‘
60 #L=‘awk ’NR==3 {print $3}’ CONTCAR ‘
61 BG=‘bandgap.py ‘
62 Vzz=‘awk ’/ion V_xx V_yy V_zz

asymmetry/ {getline; getline; while($0
!~/-------------.*/) { x=$4; getline }; print x}’ OUTCAR
‘

63 Asym=‘awk ’/ion V_xx V_yy V_zz
asymmetry/ {getline; getline; while($0
!~/-------------.*/) { x=$5; getline }; print x}’ OUTCAR
‘

64 Vxxf=‘awk ’/ ion V_xx V_yy V_zz V_xy
V_xz V_yz/ {getline; getline; while($0

!~/-------------.*/) { x=$2; getline }; print x}’ OUTCAR
‘

65 Vyyf=‘awk ’/ ion V_xx V_yy V_zz V_xy
V_xz V_yz/ {getline; getline; while($0

!~/-------------.*/) { x=$3; getline }; print x}’ OUTCAR
‘

66 Vzzf=‘awk ’/ ion V_xx V_yy V_zz V_xy
V_xz V_yz/ {getline; getline; while($0

!~/-------------.*/) { x=$4; getline }; print x}’ OUTCAR
‘

67 Vxyf=‘awk ’/ ion V_xx V_yy V_zz V_xy
V_xz V_yz/ {getline; getline; while($0

!~/-------------.*/) { x=$5; getline }; print x}’ OUTCAR
‘

68 Vxzf=‘awk ’/ ion V_xx V_yy V_zz V_xy
V_xz V_yz/ {getline; getline; while($0

!~/-------------.*/) { x=$6; getline }; print x}’ OUTCAR
‘

69 Vyzf=‘awk ’/ ion V_xx V_yy V_zz V_xy
V_xz V_yz/ {getline; getline; while($0

!~/-------------.*/) { x=$7; getline }; print x}’ OUTCAR
‘

70 FC_A_tot=‘awk ’/ion A_pw A_1PS A_1AE
A_1c A_tot/ {getline; getline; while($0
!~/-------------.*/) { x=$6; getline }; print x}’ OUTCAR
‘

71 tot_hcp_zz=‘awk ’/ ion A_xx A_yy A_zz
asymmetry/ {getline; getline; while($0
!~/-------------.*/) { x=$4; getline }; print x}’ OUTCAR

103



‘
72 tot_hcp_as=‘awk ’/ ion A_xx A_yy A_zz

asymmetry/ {getline; getline; while($0
!~/-------------.*/) { x=$5; getline }; print x}’ OUTCAR
‘

73

74

75 fi
76 fi
77 cd ..
78 fi
79 printf "%s:\t%.0f\t%s\t%.0f\t%.0f\t%.0f\t%.0f\t%.0f\t%.0f\t%.2f\

t%.4f\t%.4f\t%.4f\t%.4f\t%.4f\t%.4f\t%.4f\t%.4f\t%.4f\t%.4f\t
%.4f\t%.4f\t%.4f\t%.4f\t" "${2-␣}" "${NPROC -0}" "${ISMEAR -X
}" "${EC -0}" "${K-0}" "${NKPTS -0}" "${NKDIM -0}" "${
NELECT -0}" "${NBANDS -0}" "${T-0}" "${E-0}" "${BG -0}" "
${L-0}" "${Vzz -0}" "${Asym -0}" "${Vxxf -0}" "${Vyyf -0}" "${
Vzzf -0}" "${Vxyf -0}" "${Vxzf -0}" "${Vyzf -0}" "${FC_A_tot -0}"
"${tot_hcp_zz -0}" "${tot_hcp_as -0}" >> $WORKDIR/$FOUT

80 }
81

82 rm $FOUT
83 #enable for loops over items with spaces in their name
84 IFS=$’\n’
85

86 #print Headers for all analysed subdirectories
87 printf "%s\t%s:\t" "NA" "ChargeComp">> $WORKDIR/$FOUT
88 print_Header rel
89 print_Header rDos
90 print_Header preHSE
91 print_Header DOS_HSEg
92 print_Header Dos_HSEg_f_hf
93 printf "\n" >> $WORKDIR/$FOUT
94

95 #print Data for all analysed subdirectories and structures
96 for dir in ‘echo "$NAME_JOB*"‘
97 do
98 if [ -d "./$dir" ]; then
99 echo $dir

100 cd $dir/
101 NA=${dir:8}
102 NA=${NA%%_*}
103 CC=${dir#Th\: CaF2_*_}
104 printf "%s\t%s:\t" ${NA-NA} ${CC -CC}>> $WORKDIR/$FOUT
105 print_Data relax relax
106 print_Data rDOS rDOS
107 print_Data preHSE preH
108 print_Data DOS_HSEg Hgf
109 printf "\n" >> $WORKDIR/$FOUT

104



110 cd $WORKDIR/
111 #break
112 fi
113 done
114

115 #sort -k1n -o $FOUT $FOUT
116 awk ’NR==1; NR > 1 {print $0 | "sort␣-n␣-k␣1,1"}’ $FOUT >> "$FOUT"

tmp
117 mv "$FOUT"tmp "$FOUT"
118

119 echo "$FOUT"
120

121 cat $FOUT� �
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