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Abstract

In future fusion devices, the particle transport towards the plasma facing components
(PFCs) is crucial. Large particle �ows lead to faster degradation of the materials,
resulting in large maintenance expense and therefore, uneconomical power plants. So-
called blob-�laments, which are intermittently released density perturbations at the
plasma edge, transport plasma particles through the scrape o� layer (SOL) towards
the wall. A deeper understanding of the generation and propagation of these blob-
�laments is required to ensure low particle �uxes on the PFCs.

At the axial symmetric divertor experiment upgrade (ASDEX Upgrade) tokamak,
the plasma edge electron density (ne) is well probed by a lithium beam (LB) diag-
nostic. The diagnostic is based on the interaction of a neutral LB and the plasma
particles. The emitted Li I (2p→ 2s) line radiation is depending on ne. In the frame
of this thesis, the sensitivity of the LB diagnostic is investigated by numerical simu-
lation of arti�cial ne perturbations on background ne pro�les. The corresponding line
radiation pro�les are calculated and analysed. The essential result is that in the SOL
the perturbations are well resolvable in amplitude and size, giving the LB diagnostic
the ability to measure velocities and sizes of blob-�laments. Furthermore, the relation
between the ne perturbation amplitude (or size) and the line radiation perturbation
amplitude (or size) is almost linear.

Statistical data analysis methods as conditional averaging and cross correlation
analysis are applied to the arti�cial and measured line radiation pro�les to determine
blob-�lament sizes. Owing to the lifetime of the Li(2p)state, the line radiation pro�les
are smeared. Using a Richardson-Lucy algorithm, this smearing can be deconvolved,
enabling the direct determination of radial positions and sizes of blob-�laments from
conditionally averaged line radiation pro�les.

A series of plasma discharges, varying the magnetic �eld B, is performed to investi-
gate the relation between the most stable blob-�lament size (δ∗) and B. Surprisingly,
the blob-�lament sizes, which are determined by cross correlation analysis, are about
a factor of three larger, than the sizes δ∗ predicted from theory. The B−4/5 dependence
of δ∗ from the theoretical blob model is not reproduced by the measurements.
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Kurzfassung

In zukünftigen Fusionsanlagen ist der Teilchentransport auf Plasma-belastete Kom-
ponenten (Wandmaterialien) entscheidend. Groÿe Teilchenströme führen zu schnel-
lerer Degradierung der Wandmaterialien, die einen gröÿeren Wartungsaufwand be-
dingen, was wiederum zu unwirtschaftlichen Fusionskraftwerken führt. Sogenannte
Blob-Filamente sind stoÿweise auftretende Dichteschwankungen am Plasmarand, die
Plasma-Teilchen durch die Abschälschicht auf die Wand transportieren. Ein genaueres
Verständnis über die Entstehung und Bewegung der Blob-Filamente ist erforderlich
um niedrige Teilchenströme auf die Wandmaterialien zu garantieren.

Am axialsymmetrischen Divertor Experiment Upgrade (ASDEX Upgrade) Toka-
mak ist die Elektronendichte am Plasmarand mittels einer Lithiumstrahl-Diagnostik
gut messbar. Diese Diagnostik basiert auf der Wechselwirkung zwischen einem Strahl
von elektrisch neutralen Lithium Atomen und den Teilchen des Plasmas. Die da-
bei emittierte Li I (2p→ 2s) Linienstrahlung ist abhängig von der Elektronendichte
des Plasmas. Im Rahmen dieser Arbeit wird die Emp�ndlichkeit der Lithiumstrahl-
Diagnostik durch numerische Simulation von generierten Elektronendichteschwankun-
gen auf Hintergrunddichtepro�len untersucht. Die zugehörigen Linienstrahlungspro�le
werden berechnet und analysiert. Das wesentliche Ergebnis ist, dass Elektronendichte-
schwankungen, die in der Abschälschicht auftreten, mit guter Au�ösung von Amplitu-
de und Breite beobachtet werden können. Das gibt der Lithiumstrahl-Diagnostik die
Fähigkeit, Geschwindigkeiten und Gröÿen von Blob-Filamenten zu messen. Darüber
hinaus ergibt sich eine beinahe lineare Relation zwischen Elektronendichteschwan-
kungsamplitude (oder -gröÿe) und Amplitude (oder Gröÿe) der Schwankung im Lini-
enstrahlungspro�l.

Statistische Methoden zur Datenanalyse, wie das konditionierte Mitteln und Kreuz-
korrelationsanalysen, werden auf generierte und gemessene Linienstrahlungspro�le an-
gewendet, um die Gröÿen von Blob-Filamenten zu bestimmen. Durch die Lebensdau-
er des Li(2p)-Zustandes werden die Linienstrahlungspro�le verschmiert. Mittels eines
Richardson-Lucy Algorithmus kann diese Verschmierung entfaltet werden, was die di-
rekte Bestimmung der radialen Position von Blob-Filamenten und deren Gröÿe von
konditionell gemittelten Linienstrahlungspro�len ermöglicht.
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Eine Serie von Plasmaentladungen mit variiertemMagnetfeldB wurde durchgeführt
um den Zusammenhang zwischen der stabilsten Gröÿe von Blob-Filamenten (δ∗) und
B zu untersuchen. Erstaunlicherweise sind die durch Kreuzkorrelationsanalyse ermit-
telten Blob-Filament-Gröÿen um einen Faktor drei gröÿer als die theoretisch vorher-
gesagten Gröÿen δ∗. Die B

−4/5 Abhängigkeit von δ∗ des theoretischen Blob-Modells
wird von den Messungen nicht reproduziert.
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Chapter 1

Introduction

Energy, indispensable for economy, is an important basis for human wealth. Owing
to the fast growing economies in populous countries e.g. China or India, the global
energy demand will continuously increase in the future. In contrast, fossil fuels, which
are commonly used for energy production, will become less accessible or even will be
depleted within the next decades. Furthermore, the burning of fossil fuels produces
huge amounts of carbon dioxide, a green house gas, which is proven to have negative
in�uences on the world's climate [1].

These problems have to be solved to maintain the high standard of living in the
Western countries and moreover, improve the standard of living for all humankind.
Therefore, the development of alternatives for energy production is an important
challenge in this century. Nuclear fusion, a reaction releasing high amounts of energy,
could contribute to the world's future power supply.

1.1 Nuclear fusion

In a fusion process, light atomic nuclei are combined to heavier ones. The mass
di�erence between the sum of the masses from the light nuclei and the masses of the
fusion products is transformed to energy, corresponding to the Einstein's equivalence
of energy and mass: E = mc2. These processes have been the energy source of the
sun for several billions of years. The main fusion reactions in the sun's core are:

H + H −→ D + e+ + νe + 0.42 MeV, (1.1)

D + H −→ 3He + γ + 5.49 MeV, (1.2)

3He + 3He −→ 4He + H + H + 12.86 MeV. (1.3)

Two protons (equivalent to hydrogen (H) nuclei) combine and form a deuterium (D)
nucleus (equation 1.1). In the following the D nucleus fuses with another proton to
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1.1. Nuclear fusion 1. Introduction

helium-3 (3He) (equation 1.2). Finally, two 3He nuclei fuse, generating a helium (4He)
nucleus (equivalent to an alpha particle) and two H nuclei (equation 1.3). Each
reaction releases energy in the range of MeVs, making nuclear fusion to one of the
most powerful energy sources.

For the last decades the aim of fusion research has been to access this energy source
for electric power production. Conditions as in the core of the sun, especially the high
densities, can not be realized at large time scales on earth. Therefore, a more e�cient
fusion reaction will be used for this purpose:

D + T −→ 4He + n + 17.6 MeV (1.4)

In the so-called D-T reaction a deuterium (D) and a tritium (T) nucleus are fusing
to helium (4He) with the release of a neutron (n), delivering in total 17.6MeV of
kinetic energy on the two fusion products. Due to kinematics the kinetic energy is
apportioned to 3.5MeV on the 4He nucleus and 14.1MeV on the neutron. The reason
to use this fusion reaction is that it has a signi�cantly higher cross section at (for
fusion) relatively low energies. Figure 1.1 shows the temperature1 dependence of the
cross section from three fusion reactions. It is clearly demonstrated that the cross
section of the D-T reaction (red curve) is about two orders of magnitude higher in the
temperature range 10-100 keV than the cross section of the D-D or D-3He reaction.
In terms of temperature these energies still correspond to millions of Kelvin. At
such temperatures atoms are in the state of plasma, which means that they are fully
ionized.

To achieve high fusion reaction rates, the particles have to collide many times,
because the cross section for Coulomb repulsion is higher than the cross section for
fusion. The average nucleus has to collide about 50 times till it fuses. Therefore, the
con�nement of the plasma particles in the reaction volume has to be su�ciently good.
The Lawson criterion gives a threshold for a self-sustaining fusion reaction [4]. For
the D-T fusion reaction, the product of plasma density, energy con�nement time and
temperature has to be higher than 5·1021 keV·s/m3.

There are two main approaches to achieve the criterion: One is to increase the
density to very large values which automatically reduces the energy con�nement time,
owing to the Coulomb repulsion of the particles. This concept is used in inertial
con�nement fusion [5], where frozen gas pellets are compressed with laser or ion
beams. The other possibility is to enlarge the energy con�nement time by means of
electromagnetic �elds, operating at lower plasma densities. This approach is utilized
in magnetic con�nement fusion.

1The temperature equivalent of 1 keV is 11 605 000K.
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1.2. Magnetic con�nement fusion 1. Introduction
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Figure 1.1: Cross sections for several fusion reactions; The D-T fusion reaction
(T(d,n)4He) has a signi�cantly higher cross section at low energies than the
D-D (D(d,n)3He) or D-3He (3He(d,n)4He) reaction. Curves taken from [2, 3].

1.2 Magnetic con�nement fusion

Owing to full ionisation in a fusion plasma, all plasma particles are charged and
therefore, they are sensitive to magnetic �elds. Several approaches to con�ne fusion
plasmas with magnetic �elds have been developed since the 1950s. A promising and
mature concept for magnetic con�nement fusion is the tokamak.

1.2.1 Tokamak Concept

The word tokamak is a Russian abbreviation and means toroidal chamber with mag-
netic coils. Figure 1.2a shows a schematic drawing of a tokamak. It consists of
toroidally assembled magnetic �eld coils (blue coils, �gure 1.2a) creating a toroidal
magnetic �eld. This �eld alone and the resulting drifts in the plasma would result in
an unstable plasma con�guration, leading to no con�nement. To reach a stable plasma
con�guration the magnetic �eld lines have to be twisted around the torus. Therefore,
a poloidal magnetic �eld (green arrows, �gure 1.2a) is applied. The poloidal �eld is
created via induction of a current in the plasma with the inner poloidal �eld coils
(green coils, �gure 1.2a). This coil represents the primary circuit of a transformer,
whereas the secondary circuit is the plasma itself. The combination of the toroidal
and the poloidal magnetic �eld leads to �eld lines which run helically around the torus
(dark blue arrow, �gure 1.2a). The necessity of the induced plasma current limits the

3



1.2. Magnetic con�nement fusion 1. Introduction

(a) (b)

Figure 1.2: (a) Magnetic coils and �elds in a tokamak; Figure taken from [6].
(b) Poloidal cross section of a tokamak divertor plasma; Figure adapted from
[7]

.

discharge duration of a tokamak. Accordingly, tokamaks typically only operate in
pulsed mode and not in steady state operation.

ITER (the Latin word for "the way"), a fusion experiment at large scale, is currently
constructed in southern France. Its aim is to demonstrate the possibility to build and
operate a fusion experiment, which produces ten times more energy than required for
the plasma heating. Since the tokamak concept is the most investigated and most
developed magnetic fusion con�guration, ITER will be a tokamak.

1.2.2 ASDEX Upgrade

The axial symmetric divertor experiment upgrade (ASDEX Upgrade) is a medium
sized tokamak experiment. It is operated by the Max Planck Institute for Plasma
Physics (IPP), located in Garching near Munich, Germany. Table 1.1 gives an
overview of the design parameters. The divertor (�gure 1.2b) of ASDEX Upgrade en-
ables a speci�c power dissipation and helps to remove plasma impurities from the core
plasma. This feature allows an easier access to the high con�nement mode (H-mode),
which is the intended operation mode for ITER. The H-mode was discovered in the
ASDEX tokamak [9], the parent experiment of ASDEX Upgrade and is characterized
by steep gradients in the plasma edge density and temperature pro�les, which are
caused by an edge transport barrier (ETB) [10]. These increased gradients at the
plasma edge are called pedestal. At ASDEX Upgrade the pedestal width is about
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1.3. Objectives of this thesis 1. Introduction

technical data

maximum toroidal magnetic �eld (Bt) 3.2T
plasma current Ip 0.4MA - 1.6MA

plasma heating power (Pheat) up to 27MW

plasma parameters

major plasma radius R0 1.65m
minor plasma radius a 0.5m

plasma volume 14m3

plasma mass 3mg

Table 1.1: Design parameters of ASDEX Upgrade [8]

1.5 cm [11], which is only 3% of the minor plasma radius. In this region the plasma
density and temperature change by one order of magnitude and the main physical pro-
cesses for the transition to the H-mode are believed to be located there. To investigate
the pedestal, accurate plasma edge diagnostics are required. At ASDEX Upgrade this
region is well probed, using several diagnostic methods e.g. Thomson scattering (TS)
or lithium beam emission spectroscopy (Li-BES).

1.3 Objectives of this thesis

The lithium beam (LB) diagnostic (see chapter 3) at ASDEX Upgrade is routinely
used to measure electron density (ne) pro�les at the plasma edge. A recently installed
diagnostics upgrade [12, 13] increases the temporal resolution and the photon yield,
enabling ne �uctuation measurements. Density �uctuations are caused by plasma
turbulence, which is the dominating transport phenomenon in the plasma core as well
as in the scrape o� layer (SOL). In contrast to the core (con�ned plasma region), where
the magnetic �eld lines are closed, the SOL is the region, where the magnetic �eld
lines are open, ending at plasma facing components (PFCs) (c.f. �gure 1.2b). In the
SOL large, magnetic �eld aligned ne �uctuations occur, so-called blob-�laments [14].
Blob-�laments (see chapter 2) are strongly localized perpendicular to the magnetic
�eld and denser than the background plasma. Owing to external forces, blobs become
charge polarized and the resulting E×B drift moves them radially outward. Hence,
blobs contribute to the radial convective transport. Radially transported plasma
can degrade the �rst wall and therefore, an understanding of the generation and
propagation of blobs is relevant for ITER and future fusion power plants.

The main aims of this thesis are to quantify the capabilities of the LB diagnostic
(see chapter 3) at ASDEX Upgrade for ne �uctuation measurements and to perform
�rst tests of turbulence analysis on experimental data:
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1.3. Objectives of this thesis 1. Introduction

� A sensitivity study on the resolvability of ne perturbations is performed. The ef-
fects of arti�cial ne perturbations on the Li I (2p→ 2s) line radiation pro�les are
investigated via forward modelling, varying the perturbation amplitude, spatial
size and position. (see chapter 4).

� The smearing of the line radiation pro�les, which is caused by the lifetime of
the excited Li(2p) state, is studied. To achieve a higher radial accuracy for
localizing the perturbation position from the line radiation pro�le, a Richardson-
Lucy algorithm is applied to the arti�cial Li I (2p → 2s) line radiation pro�les
(see chapter 5).

� Large ne perturbations in the SOL (blob-�laments) are experimentally investi-
gated, using conditionally averaged line radiation pro�les (see chapter 6.2).

� Blob-�lament sizes are determined from Li I (2p → 2s) line radiation pro�les,
using the cross correlation function. The dependency of their size on the mag-
netic �eld (B) is studied and compared with theoretical predictions (see chapter
6.4).

6



Chapter 2

Blob-Filaments

A typical plasma density pro�le (chapter 4.1.1, c.f. �gure 4.1) is rather �at in the
core. Towards the separatrix, it slowly decreases. At the plasma edge it has a stronger
gradient and in the SOL it is �at again. A mathematical function, which is often used
to describe the pro�le shape is the hyperbolic tangent (tanh) [15]. In low con�nement
mode (L-mode), the occurring density pro�le gradients can only be explained by
turbulent transport [16, 17]. The H-mode is characterized by steep gradients at the
plasma edge (the so-called pedestal). It is formed by an ETB, which suppresses the
turbulence. In L-mode and in H-mode (in between edge localized modes (ELMs)),
intermittent plasma transport is observed. These plasma �laments (or blob-�laments)
are easily accessible for measurements, because of their size (in the range of a few
centimetres).

This chapter will give a brief introduction to blob-�laments or short blobs. Here-
after, these two terms will be used interchangeably. In the �rst section 2.1 theoretical
blob models are described, later, the statistical data analysis methods to detect blob-
�laments are discussed (sections 2.2, 2.3).

2.1 Theoretical blob model

Three necessary criteria have to be satis�ed to ful�l the basic de�nition of a blob-
�lament [14]. These criteria are derived from a theoretical base model which is de-
scribed in section 2.1.1:

1. A blob is considerably denser, usually two to three times at the peak value, than
the surrounding background density. Furthermore, its density distribution has
a single peak.

2. It is aligned parallel to magnetic �eld B and its density variation parallel to B
is orders of magnitude less than its change perpendicular to B.

3. Its propagation is dominated by the E×B velocity in the direction of a charge
polarizing force (discussed in section 2.1.1).

7



2.1. Theoretical blob model 2. Blob-Filaments

(a) (b)

Figure 2.1: (a) Sketch of a blob-�lament showing the forces leading to ra-
dial transport; Figure taken from[14]. (b) Fast camera image from L-mode
�laments in MAST; Image taken from [18]

A sketch of a plasma blob is shown in �gure 2.1a. Blob-�laments have been observed in
several magnetic con�gurations as in linear plasma devices, tokamaks or stellarators.
A table of references is given in reference [14]. These observations suggest that the
generation of blob-�laments is almost independent of the magnetic �eld geometry.
To explain the formation and propagation of blob-�laments, a general model can be
applied.

2.1.1 Blob formation and propagation

The basic blob model [19�21] assumes a magnetic �eld aligned density perturbation in
the plane perpendicular to B (c.f. �gure 2.1a). A species summed force F acts on the
density perturbation. It contains forces, which occur in linear or in toroidal magnetic
�eld con�gurations, e.g. for linear plasmas the neutral friction force or centrifugal
force for rotating linear plasmas. In tokamak plasmas, the dominating terms in the
species summed force F are the curvature and the ∇B force (B = |B|). The outward
directed −∇B leads to the drift velocity:

v∇B = −W⊥
q

∇⊥B ×B
B3

. (2.1)

W⊥ denotes the energy for the motion perpendicular to B. ∇⊥ is the gradient compo-
nent, which is perpendicular to the �eld line, and q is the charge of the plasma particle.
The direction of v∇B is dependent on the sign of q. Therefore, the negatively charged
particles (electrons) move downwards and the positively charged particles (nuclei)
move upwards, leading to a charge separation of the density perturbation. The sepa-
rated charges create a vertical electric �eld E. This �eld creates, in combination with

8



2.1. Theoretical blob model 2. Blob-Filaments

B, an E×B drift with the velocity

vE =
E×B
B2

. (2.2)

The drift velocity vE is independent of the particle charge, which leads to a movement
of the complete density perturbation in the direction of F. In the discussed case of
the ∇B force, the direction is −∇B, which corresponds to an outward propagation
of the density perturbation.

2.1.2 Scaling of �uctuation level and blob size

To validate and estimate turbulent transport properties in plasmas, scaling laws are
derived. E.g. several measurements show a dependency of the �uctuation level δn/n
on the magnetic �eld B

δn/n ∝ B−α, (2.3)

where α is in the range from 0.5 − 1.0 [22] or 0.5 − 0.9 [23] for SOL turbulence in
toroidal plasmas.

Sheath-limited blob models propose, that the stability of the blob is dependent on
the blob size δb [14, 24], assuming a Gaussian shaped density distribution

nb(x) ∝ e−( x
δ∗ )

2

(2.4)

Small blobs are transformed into mushroom-like structures, owing to the Kelvin-
Helmholtz instability. Large blobs form �ngers, which are caused by the interchange
instability. Only for blob sizes δb ∼ δ∗, stable blobs are formed, which can travel
distances of several centimetres. At this blob size, the terms of the underlying dif-
ferential equations are balanced. Detailed information on the derivation of the most
stable blob size δ∗ can be found in reference [24]. It is given by

δ∗ = ρ4/5s L
2/5
‖ /R1/5. (2.5)

δ∗ is dependent on the parallel connection length L‖, the major radius R and the
sound Larmor radius

ρs =

√
miTe
eB

, (2.6)

with the ion mass mi, the electron temperature Te, the unit electric charge e and the
absolute value of the magnetic �eld B. Therefore, δ∗ is proportional to the magnetic
�eld:

δ∗ ∝ B−4/5. (2.7)

This dependency is also used in reference [25], where numerical propagation analyses
of blobs are done. Within this thesis the dependency of the spatial blob size on the
magnetic �eld is investigated (c.f. chapter 6.4.6).
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2.1.3 Di�erence between blobs and ELMs

Theory and simulations predict that blob-�laments and ELMs [26] originate from
non-linear saturation processes of edge turbulence or coherent magnetohydrodynamic
(MHD) instabilities. Although, the physics behind the generation of them is most
likely not the same [14, 18], it is proven that ELMs produce �laments that propagate
through the far SOL, in a similar way to blobs.

In comparison to a blob, ELM �laments are larger in their cross-section perpendic-
ular to B. The plasma of an ELM is denser and hotter owing to its birth region at
the pedestal top, where the temperature and density are larger than in the separatrix
region. Furthermore, ELMs carry signi�cant parallel current [27], detectable easily
by magnetic pick up coils, which is at the moment not possible for blobs. There is
experimental evidence that ELM footprints can remain connected to the hot dense
plasma as the �lament begins moving through the SOL.

2.2 Diagnostic methods for blob observation

Intermittent structures at the plasma edge have been observed by probe and optical
diagnostics in several tokamak and other devices [14, 28], e.g. �gure 2.1b shows a fast
camera image from L-mode �laments in MAST.

One way to resolve intermittent plasma structures are Langmuir probes, which
measure e.g. the ion saturation current. Statistical analyses of ion saturation cur-
rents show their non-Gaussian and intermittent character. A detailed description on
statistical methods for blob analysis is given in section 2.3. Probe arrays can be used
to determine blob sizes, propagation directions and velocities. Two main diagnos-
tic issues with Langmuir probe data have to be considered; the theory for Langmuir
probes in magnetic �elds is still incomplete and therefore, a quantitative interpreta-
tion is di�cult. Furthermore, the in�uence of the probe on the plasma, e.g. through
perturbing e�ects, is unclear [29].

Another possibility to observe �lament structures is visible light emission from
background neutrals due to electron excitation. The method was used in reference
[18] to obtain the image in �gure 2.1b. Active optical diagnostics are either using
beam emission spectroscopy (BES), e.g. at DIII-D [30] and at the tokamak experiment
for technology oriented research (TEXTOR) [31], or gas pu� imaging (GPI), e.g. at
Alcator C-Mod [32] and at the national spherical torus experiment (NSTX) [33].

Both methods use neutral atoms, BES a neutralized atomic beam, GPI a neutral
gas pu�, to generate line radiation and detect it with optical systems. These methods
allow 2D-images of the turbulent structures.
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2.3 Statistical tools for blob observation

To investigate turbulent structures in the plasma, high spatial and temporal resolution
is necessary. The LB diagnostic at ASDEX Upgrade ful�ls these requirements. A
detailed description of its setup is given in chapter 3.

In order to determine size, velocity and lifetime of blob-�laments, several statisti-
cal methods, applied to �uctuation data, are required. These are introduced in the
following.

2.3.1 Correlation Function

To resolve characteristic spatial scales in turbulence data, cross correlation analysis
can be utilized. The cross correlation function CCxy of two time traces x(t) and y(t)
with zero arithmetic mean is calculated by

CCxy(∆t) =
CVxy(∆t)

σxσy
, (2.8)

using the time lag ∆t (c.f. �gure 2.2a), the standard deviations σx, σy (of x(t) and
y(t)) and the covariance

CVxy(∆t) = 〈x(t)y(t+ ∆t)〉. (2.9)

The expectation value is denoted with 〈·〉. Owing to the assumption of ergodicity, the
expectation value can be calculated as the time average [34, 35]. The maximum of
the cross correlation function CCxy(∆t) is 1, if the information of signal x(t) occurs
identically at signal y(t) at a later point in time t+ ∆t. So-called `anti-correlation' is
observed for CCxy(∆t) = −1, i.e. x(t) ∝ −y(t + ∆t). Di�erences in the information
content of x(t) and y(t), and signal noise, which is intrinsic in measurements, lead to
a decorrelation of x(t) and y(t), resulting in maximum values of |CCxy| < 1.

For locally separated time traces xi(t) (at di�erent positions i) the cross correlation
transforms to spatial cross correlation function

CCij(∆t) =
〈xj(t)xi(t+ ∆t)〉

σjσi
(2.10)

using a chosen reference signal xj(t) at position j. It can be plotted two-dimensionally
in space i and time ∆t, to determine spatio-temporal patterns of quasi-coherent struc-
tures of the �uctuating signals. This method is used in reference [36] for Langmuir
probe data. In chapter 6.4, correlation analysis is utilized in an extended form to
determine radial blob sizes.

Owing to a higher noise level from BES data in comparison to Langmuir probe data,
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Figure 2.2: (a) Gaussian-shaped signal (x(t)) which is shifted by a time lag of
∆t. (b) Autocorrelation function of the signal from (a) which was distorted
by 25% random Gaussian-distributed noise. At ∆t =0 the `noise peak' is
observed. To remove it, seven adjacent values (for both signs of ∆t) are
linearly interpolated (red lines; extended to larger ∆t for visibility).

it is necessary to separate the desired signal from the intrinsic photon noise. The cross
correlation function CCxy becomes the autocorrelation function CCxx, if x(t) = y(t) ∀t
(c.f. �gure 2.2a). The autocorrelation function is usable to determine the noise level of
a signal x(t) and to remove the `noise peak' [37], which is formed due to the incoherent
structure of noise. This is re�ected by a signi�cantly smaller correlation time of the
noise than the correlation time of the desired (noisefree) signal. Figure 2.2b explains
this point in detail. If ∆t = 0, the noise fully contributes to the autocorrelation
function. For values of ∆t 6= 0, this contribution is strongly reduced owing to the
incoherent nature of noise and the residual part in the autocorrelation function is from
the desired signal, which shows correlation at larger timescales. Therefore, a peak in
the autocorrelation function is formed at ∆t = 0, which is called `noise peak'.

This peak and moreover, the noise contribution can be removed from the auto-
correlation function. A method, which can be applied for this purpose, is suggested
in reference [37]. Via linear interpolation of adjacent values, the magnitude of the
autocorrelation function at zero time lag without noise contribution is estimated. In
�gure 2.2b seven adjacent values of the autocorrelation function from positive time
lags and seven from negative time lags are interpolated. The interpolation lines are
plotted in red (for visibility they are extended to larger values of ∆t). A zoom-in
shows the autocorrelation function close to the `noise-peak' in detail.

The autocorrelation function CCxx is by de�nition the autocovariance CVxx nor-
malized to the standard deviation (see equation 2.8) and for this reason always 1
at ∆t = 0. To determine the actual standard deviation of the noisefree signal, the
autocovariance CVxx has to be utilized instead of the autocorrelation CCxx. The
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`noise-peak' removed CVxx at ∆t = 0 is the variance of the noisefree signal and there-
fore, the standard deviation of the noisefree signal can be determined by the square
root of the `noise-peak' removed CVxx(0).

To analyse spatial correlation lengths either the spatial cross correlation CCij or the
spatial cross covariance CVij can be used as long as the subtraction of the `noise peak'
(from the autocorrelation/covariance function) is done precisely, making a criterion
like the full width at half maximum (FWHM) applicable. If di�erent and large noise
levels occur at the channels xi and xj, the spatial cross covariance CVij is the better
choice, because it is not normalized to the standard deviation of the signals. At large
noise levels, the signal's standard deviation is dominated by the noise amplitude.
Therefore, the normalization of the CCij is more or less to the standard deviation of
the noise and not to the standard deviation of the noisefree signals.

2.3.2 Conditional Average

Cross correlation determines the correlation between two signals x(t) and y(t), al-
though it gives no information about signal amplitudes and their signs. To analyse
these quantities and to reduce noise, the conditional average is an appropriate method
[38]. A reference signal x(t) is chosen and a condition is de�ned, e.g. a deviation of
the signal amplitude from the mean, which is higher than several times the standard
deviation σx. If this condition is ful�lled at a certain time τ1, the signal x(t) is stored
for a small time interval

X1 = {x(t)|t ∈ [τ1 −∆t, τ1 + ∆t]}. (2.11)

At the same time point (τ1) and interval length (2∆t) the second signal y(t) is also
stored

Y1 = {y(t)|t ∈ [τ1 −∆t, τ1 + ∆t]}. (2.12)

This routine is applied to all points in time τi (i ∈ [2,M ]), where the condition is
ful�lled, leading to M sub-intervals Xi from x(t) and M sub-intervals Yi of y(t). In
the following, the average of these time traces is composed

X(t) =
1

M

M∑
i=1

Xi, t ∈ [−∆t,∆t]. (2.13)

Y (t) =
1

M

M∑
i=1

Xi, t ∈ [−∆t,∆t]. (2.14)

Because of the condition, which generates the sub-intervals, it is called the conditional
average. Is there a characteristic structure in y(t) at time points τi, which is higher
than the noise, it might also appear in the averaged value Y (t). Contributions from
noise are removed by the average. If this structure synchronously appears in x(t) at
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the same time τi, it can also be observed in X(t).

The conditional average method is applied in chapter 6.2 to reconstruct mean ne
perturbations directly from line radiation pro�les. Furthermore, the conditionally
averaged line radiation pro�les are used to demonstrate the abilities of the Richardson-
Lucy algorithm to remove the Li(2p) lifetime induced smearing (see chapter 5).
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Chapter 3

Lithium beam diagnostics

The LB diagnostic is based on the interaction between plasma particles and a neutral
beam of lithium (Li) atoms [39�48]. Thereby, the Li atoms get either ionized, excited
or de-excited by collisions with the plasma particles. Excited atomic states de-excite
after a certain lifetime, emitting characteristic line radiation.

The Li(2p) state gets most populated due to the interactions between plasma parti-
cles and Li atoms. It de-excites after ∼27 ns to the Li(2s) sate, emitting Li I (2p→ 2s)
line radiation at a characteristic wavelength of 670.8 nm. The intensity of the line ra-
diation is detected with an optical observation system along the beam. From the
line radiation pro�le, the electron density pro�le can be calculated. This principle is
called lithium beam impact excitation spectroscopy (Li-IXS) or lithium beam emission
spectroscopy (Li-BES).

With LB diagnostics one can probe the SOL and the pedestal of fusion plasmas,
where ne densities are not too high. In the dense plasma regions the beam is strongly
attenuated due to ionisation of the Li atoms.

3.1 Experimental setup of the LB diagnostic

A sketch of the LB diagnostic setup at ASDEX Upgrade is shown in �gure 3.1. From
a β-eucryptite emitter (at 50 kV voltage), which is heated with ∼200W, Li atoms are
extracted by an electrode at 43 kV. This electrode is also used to focus the beam. After
the formation, the beam is accelerated by the puller electrode (at -1.5 kV). Its negative
voltage prevents secondary electrons from entering the beam formation chamber and
damaging the emitter. Behind the puller electrode, de�ection plates are placed to
adjust the beam. Earlier, these de�ection plates were also used to hop the beam away
from the lines of sight (LOS) of the optical observation system, which is necessary to
measure the background radiation. Nowadays, for this purpose, the beam is chopped
by a high voltage MOSFET switch [12].

After passing the de�ection plates, the beam is neutralized in a heated sodium (Na)
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3.1. Experimental setup of the LB diagnostic 3. Lithium beam diagnostics

Figure 3.1: Setup of the lithium beam diagnostic at ASDEX Upgrade includ-
ing the old optical observation systems; Figure taken from [12].

cell. The neutralisation happens through charge exchange processes between the Na
and the Li atoms. The neutralized beam with a diameter of 10-15mm is injected from
the low �eld side (LFS) into the plasma. Two optical observation systems (one from
the top and one from the bottom) observe the radiation along the beam, especially
around the separatrix. As a part of a diagnostic upgrade (see section 3.1.1), a new
optical observation system was installed. It is placed in toroidal direction to the beam
(c.f. �gure 3.2).

3.1.1 LB diagnostic upgrade

The recently installed LB diagnostic upgrade contains three main parts:

1. New beam chopping system:
A high voltage MOSFET switch was implemented to chop the beam via modula-
tion of the emitter voltage [12]. Before, the modulation of the beam was done by
de�ection plates. In comparison to the old method, the new chopping extends
the lifetime of the emitter, because lithium is only extracted during `beam-on'
phases. Further, the beam position is more stable, because the de�ection plates
are only used for positioning and not for moving (hopping) the beam. The
MOSFET increases the switch time between `o�' and `on' by a factor of 500 to
0.7µs.

2. New faster data acquisition system (SIO):
The new data acquisition system `serial in and output (SIO)', which was de-
signed and manufactured by the IPP, was installed [49]. It enables a data
sampling rate of 200 kHz, which corresponds to a time resolution of 5µs.

3. New optical observation system:
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3.1. Experimental setup of the LB diagnostic 3. Lithium beam diagnostics

Figure 3.2: New optical observation system and its lines of sight relative to
the lithium beam; Figure taken from [13].

The new data acquisition system, which has a better temporal resolution, was
installed to make use of the improved photon statistics, delivered by the new
optical observation system. It is situated behind the limiter (c.f. �gure 3.2) with
LOS from the side onto the beam (marked blue in �gure 3.2). In comparison
to the old observation system (LOS from top down onto the beam, green LOS
in �gure 3.2), the new optical observation system is much closer to the beam,
which increases the photon yield by a factor of 100.

The arrangement of the channels is shown in �gure 3.3. Each channel has
a dimension of ∼6mm parallel and ∼11mm perpendicular to the LB. It is
elliptically shaped to couple as much light as possible from a rectangular volume
along the LB into the 600µm thick circular glass �bres. The channels are
arranged in three rows: The middle row consists of 28 channels to cover a wide
range along the beam. It is intended for the measurement of electron density
pro�les. Another two rows, each consisting of 16 channels, are designed to
measure poloidal velocities. They are placed one above and one below the middle
row. For comparison, four channels of the old optical observation system are
plotted red in �gure 3.3. These have rectangular cross sections and are larger
perpendicular to the beam. `Dead' channels, indicated in blue, have broken
�bres and are unusable.

These upgrades of the LB diagnostic give the ability to measure ne �uctuations
[50]. Especially, the high temporal resolution, through better photon statistics and
higher sampling rate, is necessary.
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3.2. Lithium beam impact excitation spectroscopy 3. Lithium beam diagnostics

Figure 3.3: Channels of the new optical observation system. For comparison,
four channels of the old observation system (called Li-IXS) are indicated in
red. Broken (`dead') channels are marked blue; Figure taken from [13].

3.2 Lithium beam impact excitation spectroscopy

Li-IXS or Li-BES uses the Li I (2p→ 2s) line radiation pro�les to calculate ne pro�les.
A collisional radiative model is applied, containing all relevant reactions between
plasma particles and the lithium atoms [42]:

� Excitation by collisions with plasma particles

� De-excitation by collisions with plasma particles

� Ionisation

� Charge exchange processes

The relations between these processes and the occupation numbers Ni of the energy
states of the lithium atoms are described by a set of coupled di�erential equations:

dNi(z)

dz
= [ne(z)aij(Te(z)) + bij]Nj(z) (3.1)

Ni(z = 0) = δ1i. (3.2)

The lithium beam is injected along the coordinate z (z = 0 marks the entrance of
the beam). The index i denotes the i-th energy level (i = 1 stands for Li(2s), i = 2
stands for Li(2p) and so on). aij (for i 6= j) speci�es the rate coe�cient for excitation
and de-excitation from j to i. Ionisation or excitation to states i>8 (assumed to
be equivalent to ionisation) is described by aii. As these processes happen due to
collisions, aij depends on the temperature Te(z) (energy) of the plasma particles and
the rate is proportional to the particle density ne(z) at a certain position z, assuming
an impurity free plasma, where the electron density is equivalent to the ion density
(ne = np). Plasma impurities are taken into account by the e�ective charge number
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3.2. Lithium beam impact excitation spectroscopy 3. Lithium beam diagnostics

Zeff , which modi�es aij. The rate coe�cients for all types of collisions have been
calculated, measured and validated in [45, 51]. Spontaneous emission processes are
included by the Einstein coe�cients bij, calculated from transition probabilities of
excited lithium atoms [52]. Equation 3.2 gives the boundary condition, that all lithium
atoms are in their ground state, when entering the plasma.

The Li-IXS method uses the dependency of the occupation number Ni on the elec-
tron density ne(z). The occupation number itself is linearly proportional to the emit-
ted line radiation:

N2(z) = α · ILi (2p→2s) ; α = const. (3.3)

The diagnostic method uses the most intense transition of Li: Li I (2p→ 2s). Its
intensity ILi (2p→2s) is connected to the corresponding occupation number of the Li(2p)
state (N2) via the proportionality constant α.

To recalculate the electron density from the measured line radiation pro�le, one
can integrate equation 3.1 stepwise, starting at z = 0, as done in [42], or choose
a probabilistic data analysis approach [47], which is nowadays mainly used at the
LB diagnostic at ASDEX Upgrade. The probabilistic method solves equation 3.1
for varied, cubic spline parametrized ne pro�les. The resulting Li I (2p→ 2s) line
radiation pro�le is compared with the measured radiation pro�le. Using bayesian
probability theory (BPT) the best match between measured and calculated pro�le
is found. BPT allows to apply physical and prior knowledge about parameters. To
generate smooth density pro�les, weak constraints on monotonicity of the density
pro�les are included by priors. A detailed description of the method is given in
reference [47].
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Chapter 4

Sensitivity Study

The aim of this study is to quantify the sensitivity of the LB diagnostic on ne per-
turbations and to determine a parameter range, in which the information about ne
�uctuations is reliable. Several parameters including position, amplitude and width
of ne perturbations are investigated.

4.1 Method

The simulations of the LB diagnostic are organized as follows:

1. Creation of an arti�cial background ne pro�le

2. Addition of a ne perturbation, varying its position, amplitude and width.

3. Calculation of the occupation number of the Li(2p) state along the ne pro�le
with and without perturbation.

4. Analysis of the Li(2p) occupation number pro�les and comparison with the input
ne pro�les.

To simulate the occupation of excited Li states, several existing computer programs
have been utilized and extended. A Fortran program called `simula' [42] calculates
the occupation numbers of Li for a given arti�cial ne pro�le, solving the set of coupled
di�erential equations given in equation 3.1. The rate coe�cients depend on the energy
of the Li atoms, therefore, a beam energy of 40 keV is assumed. As introduced in
equation 3.3 the occupation number is linearly proportional to the radiation intensity
of the Li I (2p→ 2s) line. Therefore, the occupation number of the Li(2p) state is
analysed. In the following, Li2p denotes the occupation number of the Li(2p) state.
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4.1.1 Generation of arti�cial electron density pro�les

The background ne pro�le, used for the simulations is parametrized by:

ne(z) =
ne,max − ne,min

2
· [tanh(α · (z − z0)) + 1] + ne,min (4.1)

The electron density ne(z) at a certain position z along the beam axis is described
by a hyperbolic tangent tanh(z) [15, 53]. ne,min describes the ne in the SOL and
ne,max stands for the ne at the pedestal top (c.f. �gure 4.1). α indicates the slope of
the gradient. It is set to 0.75, which is typical for an L-mode density pro�le. The
positioning of the gradient is done by the parameter z0 and the +1 after the tanh sets
pro�le to positive values of density.

To create a stronger decay at the pro�le edge, an additional term (1− e
−z
2 ), which

is multiplied with ne,min, is introduced:

ne(z) =
ne,max − ne,min

2
· [tanh(α · (z − z0)) + 1] + ne,min(1− e

−z
2 ) (4.2)

The decay close to the entrance of the LB corresponds to the density decrease in
real ne pro�les, which is caused by the limiter next to the entrance of the beam. A
density pro�le generated by equation 4.2 is plotted in �gure 4.1 in the top graph.
The corresponding Li2p pro�le is plotted at the bottom. The beam axis positions `in
front' and `behind' the maximum of the Li2p pro�le are indicated. In the following,
these terms will be used to analyse the positional dependence of the LB diagnostic
characteristics to ne perturbations.

4.1.2 Shaping of electron density perturbations

To investigate the in�uence of ne perturbations on the Li I (2p→ 2s) line radiation,
ne perturbations are added to the background pro�les. Their shape is assumed to
follow a Gaussian distribution g(z),

g(z) = δn · e−
1
2( z−µσ )

2

(4.3)

with variable height δn, width σ and position µ. δn is proportionately calculated from
the background density pro�le at position z = µ. E.g. in �gure 4.2 a perturbation with
δn of 1.2·ne(4 cm) (black dashed curve) is added to the background ne pro�le (black
curve). The calculated corresponding Li2p pro�le is plotted in red (solid: original
pro�le, dashed: pro�le with perturbation).

The width of the perturbation σ is 0.75 cm, which is corresponding to a FWHM of
1.76 cm. For a Gaussian distribution the FWHM is calculated by

FWHM = 2
√

2 ln 2 · σ, (4.4)
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Figure 4.1: Typical arti�cial ne pro�le (black); z0, ne,min and ne,max indicate
the parameters from equation 4.1. zSep is a typical position of the separatrix.
The corresponding Li2p pro�le is plotted below (red). The positions `in front'
and `behind' the maximum of the Li2p pro�le are marked at the bottom.

or simpli�ed ∼2.35·σ. At the bottom of �gure 4.2, the relative deviation of the
perturbed pro�le from the unperturbed pro�le is plotted. This relative deviation is
the di�erence of the perturbed and the unperturbed pro�le, which is normalized to
the unperturbed pro�le. Additionally, the FWHM of the perturbation is indicated by
horizontal lines. The comparison of the relative deviations (bottom plots) from the
ne and the Li2p shows the reaction of the emission to a ne perturbation. The relative
amplitude of the Li2p is of the order of 0.5, which is smaller than the ne relative
perturbation amplitude of 1.2. The relation between the amplitudes of the emission
and density perturbations is investigated in detail in section 4.3. Furthermore, the
position of the perturbation maximum in the Li2p is shifted with respect to the position
of ne maximum. Moreover, the whole perturbation is smeared in beam direction owing
to the lifetime of the Li(2p) state, which leads to an asymmetric shape of the Li2p
perturbation.

4.2 E�ects of electron density perturbations on

emission pro�les

The e�ects of ne perturbations on Li I (2p→ 2s) line radiation pro�les are discussed
in �gure 4.3. An arti�cial ne pro�le, shaped by equation 4.2, is created. Its parameters
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are: z0 = 9 cm, ne,min = 2 ·1018 m−3 and ne,max = 3 ·1019 m−3. A density perturbation
is added to the pro�le at a position in the SOL (µ = 3 cm, �gures 4.3a,b) and at a
position in the con�ned plasma (µ = 13 cm, �gures 4.3c,d). Their relative amplitudes
δn/n are 0.2 (for �gures 4.3a,c) and 0.8 (for �gures 4.3b,d).

The occupation number of the Li(2p) state depends on its population and de-
population. It is populated by de-excitation processes from higher excited atomic
states or excitation from the ground state, which is the process of higher importance.
De-population occurs, if electrons decay back to the ground state after a certain
lifetime or if they are excited to higher states.

In front of its maximum the Li2p pro�le is dominated by population from the ground
state, because all Li atoms of the beam are in their ground state, when the beam enters
the plasma (c.f. equation 3.2). Towards the maximum, the de-population of the Li(2p)
state by excitation to higher states gets more important. Furthermore, owing to
the continuous excitation from the ground state, the occupation of the ground state
decreases. Therefore, the probability for population of the Li(2p) state decreases.
At the maximum, population and de-population are exactly the same and behind
the maximum of the Li2p the depopulation by excitation to higher atomic states or
ionisation gets dominant, which leads to a decreasing Li2p pro�le.

The explained e�ects essentially in�uence the reaction of the emission pro�le to the
ne perturbation. A perturbation situated in the SOL, in front of the Li2p maximum,
leads to a positive response in the emission pro�le (c.f. �gure 4.3a,b). There, the
dominating process is the excitation from the ground (Li(2s)) to the Li(2p) state.
An increase of ne (induced by the perturbation) leads directly to an increase of the
population of the Li(2p) state and therefore, to a positive response in the emission.
As discussed in section 4.1.2, the emission signal is smeared and the peak is radially
shifted due to the lifetime of the Li(2p) state. Furthermore, one observes that large ne
perturbations in the SOL attenuate the beam, which is expressed by a lower maximum
of the Li2p pro�le (c.f. �gure 4.3b and 4.2; red dashed curve). Generalizing, it can be
concluded that perturbations in the SOL a�ect the whole emission pro�le and lead to
a lower Li2p pro�le at its maximum.

If a perturbation is situated behind the Li2p maximum (4.3c,d), where the de-
population of the Li(2p) state dominates, the emission response becomes negative.
Here, the ne perturbation leads to a stronger de-population of the Li(2p) state, which
results in a negative response in the emission signal. Moreover, the emission response is
non-local and no clear dip can be seen. The non-locality results from a combination of
the smearing, which is induced by the lifetime of the Li(2p) state, and the dominating
de-population behind the maximum of the Li2p.

In front of the Li2p maximum, the amplitudes of the emission response δI depend
directly on the amplitude of the density perturbation δn (larger δn lead to larger
δI). Behind the maximum there is a very small inverse dependence of the amplitudes
(larger δn leads to larger negative δI), which would not be resolvable in real measure-
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Figure 4.3: ne and Li2p pro�les with perturbations. Original pro�les are solid
lines, pro�les with perturbations are dashed. The arti�cial ne pro�les are
plotted in black, the corresponding emission pro�les in red. The emission
pro�le response depends on the position of the electron density perturbation.
`In front' (seen in the direction of the beam) of the maximum of the Li2p
pro�le a perturbation leads to a positive δI (a,b). A perturbation situated
`behind' the maximum of the Li2p pro�le generates a negative δI (c,d).
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ments. For this reason, only density perturbations in front of the Li2p maximum are
investigated in the following sections.

4.3 Emission response on perturbation amplitude

To analyse the pro�les, the biggest di�erence of the Li2p pro�les δI is set in relation
to the value I of the unperturbed light pro�le at the beam axis position of δI, leading
to the relative emission response δI/I. The relative amplitude of the ne perturbation
is calculated by δn/n, where n denotes the unperturbed electron density ne(µ) at the
perturbation position µ.

A scan through a wide range of δn/n at di�erent perturbation positions µ is per-
formed to get detailed information on the relation between relative amplitude of ne
perturbation δn/n and relative emission response δI/I. Its parameters are listed in
table 4.1. A typical L-mode pro�le is used for the background ne pro�le (c.f. equation
4.2).

varied parameter from to

perturbation position µ 1 cm 11 cm
relative amplitude of the perturbation δn/n 0.01 1.6

�xed input parameter value

width of the perturbation σ 0.5 cm
scrape o� layer electron density ne,min 2 · 1018 m−3

pedestal top electron density ne,max 3 · 1019 m−3

Table 4.1: Amplitude scan parameters

Figure 4.4 shows the results of the scan. δn/n is plotted versus δI/I and the colour
scaling indicates µ. The position of the Li2p maximum is at 10.5 cm.

The following observations can be made:

� Remarkably, there is an almost linear relation between δn/n and δI/I in the
range of δn/n < 1.0 and µ < 10 cm (c.f. blue, green and yellow curves). For
comparison, the black line indicates δn/n = δI/I. There is no 1:1 correspon-
dence between δn/n and δI/I observed, which is plausible, because of the set of
coupled di�erential equations (see equation 3.1), that are describing the relation
between ne and the Li(2p) occupation number.

� For δn/n > 1.0 and µ ≥ 10 cm non-linearities occur. They are either due to
saturation e�ects, if perturbations are too large, or due to the change of sensi-
tivity, if perturbations are situated too close (in front or behind) the maximum
of the unperturbed Li2p pro�le, which is at 10.5 cm.
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Figure 4.4: Scan with di�erent relative perturbation amplitudes δn/n at dif-
ferent positions µ. δI/I is the relative emission signal response. The color
scaling corresponds to the perturbation position µ. The relation between
δn/n and δI/I is linear in the range of δn/n < 1.0 and µ < 10 cm.

� As discussed in section 4.2, for a given δn/n, δI/I decreases towards the maxi-
mum of the Li2p pro�le. Therefore, at large µ (red curve) the emission response
is much smaller than at small µ. E.g. a perturbation of δn/n = 0.8 leads to a
δI/I of 0.13 at µ = 10 cm (red orange curve). The same δn/n results in a δI/I
of 0.4, if the perturbation is situated at µ = 2 cm (light blue curve).

Further simulations with a variation of ne,min lead to consistent results. Although, it
has to be considered that a variation of the background ne pro�le leads to a change
of the Li2p pro�le, which then changes the sensitivity to ne perturbations, especially
at positions close to the Li2p pro�le maximum.

One can conclude from these studies, that it is possible to classify the relative
amplitude of a ne perturbation δn/n by the emission signal response δI/I. The
in�uence of the perturbation width is investigated in the following.

4.4 Emission response on perturbation width

To determine radial sizes of blob-�laments from emission pro�les, detailed information
on the relation between the perturbation width (FWHMn) and the width of the cor-
responding emission response (FWHMI) is necessary. For this reason, another scan,
varying the ne perturbation width σ, is performed. A summary of the scan parameters
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is given in table 4.2.

varied parameter from to

perturbation position µ 2 cm 10 cm
relative amplitude of the perturbation δn/n 0.05 1.00

width of the perturbation σ 0.02 cm 2.00 cm
equivalent FWHMn 0.05 cm 4.71 cm

�xed input parameter value

scrape o� layer electron density ne,min 2 · 1018 m−3

pedestal top electron density ne,max 3 · 1019 m−3

Table 4.2: Width scan parameters

The �gures 4.5b-f show the dependencies of FWHMI on FWHMn and δn/n at dis-
crete perturbation positions µ. These positions are indicated by blue vertical lines in
�gure 4.5a. The colour scaling corresponds to the relative amplitude of the ne pertur-
bation δn/n. Red corresponds to a large amplitude, whereas blue indicates a small
amplitude. The black dashed lines indicate FWHMn = FWHMI. The comparison
of the �gures 4.5b-f leads to two main observations, concerning the relation between
FWHMn and FWHMI:

� An independence of δn/n, excepting µ = 10 cm, where the perturbation is situ-
ated close to the maximum of the Li2p pro�le (c.f. �gure 4.5a).

� An almost linear relation between FWHMn and FWHMI with changing o�set.

The o�set of FWHMI is caused by the smearing, owing to the lifetime of the Li2p state.
E.g. �gure 4.2 (bottom plot) reveals this e�ect very clearly. The smearing leads to
a broadening of the emission response FWHMI. Therefore, FWHMI is larger than
FWHMn. The o�set is constant for di�erent δn/n, owing to the constant smearing at
a given beam velocity.

For di�erent perturbation positions µ, di�erent o�sets are observed. Because the
o�set drops towards the maximum of the Li2p pro�le, a connection between emission
pro�le and FWHMI could be supposed. As discussed in previous sections (c.f. section
4.2), the e�ects of ne perturbations on the Li2p pro�les change at the maximum of the
Li2p pro�le from a positive to a negative response. Perturbations situated close to the
maximum (c.f. �gure 4.5e,f), in�uence the maximum's position. It is slightly shifted
to smaller values along the beam axis. Therefore, the di�erence of the perturbed
and the original pro�le has a steeper gradient at the decreasing part. This stronger
decay lowers FWHMI. If the perturbation is located at positions µ = 2, 4 and 6 cm,
the o�set of FWHMI is constantly ∼ 1.5 cm. Whereas, a perturbation situated at
µ = 8 cm has an o�set of ∼ 1 cm and for µ = 10 cm the o�set drops to ∼ 0.5 cm.

Another e�ect, which is also induced by the change of emission response at the
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Figure 4.5: Scan of di�erent perturbation widths FWHMn at several posi-
tions µ; FWHMI is the emission signal response width. The color scaling
corresponds to the relative perturbation amplitude δn/n. (a) Indication of
the density perturbation position µ. The vertical blue lines correspond to
di�erent µ in the �gures (b-f).FWHMI shows an o�set which is caused by the
Li(2p) lifetime induced smearing.
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Figure 4.6: ne and Li2p pro�les di�erent perturbation amplitudes δn/n. The
maxima of the Li2p pro�les are indicated by blue vertical lines. A larger
perturbation width (FWHMn) leads to a stronger shift of the Li2p maximum.

Li2p maximum, is observed in �gure 4.5f. Here, a small dependence of FWHMI on
the relative amplitude of the perturbation δn/n is seen, which changes its sign at
FWHMn ∼ 4 cm. This e�ect is explained in detail by �gure 4.6. For FWHMn < 4 cm
(c.f. �gure 4.6a), an increase of δn/n leads to a stronger decay in the decreasing
part of the Li2p pro�le, which lowers FWHMI. If FWHMn > 4 cm (c.f. �gure 4.6b),
the maximum of the Li2p pro�le gets strongly shifted to smaller values at the beam
axis. The shift of the maximum position depends stronger on δn/n than at small
perturbation widths (c.f. �gure 4.6). The reason for this is that at small perturbation
width, only the gradient of the ne pro�le is changed (c.f. �gure 4.6a, black curves).
Large perturbation widths lead to a shift of the gradient's position (c.f. �gure 4.6b,
black curves), resulting in a broadening of FWHMI in the direction of the gradient's
shift (towards smaller beam axis positions) for increasing δn/n.

Summarizing, the following conclusions can be drawn from the performed sensitivity
study:

1. The sensitivity of the LB diagnostic to ne perturbations decreases towards the
maximum of the Li2p pro�le.

2. The emission signal response amplitude δI/I depends linearly on the relative
ne perturbation amplitude δn/n over a wide range of δn/n and µ (perturbation
position).

3. The emission response width FWHMI shows a linear dependence on the ne
perturbation width FWHMn with an o�set, which is due to the Li(2p) lifetime
induced smearing of the emission pro�le.
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Chapter 5

Richardson-Lucy Deconvolution

In the previous chapters, it was often referred to the smearing of the Li I (2p→ 2s)
line radiation pro�le, which is induced by the lifetime of the Li(2p) state. This chapter
discusses the problem in detail and presents a simple method to remove the smear-
ing from the emission pro�les. For this purpose, the Richardson-Lucy algorithm is
introduced and adapted to the requirements of the LB diagnostic.

5.1 Li(2p) lifetime induced smearing

Excited atomic states decay after a certain lifetime to a state with lower energy. E.g.
the Li I (2p→ 2s) transition has a lifetime of 27.11 ns. If BES is utilized, the excited
atoms travel a certain distance, owing to their kinetic energy, before they de-excite.
The mean distance (or decay length) l can be calculated by the following equation:

l =

√
2EBeam
m

· τ. (5.1)

The beam energy is represented by EBeam, m refers to the mass of the beam atoms
and τ is the lifetime of the excited state. The lifetime τ , which corresponds to a 1/e
decay, can also be replaced by the half-life τ1/2, which represents a decay to the half
of the original amplitude:

τ1/2 = τ · ln (2). (5.2)

This leads to the `half-life decay' length l1/2:

l1/2 =

√
2EBeam
m

· τ1/2. (5.3)

In table 5.1 the decay lengths are calculated for di�erent beam energies and kinds of
beam atoms. Additional to Li atoms, beams consisting of Na atoms and high energetic
D atoms (typically used for plasma heating) are considered. Lower beam energies or
shorter lifetimes reduce the smearing e�ect. The decay length of a 30 keV Na beam
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line (wavelength [nm]) τ [ns] τ1/2 [ns] m [u] EBeam [keV] l [cm] l1/2 [cm]

Li I (670.8) 27.11 18.79 6.94 30 2.48 1.72
Li I (670.8) 27.11 18.79 6.94 40 2.87 1.99
Li I (670.8) 27.11 18.79 6.94 50 3.21 2.22

Na I (589.0) 16.23 11.25 22.99 30 0.87 0.56
Na I (589.0) 16.23 11.25 22.99 50 1.05 0.73

D I (656.1) 15.46 10.72 2.01 60 3.72 2.58
D I (656.1) 15.46 10.72 2.01 100 4.80 3.33

Table 5.1: Decay lengths for di�erent beam types and energies

is only about 1/3 of the decay length of a 40 keV Li beam. If a Na beam is used,
a higher spatial resolution could be achieved. Therefore, several experiments were
already performed at ASDEX Upgrade [54] and an atomic cross section database has
been compiled [55].

A simple approach, to achieve a better spatial resolution in the Li I (2p→ 2s) line
radiation pro�le is to remove the exponential decay from the smearing by applying
a Richardson-Lucy algorithm to the line radiation pro�les. This deconvolution algo-
rithm increases the spatial accuracy and allows determining the exact positions of ne
perturbations from the deconvolved Li I (2p→ 2s) line radiation pro�les.

5.2 Richardson-Lucy algorithm

Originally, the Richardson-Lucy algorithm [56, 57] was developed for image recon-
struction. Images, which have been blurred by a known point spread function (PSF),
can be recovered by application of the algorithm. The degradation of an imageW by a
given PSF S to the blurred image H can be mathematically interpreted as convolution
(denoted by ∗):

H = W ∗ S. (5.4)

The PSF gives the response of an imaging system to a point source. E.g. if a Gaussian
distribution is utilized, the blurred image of an originally sharply de�ned object would
get di�use at the edges. Si,k describes the fraction of light emitted at location i, which
is observed at location k.

A method for a stepwise iteration of W is provided by bayesian probability theory
(BPT). The following derivation is adapted from [56], using the notation that:

� The subscripted letters, like Wi, refer to a value, which is related to a certain
position i.

� Unsubscripted letters indicate the sum over all positions i, e.g. W =
∑

iWi.
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This nomenclature is also used for H =
∑

kHk and S =
∑

j Sj.

The problem of deconvolution, formulated by means of BPT, denotes:

P (Wi|Hk) =
P (Hk|Wi)P (Wi)∑
j

P (Hk|Wj)P (Wj)
. (5.5)

P (Wi|Hk) is the conditional probability of an event Wi under the requirement of an
event Hk. The unknown probability for an event at Wi, P (Wi), is:

P (Wi) =
∑
k

P (Wi|Hk)P (Hk). (5.6)

Substituting equation 5.5 in equation 5.6, leads to:

P (Wi) =
∑
k

P (Hk|Wi)P (Wi)P (Hk)∑
j

P (Hk|Wj)P (Wj)
. (5.7)

The unknown P (Wi) appears on both sides of equation 5.7. Now, via an estimation
of an initial P (1)(Wi), a stepwise iteration of P (r)(Wi) (r refers to the r-th iteration
step) is possible:

P (r+1)(Wi) = P (r)(Wi)
∑
k

P (Hk|Wi)P (Hk)∑
j

P (Hk|Wj)P (r)(Wj)
. (5.8)

Replacing P (Wi) = Wi/W , P (Hk) = Hk/H and P (Hk|Wi) = P (Si,k) = Si,k/S (using
S =

∑
j Sj) leads to a simpli�ed notation of equation 5.8:

W
(r+1)
i /W = (W

(r)
i /W )

∑
k

(Si,k/S) · (Hk/H)∑
j

(Si,k/S) · (W (r)
j /W )

(5.9)

The reconstruction has to be a conservative process, therefore, H = W , which results
in:

W
(r+1)
i = W

(r)
i

∑
k

Si,kHk∑
j

Sj,kW
(r)
j

. (5.10)

Using Bayes' postulate, the initial value W
(1)
i is estimated by:

W
(1)
i =

∑
k

Si,kHk∑
j

Sj,k
. (5.11)
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Figure 5.1: Test of the implemented Richardson-Lucy algorithm: A peaked
function at 6 cm (grey shaded area) is blurred by an exponential decay (black
curve). The blurred data is used as input for the deconvolution algorithm.
The reconstructed output is plotted in red. A total recovery of the peak is
achieved.

5.2.1 Adaptation and numerical implementation of the

algorithm

Equation 5.10 can be iterated numerically. In the frame of this thesis, it was imple-
mented into an Interactive Data Language (IDL) [58] routine, ful�lling the require-
ments of the LB diagnostic, which were:

� A one-dimensional image, owing to the radially placed LOS of the optical ob-
servation system.

� Implementation of the positions of the LOS of the observation system (see sec-
tion 5.3).

� A correct PSF, which describes the Li(2p) lifetime induced smearing of the
Li I (2p→ 2s) line radiation pro�le.

Expressed in terms of an imaging problem, the PSF Si,k gives the fraction of light
originating from location i, which is measured at position k. If only exponential
smearing is assumed, the PSF denotes

Si,k =

{
e−

xk−xi
l for xk ≥ xi

0 for xk < xi
. (5.12)

xi and xk refer to the positions of the channels i and k along the beam axis. The
decay length (c.f. section 5.1, table 5.1) is indicated by l in the denominator of the
exponential term. l has to be adapted to the kinetic energy of the LB. Furthermore,
Si,k is normalized that

∑
k Si,k = 1 ∀i.
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Figure 5.2: Deconvolution of Li2p pro�les (in the same representation as in
�gure 4.2). The ne pro�les (black), the corresponding Li2p pro�le is calculated
(red). Afterwards, the Li2p pro�le is deconvolved, using the Richardson-Lucy
algorithm. The resulting pro�les (Li2p deco.) are plotted in blue. The
perturbed pro�les are indicated by dashed lines. At the bottom of each
plot the relative deviation (rel. dev.) of the perturbed pro�le from the
unperturbed (original) pro�le is plotted. The deconvolved pro�les (blue)
have almost the same gradients as the ne pro�les.

A numerical test is performed to check the correct implementation of the Richardson-
Lucy algorithm (c.f. �gure 5.1). A single peaked intensity distribution is set at beam
axis position 6 cm. It is smeared by an exponential decay, which is described by the
PSF (black curve). On this smeared pro�le, the deconvolution algorithm is applied.
The peak is completely reconstructed in width and amplitude by the method (red
curve).

5.2.2 Application on arti�cial emission pro�les

After the successful testing, arti�cial Li(2p) line radiation pro�les are deconvolved
by the algorithm. In �gure 5.2 two examples are displayed. As explained in chapter
4.2, arti�cial ne pro�les are generated and density perturbations are added to them.
A detailed description of the parameters of the ne perturbations can also be found
in chapter 4.2. The calculated, corresponding emission pro�les (Li2p pro�les) are
used as input pro�les for the Richardson-Lucy deconvolution. In �gure 5.2a a density
perturbation is situated at µ = 5 cm with FWHMn = 1.76 cm and amplitude δn/n =
0.5. In comparison to the Li2p pro�les (red), the deconvolved pro�les (blue) show no
smearing of the perturbation (c.f. bottom graph). Furthermore, the shape (especially
amplitude) and the position of the ne perturbation are completely recovered by the
algorithm.
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The e�ect of beam attenuation caused by the density perturbation, can be observed,
comparing the deconvolved pro�les with (blue dashed curve) and without (blue solid
curve) perturbation around the pro�le maximum. In the case of the medium sized
perturbation in �gure 5.2a, the e�ect is marginal but observable.

In front of the maximum of the deconvolved pro�les, the gradients of density (solid
black curve) and deconvolved pro�le (solid blue curve) are almost the same. This
suggests that the population of the Li(2p) state (from the ground state) is almost
linearly related to ne.

In terms of resolvability, an extreme example of a density perturbation is presented
in �gure 5.2b. A rather small perturbation (δn/n = 0.5, FWHMn = 0.58 cm), situated
at the position µ = 9 cm, represents almost the limit of resolvability (c.f. chapter
4.4). In the Li2p pro�les the perturbed (red dashed curve) and the unperturbed (red
solid curve) pro�les deviate only marginally from each other. This can also be seen
in the bottom graph. Again, the Richardson-Lucy algorithm is able to reconstruct
the original perturbation shape from the Li2p pro�le. In the relative deviation of
the deconvolved perturbation from the deconvolved, unperturbed pro�le (�gure 5.2b,
bottom plot, blue chain line), an undershoot is observed behind the perturbation,
which is due to the change of dominating e�ects at the Li2p pro�le maximum from
population to de-population (c.f. chapter 4.4). The perturbation is situated that close
to the maximum of the Li2p pro�le, that parts of it are already behind it, leading to
a stronger depopulation. The depopulation is not a�ected by the Li(2p) lifetime but
by excitation to higher states. Therefore, it is not removed by the deconvolution
algorithm.

To double check the results of the Richardson-Lucy algorithm, the deconvolved
(output) pro�le can be convoluted again with the PSF, which give per de�nition the
Li2p (input) pro�le. The back-convolution was performed for all deconvolved pro�les
and show, as obtained, consistency with the original input pro�les.

5.3 Implementation of LOS positions

In previous simulations, complete Li2p pro�les with a high spatial resolution were
analysed. In experimental measurements, the spatial resolution is limited to the LOS
of the optical observation system. To adapt the simulations to this requirement, the
positions of the LOS from the new optical observation system (see chapter 3.1.1) are
implemented. The Li2p pro�les are sampled, owing to the positions of the LOS, with
a sample interval of 6mm centred around the nominal LOS position. A sampled
pro�le is plotted in �gure 5.3a. The channels are indicated by grey vertical bars. The
`dead' (broken) channels (at 5.7 cm and 1.5 cm beam axis position) lead to a loss of
information, especially, if a ne perturbation is located next to the missing channel
(c.f. �gure 5.3b).
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Figure 5.3: Implementation of the channel positions from the new optical ob-
servation system (c.f. chapter 3.1.1, �gure 3.3). (a) Overview plot, including
all channels. (b) Zoom into the black rectangle of �gure (a), showing a `dead'
channel.

5.3.1 Deconvolution of sampled pro�les

The Richardson-Lucy algorithm was developed to run on equidistant grids of pixels,
as it is the case in images. Hence, it is necessary to map the positions of the LOS,
which are obviously not equidistantly spaced (c.f. �gure 5.3), to a regular grid. If the
emission pro�le is smooth, which is the case in the simulations, a di�erent mapping
is applicable without causing huge errors. Instead of the original not-equidistantly
spaced LOS positions, a regular grid with a width of 0.33 cm, which is about 50% of
the distance between two LOS, is used for the new mapping. The emission intensity
values, which are measured at the positions of the LOS, are linearly interpolated to
the new positions. Afterwards, the Richardson-Lucy deconvolution is applied and
then the deconvolved pro�le is again linearly interpolated on the original positions of
the LOS.

The results of this procedure are shown in �gure 5.4 for di�erent positions of the
density perturbation µ. The perturbation amplitude is set to δn/n = 0.8 and its width
is σ = 0.5 cm (c.f. equation 4.3), which corresponds to FWHMn = 1.18 cm. The ne
pro�les are plotted in black, corresponding Li2p pro�les in red and the deconvolved
Li2p pro�les in blue. The positions of the LOS of the new observation system are
marked by crosses on the pro�le. In contrast to �gure 5.2, one observes in every sub
�gure that the �rst value of the deconvolved pro�le is signi�cantly larger. Because
the position of the �rst channel is at 1.0 cm and not at 0.0 cm as in �gure 5.2, the de-
convolution algorithm assigns light intensity, which actually originates from positions
smaller than 1.0 cm, to the position of the �rst LOS.

The recoverability of the perturbation shape in the deconvolved pro�le depends on
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Figure 5.4: Deconvolution of sampled pro�les (in the same representation
as �gure 5.2): The crosses indicate the positions of the LOS of the new
observation system. The ne pro�les are black and the corresponding Li2p
pro�les are indicated in red. The Li2p pro�les are sampled and afterwards
deconvolved by the Richardson-Lucy algorithm. The resulting pro�les (Li2p
deco.) are plotted in blue. The resolvability of the perturbation shape is
in�uenced by the perturbation position µ.
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the perturbation position, according to the positions of the LOS. E.g. a perturbation
situated at µ = 2 cm (�gure 5.4a, bottom graph) is totally recovered in its shape,
whereas a perturbation at µ = 7 cm shows a deviation, comparing the relative de-
viations (of the perturbed pro�les from the unperturbed pro�les) from density and
deconvolved pro�les at the maximal amplitude (�gure 5.4d, bottom graph).

Whether the maximal amplitude is completely resolved or not, depends again on
the perturbation position. If the perturbation is situated close to a broken channel,
e.g. �gure 5.4c, the maximum value of δn/n = 0.8 is not resolvable, only a value of 0.5
is reached in the input ne pro�le and the deconvolved pro�le (c.f. black and blue curve
in the bottom graph). In the �gures 5.4a,b,5.4d the maxima of the perturbations are
situated closer to the LOS positions, but not exactly at them, which leads to values
around 0.7.

In summary, the following points have been achieved:

1. The Richardson-Lucy algorithm was implemented successfully in an IDL routine.

2. On grids with a high spatial resolution, i.e. enough sampling points, the algo-
rithm is able to reconstruct the shape of ne perturbations from the corresponding
Li2p pro�les (c.f. �gure 5.2) for perturbation positions in front of the Li2p pro�le
maximum.

3. Sampled Li2p pro�les, can be reconstructed, via interpolation of the positions
of the LOS to a regular grid (c.f. �gure 5.4).

The interpolation between the grids assumes a smooth emission pro�le. This is only
the case, if the photon statistics are good and therefore, the emission pro�le is smooth
and not blurred by noise. Measured pro�les, sampled with 200 kHz do not ful�l this
requirement. Unfortunately, the Richardson-Lucy algorithm gives no possibility to
estimate or reduce the noise level. If noise occurs, the algorithm addresses signal,
which is originating from noise, to true Li I (2p→ 2s) line radiation from the LB,
leading to a wrong, discontinuous deconvolved pro�le.

For this reason, the deconvolution is not applied to 200 kHz sampled pro�les in
chapter 6.4. To apply it to these pro�les a method to reduce the noise has to be
developed. For conditionally sampled pro�les (see section 6.2) it is possible to use
the algorithm, because the noise is averaged out and smooth emission pro�les are
provided.
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Chapter 6

Blob Size Measurement

In this chapter the data analysis methods, which are introduced in chapter 2.3, are
utilized to evaluate the width of blob-�laments.

After a brief introduction of the �ux coordinate system (section 6.1), conditionally
averaged emission pro�les are analysed in section 6.2. Here, a density perturbation
is reconstructed from the conditionally averaged emission pro�le, using an estimated,
tanh-shaped, arti�cial background ne pro�le. Furthermore, the conditionally averaged
emission pro�le is deconvolved by the Richardson-Lucy algorithm.

Section 6.3 compares the results of the correlation analysis of measured line radia-
tion pro�les and high frequent sampled, evaluated (measured) ne pro�les.

Section 6.4 describes the determination of blob-�lament widths, using correlation
analysis of measured Li I (2p→ 2s) line radiation pro�les. For this purpose, the results
from the sensitivity study from chapter 4 are utilized to conclude from the correlation
lengths of the line radiation pro�les to the actual blob width. Furthermore, the
dependence of the blob-�lament width on the magnetic �eld B (c.f. equation 2.7) is
investigated.

6.1 Flux Coordinates

Generally, in axial symmetric toroidal devices the normalized poloidal �ux surface
coordinate system ρpol is used as radial coordinate. It enables the comparison of
diagnostics, situated at di�erent positions at the torus and is de�ned as:

ρpol =

√
Ψ−Ψcore

Ψsep −Ψcore

. (6.1)

Ψ denotes the poloidal magnetic �ux. It is normalized to the di�erence of the magnetic
�ux between separatrix Ψsep and core Ψcore. Therefore, the coordinate is 0 at the
plasma core, increases towards the separatrix to 1 and is larger than 1 in the SOL.
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6.2 Perturbation reconstruction using conditional

averaging

(The conditionally averaged data, presented in this section, was provided by Tatsuya Kobayashi.)

This section compares a conditionally averaged line radiation pro�le of discharge
#28830 with the mean line radiation pro�le (background line radiation pro�le) of
the same discharge. In a �rst approach, a hyperbolic tangent-shaped ne pro�le is
assumed, whose corresponding line radiation pro�le �ts well to the measured back-
ground line radiation pro�le. The ne perturbation is reconstructed by variation of
a Gaussian shaped perturbation on the tanh-shaped ne pro�le (background density
pro�le) till the corresponding, calculated line radiation pro�le �ts to the condition-
ally averaged line radiation pro�le. In a further approach, the conditionally averaged
and the background line radiation pro�le are deconvolved, using the Richardson-Lucy
algorithm. Finally, the results of both methods are compared.

Chapter 2.3.2 mathematically describes the conditional average. If the chosen ref-
erence signal x(t) ful�ls a certain condition at time τi, all signals (x(t), y(t),...) are
stored in a certain time interval [τi− δt, τi + δt]. Afterwards all sampled intervals are
averaged.

The method is applied to the data from the LB diagnostic of discharge #28830 in the
interval from 2.5 s to 4 s, using each channel of the new optical observation system (see
�gure 3.3) as signal. Therefore, a radial, conditionally averaged line radiation pro�le
can be determined. Discharge #28830 is an electron cyclotron resonance heating
(ECRH) heated L-mode discharge with a plasma current of 800 kA and a toroidal
magnetic �eld (Bt) of 2.01T. The ECRH heating power is 0.3MW. Figure 6.1a shows
the background (mean) line radiation pro�le for the complete analysed interval (2.5 s
to 4 s).

As reference signal, the channel at ρpol = 1.04 is chosen. The condition is that the
signal di�ers more than 2.5 times the standard deviation from the mean value. If the
condition is achieved, a time interval of 1ms is stored at all channels. Each sample
of the reference channel is analysed to �nd the time point with maximum signal
amplitude. At this time point, the radial pro�le over all channels is determined.
Afterwards, all pro�les are averaged. The resulting pro�le of this procedure is plotted
in �gure 6.1b with red solid curves.

To reconstruct the blob-�lament, a hyperbolic tangent-shaped ne pro�le (see equa-
tion 4.1) is assumed as background pro�le (�gure 6.1a, black curve). The hyperbolic
tangent is modi�ed by quadric terms in the SOL and in the pedestal top. Furthermore,
owing to the limiter, situated next to the LB entrance, the pro�le is corrected to small
densities, for ρpol > 1.07. From the modi�ed pro�le the corresponding line radiation
pro�le is calculated, which is plotted in �gure 6.1a as red dashed curve (�tted Li2p). It
shows good agreement with the measured line radiation pro�le (�gure 6.1a, red solid
curve). Small deviations are due to the application of a hyperbolic tangent function to
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Figure 6.1: Conditionally averaged line radiation pro�les. Measured pro�les
are plotted with red solid curves, the �tted line radiation pro�les are indi-
cated by red dashed curves and the corresponding ne pro�les are black. The
deconvolved pro�les are marked in blue. Figure (a) shows the background line
radiation pro�le including its �t and the to the �t corresponding ne pro�le
and �gure (b) includes the conditionally averaged pro�le and the associated
�ts. The background and the conditionally averaged pro�les are compared in
the �gures (c) for the �tted ne pro�les and (d) for the deconvolved pro�les.
The comparison of the relative deviations, which are calculated from the de-
convolved pro�les (d, bottom plot) and from the ne pro�les (c, bottom plot),
shows agreement in width and amplitude.
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describe the density. The agreement of the line radiation pro�les is accurate enough
to use the modi�ed, tanh-shaped ne pro�le as unperturbed background pro�le. To
this background density pro�le a Gaussian shaped perturbation (c.f. equation 4.3)
with variable position µ, amplitude δn and width σ is added. These three parameters
are varied, the corresponding line radiation pro�le is calculated and compared to the
conditionally averaged, measured line radiation pro�le (�gure 6.1b, red solid curve),
till good agreement of them is achieved (c.f. �gure 6.1b, red solid and red dashed
curve).

A density perturbation situated at µ = 1.035, with amplitude of δn = 2.25·1018 m−3

and width of σ = 1.25 cm, which corresponds to a FWHM of 2.94 cm, gives the best
agreement. Figure 6.1c compares the perturbed (black dashed curve) and unperturbed
(black solid curve) density pro�les, from the �gures 6.1ab.

Another less complicated possibility to analyse the characteristic parameters of
the observed blob-�lament directly from the line radiation pro�les is the Richardson-
Lucy deconvolution, which is introduced in chapter 5. The conditionally averaged,
measured line radiation pro�le and the mean (background) line radiation pro�le are
directly used as input for the deconvolution algorithm. The resulting deconvolved
pro�les are plotted in �gure 6.1d. Comparing the bottom graph (relative deviation of
the perturbed pro�le from the unperturbed (original) pro�le) of the �gures 6.1c and
6.1d, one observes good agreement in position and amplitude. In the deconvolved
pro�le, only one channel at ρpol = 1.06 shows a signi�cantly wrong amplitude, which
leads to a too large width. This might be due to a bad interpolation of the data,
because there is only the signal from three channels available there. Towards the
separatrix (for ρpol < 1.05) the relative deviations show almost the same shape.

From the investigation of the conditionally averaged pro�les, the following conclu-
sions can be drawn:

� Blob-�laments can be reconstructed from conditionally averaged, measured line
radiation pro�les. On a given background ne pro�le, a Gaussian shaped density
perturbation is varied and the corresponding line radiation pro�le is compared
with the conditionally averaged line radiation pro�le, till both agree.

� An easier procedure to evaluate position, amplitude and even width, is the
Richardson-Lucy deconvolution. With some optimization of the interpolated
grid, this tool allows a fast evaluation of blob-�lament parameters, directly from
conditionally averaged Li I (2p→ 2s) line radiation pro�les.
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6.3 Correlation analysis of evaluated electron

density pro�les

For the measurement of turbulent characteristics a high temporal resolution is re-
quired. The LB diagnostic is able to sample Li I (2p→ 2s) line radiation pro�les
with a rate of 200 kHz. With increasing sample rate, the photon statistic gets worse.
Though, there is a poor photon statistic at a sample rate of 200 kHz, the ne evaluation
routine (see chapter 3.2) is able to calculate ne pro�les. These evaluated pro�les can
be analysed, using the radial cross correlation function CCij (chapter 2.3.1). In the
following, the correlation analyses of the evaluated ne pro�les and of the line radiation
pro�les are compared by the example of discharge #29302. An L-mode phase 3.05 s
to 3.30 s is investigated. Detailed information on the layout of the discharge is given
in section 6.4.1, �gure 6.4.

Figure 6.2 displays the radial cross correlation at zero time lag CCij(0) (for simplic-
ity CCij) (�gure 6.2a,c) and the autocorrelation CCxx (�gure 6.2b,d) of Li I (2p→ 2s)
line radiation and ne pro�les. The ne pro�les are evaluated with a standard set of
priors: 0.001 for monotonicity and 0.5 for curvature. As radial coordinate the nor-
malized poloidal �ux ρpol (section 6.1) is utilized. Two reference channels xj (or x for
CCxx) in the con�ned plasma (ρpol = 0.92 and 0.91, black curves) and two reference
channels in the SOL (ρpol = 1.04 and 1.03, red curves) are chosen for each �gure.
The choice of two reference channels, which are close to each other has some reason:
If radial correlation is observed, two neighbouring channels should observe a similar
shape of the correlation function, excluding the `noise peak'.

The correlation functions of the Li I (2p→ 2s) line radiation are shown in �gure
6.2a and 6.2b. Owing to the high noise, CCij and CCxx show strong peaks at xj. The
formation of these peaks is discussed in detail in chapter 2.3.1. In the SOL CCij shows
a wide radial correlation for both positions of xj (�gure 6.2a, red curves), whereas in
the con�ned plasma (black) no correlation between xj and its neighbouring channels is
observed. The CCxx shows temporal correlation in the SOL (�gure 6.2a, red curves),
which means that blob-�laments have a �nite lifetime. These results agree with the
results of the sensitivity study, which is performed in chapter 4. The main point of
the sensitivity study is that the LB diagnostic can resolve �uctuations in the SOL,
but not behind the emission maximum of the Li I (2p→ 2s) line radiation pro�le.
In the case of this discharge, the central reference channels (�gure 6.2, black curves)
are situated behind the emission maximum. Here, the noise obscures the correlation,
which originates from the beam attenuation. This e�ect is also discussed in section
6.4.3 (�gure 6.8). A high noise level leads to a decrease of the correlation behind the
maximum, because the correlation function is normalized to the standard derivation
of the signal. If high noise levels occur, the standard derivation is dominated by noise,
which then leads to a normalization of the correlation function to the noise amplitude.
Therefore, higher noise levels lead to a decrease of the correlation function. Another
observable e�ect is, that owing to the lifetime of the Li(2p) state, the line radiation
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Figure 6.2: Comparison of the cross (CCij) and autocorrelation (CCxx) of
Li I (2p→ 2s) (a, b) and ne (c, d) pro�les. In each �gure four reference
channels xj are chosen, two in the SOL (red) and two in the con�ned plasma
(black). The set of prior parameters in the ne evaluation routine for (c, d)
were: 0.001 for monotonicity and 0.5 for curvature (standard set).
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pro�le gets smeared in the direction of the beam, leading to an asymmetric CCij.
This can be seen, if xj is situated in the SOL (�gure 6.2a, red curves).

The analysis of the evaluated ne pro�les leads to similar results, without the occur-
rence of asymmetric structures and smearing, because all e�ects of the line radiation
are included in the applied radiative model. The CCxx function of the ne pro�le,
plotted in �gure 6.2d, shows the same behaviour as the CCxx of the line radiation
pro�les. Thus, the evaluation of autocorrelation times from the evaluated ne pro�les
is possible. The CCij is shown in �gure 6.2c. For reference channels in the SOL (red)
undershoots to negative values of the CCij (anti-correlation) next to the peaks are
found. Reference channels in the con�ned plasma (black) observe radial correlation.
It is important to mention that the correlation gives no information on the signal
amplitude, which is rather low behind the emission maximum of the line radiation
pro�le. The observed radial correlation behind the line radiation pro�le maximum is
not necessarily caused by an actual ne perturbation, situated at this location. Such a
correlation can be generated by a perturbation in the SOL, which attenuates the beam
and therefore, reduces the line radiation at all positions further inside the plasma (c.f.
section 6.4.3). For this reason the correlation lengths, which are measured behind the
maximum of the line radiation pro�le are not further investigated.

Possible in�uences of di�erent prior values on the correlation analysis are investi-
gated in �gure 6.3. It uses the same plot layout and reference channels as in �gure
6.2. In the �gures 6.3a and 6.3b all priors are turned o�. If a strong prior on the
monotonicity and no prior on the curvature is set (�gures 6.3c and 6.3d), the distri-
bution of the CCij is similar to the CCij of the standard parameter set (�gures 6.2c
and 6.2d). Again, undershoots of the CCij function are observed in the SOL.

The evaluated correlation lengths (FWHM of the `noise peak' removed correlation
function; c.f. chapter 2.3.1) are listed in table 6.1. For di�erent sets of priors, the

prior prior position position
monotonicity curvature xj = 1.03 xj = 1.04

evaluated ne 0.001 0.5 1.6 cm 2.4 cm
evaluated ne o� o� 1.2 cm 1.9 cm
evaluated ne 0.1 o� 1.4 cm 2.2 cm

line radiation 3.5 cm 3.8 cm
corresponding ne perturbation 2.0 cm 2.4 cm

Table 6.1: Correlation lengths (FWHM) measured in the SOL

deviation between the observed correlation lengths is rather small, which con�rms the
independence of the correlation analysis of the prior set. The correlation lengths from
the line radiation pro�les are signi�cantly larger than the correlation lengths from the
evaluated ne pro�les. This is due to the previously discussed Li(2p) lifetime induced
smearing of the line radiation pro�le. To evaluate the size of the corresponding density
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Figure 6.3: Cross CCij and autocorrelation CCxx of ne pro�les for di�erent
prior values: (a, b) the priors are switched o�, (c,d) the monotonicity prior
is 0.1 (100 times the standard set) and curvature prior is o�. In each �gure
four reference channels xj are chosen, two in the SOL (red) and two in the
con�ned plasma (black).
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perturbation, the relation between ne perturbation width and perturbation width of
the line radiation has to be utilized (c.f. section 6.4.5). The ne perturbation widths,
which are calculated from the line radiation correlation lengths, are in good agreement
with the correlation lengths from the ne pro�les (c.f. table 6.1).

Summarizing, one can conclude that the information, gained from correlation anal-
ysis of evaluated ne pro�les, gives correlation lengths in the same range as the corre-
lation analysis of the line radiation pro�les. To determine the width of blob-�laments
directly from the line radiation pro�les, the relation between emission pro�le width
and ne perturbation width (see chapter 4.4) has to be used. Furthermore, the exact
relation for a certain discharge can be gained, using an averaged, evaluated ne density
pro�le as input density pro�le in the simulations.

6.4 Blob size determination by correlation analysis

In the following, the procedure to measure blob-�lament sizes, using correlation analy-
sis of Li I (2p→ 2s) line radiation pro�les, is described. To investigate the dependency
of the blob size on the magnetic �eld (equation 2.7), a series of discharges with varying
Bt is performed (see section 6.4.1). An example of a temporally resolved propagating
�lament is given in section 6.4.2, to show that the observed structures match to the
de�nition of blob-�laments.

To �nd the relation between the width of the emission pro�le perturbation and the
blob size, the simulations performed in chapter 4.4 are repeated, using the evaluated
ne pro�le, as input density pro�le (see section 6.4.3 and 6.4.5). Furthermore, the
in�uences of noise and varying density perturbation amplitude on the correlation
analysis method is evaluated in section 6.4.3. In section 6.4.6, the measured blob
sizes are compared with the blob sizes, which are derived from theory.

6.4.1 Discharge layout

The analysed series of discharges is characterized by a layout, which is exactly the
same for all discharges, excepting a variation of Bt. The plasma current Ip of several
discharges (c.f. table 6.2) is changed to keep the ratio between toroidal Bt and
poloidal Bθ magnetic �eld constant. A summary of the plasma parameters from the
performed discharges is given in table 6.2. Additionally, the magnetic connection
length L‖, which is another parameter of the most stable blob size δ∗ (c.f. chapter
2.1.2), is included in the table. Figure 6.4 shows an overview plot of the plasma
parameters. The discharge layout corresponds to a low power discharge with two
ohmically heated L-mode phases (light grey shaded), which enclose a neutral beam
injection (NBI) induced H-mode phase (3.5 to 5.5 s, dark grey shaded). In �gure 6.4b
the stored energy in the plasma (WMHD, black curve) and the NBI heating power
(PNBI, blue curve) are plotted over the time.

48



6.4. Blob size determination by correlation analysis 6. Blob Size Measurement

e
d
g
e
 n

e
 [

1
0

1
9
 m

-3
]

g
a
s
 [
1
0

2
1
 s

-1
]

time [s]

#29302

edge DCN

D

0.0

1.0

2.0

 1  2  3  4  5  6
0.0

1.0

2.0

3.0

(d)

R
m

a
j [

m
]

#29302

separarix position

2.10

2.12

2.14

2.16

2.18

R
a

u
s
 s

h
if
t

R
a

u
s
 s

h
if
t

(c)

P
h

e
a

t 
[M

W
]

s
to

re
d
 E

n
e
rg

y
 [

M
J
]

#29302

PNBI

WMHD

0.0

0.5

1.0

1.5

0.00

0.05

0.10

0.15

L-mode H-mode L-mode

(b)

c
u

rr
e
n
t 

[M
A

]

d
iv

e
rt

o
r 

c
u

rr
e
n
t 

[k
A

]

#29302

plasma current

inner divertor

0.0

0.2

0.4

0.6

0.8

0.0

2.0

4.0

(a)

Figure 6.4: Overview plot of the parameters from discharge #29302.
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toroidal magnetic plasma magnetic connection length L‖
number �eld Bt current Ip at ρpol = 1.02 and t = 3.15 s

[T] [MA] [m]

#29302 2.5 0.60 18.37
#29303 1.8 0.60 20.98
#29306 1.4 0.60 17.00
#29307 1.4 0.60 17.71
#29308 3.2 0.60 32.47
#29309 2.5 0.83 18.92
#29310 1.4 0.47 24.35
#29311 1.8 0.60 20.22
#29312 1.8 0.60 20.76
#29315 3.2 1.07 17.74

Table 6.2: Analysed discharges and plasma parameters

Furthermore, two `Raus' shifts, which move the horizontal position of the plasma,
are performed at 2.5 and 4.5 s, to move the plasma in front of di�erent channels of
the optical observation system. This should check, if e.g. a poorly calibrated channel,
creates artefacts, which then lead to wrong results. In �gure 6.4c, the position of the
separatrix at the low �eld side midplane is shown. During the `Raus' shifts, indicated
dark grey, the separatrix position is changed by about 1 cm.

The gas fuelling is feedback controlled [59], a setting which regulates the amount
of fuelling gas to keep the line averaged ne at the plasma edge, which is measured
by deuterium cyanide laser interferometry (DCN), constant. Figure 6.4d includes a
curve of the line averaged ne (edge DCN, blue) and a curve of the fuelling gas rate
(D, black). If the density drops, e.g after the �rst `Raus' shift (at 2.5 s), the fuelling
gas valves open and the fuelling gas rate increases, till the edge density recovers (c.f.
peak at 2.65 s).

The mean, evaluated ne pro�les of some of the analysed discharges with di�erent
Bt are plotted in �gure 6.5. Two di�erent coordinate systems (�ux coordinates ρpol
(�gure 6.5a) and beam axis coordinates (�gure 6.5b)) are utilized. In both, the pro�les
show agreement within the errorbars in the SOL, excepting discharge #29308, which
has an about 50% larger density in the SOL. The agreement of the pro�les in the �ux
coordinate system is important, because the blob sizes are analysed from di�erent
discharges at locations with equivalent magnetic �ux (see section 6.4.6).

The agreement of the pro�les in the beam axis coordinate system is important for
the sensitivity of the LB diagnostic to ne perturbations. In this case the same sen-
sitivity for all analysed discharges is assumed. The deviation of discharge #29308 is
neglected in the further procedure and the sensitivity of the LB diagnostic is inves-
tigated on a mean evaluated ne pro�le from discharge #29302 (c.f. sections 6.4.3,
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Figure 6.5: Evaluated ne pro�les of some of the analysed discharges (with
varying Bt). The pro�les are plotted, using �ux surface coordinates ρpol (a)
and using the beam axis coordinate (b). Excepting discharge #29308, all
pro�les agree within the errorbars, especially between ρpol = 1.00 and 1.05,
where the analysis of the blob sizes is performed (c.f. section 6.4.6).

6.4.5).

For the performed discharge series, the position of the line radiation pro�le maxi-
mum is situated inside the separatrix. This leads to a good sensitivity to ne pertur-
bations in the SOL (c.f. chapter 4.2), because the resolvability of ne perturbations is
possible if the perturbation position is in front of the line radiation pro�le maximum.

6.4.2 Spatio-temporal resolution of blob-�laments

The radial cross correlation function CCij(∆t) enables a spatio-temporal resolution of
plasma �laments by variation of the time lag ∆t, which is the temporal shift between
the two analysed signals (see chapter 2.3.1).

Figure 6.6 shows the spatial correlation of the Li I (2p→ 2s) line radiation from
discharge #29307 (analysed from 1.75-1.85 s) for di�erent ∆t. As reference signal, the
channel at ρpol ∼ 1.05 is chosen and the colour scaling indicates the value of the CCij.
The reference channel is marked by a vertical black solid line. Here, at ∆t = 0µs
(indicated by the white cross) occurs the `noise peak'. It has been removed by the
method, introduced in chapter 2.3.1. Therefore, the correlation function is 0.4 at its
maximum and not 1.0 as it is implied by its de�nition. At ∆t = −200µs strong
correlation is observed at ρpol ∼ 1.03. For larger ∆t the maximum of the correlation
function moves towards larger radii. At ∆t = 200µs the correlation vanishes. The
movement towards larger radii is indicated by the black dashed line.
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Figure 6.6: Spatio-temporal structure of a blob-�lament. The colour scaling
gives the value of the spatial cross correlation function CCij(∆t). The time
lag ∆t is the abscissa in the graph and the radial coordinate is given by
the normalized �ux coordinate (ρpol). The reference channel (ρpol ∼ 1.05)
is indicated by a vertical black line. The white cross marks the position of
the removed `noise peak'. The black dashed line indicates the propagation
velocity and direction towards larger radii.
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The observed structures ful�l the de�nition of a blob-�lament (c.f. chapter 2.1):

� They have a �nite lifetime.

� They are denser than the background density (indicated by higher line radiation
radiation) and single peaked.

� They move towards larger radii, which is consistent with the theoretically pre-
dicted direction of the blob movement (c.f. chapter 2.1.1).

For this reason, it is admissible to identify the measured structures as blob-�laments.

6.4.3 Simulation of density perturbations on a mean evaluated

density pro�le

There are two important motivations to simulate blob-�laments on the measured
evaluated ne pro�les:

1. To test the cross correlation analysis algorithm and to investigate the in�uence
of noise and di�erent perturbation amplitudes.

2. To get the most accurate relation between the width of the emission pro�le
perturbation and the blob size.

For this reason, the temporal behaviour (intermittency) of blob �laments are included
in the simulations, which are performed in chapter 4. Furthermore, a measured,
evaluated ne pro�le is used as input pro�le for the simulations and random noise is
added on the corresponding line radiation pro�les.

The performed simulations create time traces, using a mean evaluated ne pro�le
(discharge #29302, 3.05-3.30 s) as input pro�le. Intermittent Gaussian shaped density
perturbations, which have a random Gaussian distributed amplitude (between -100%
and +100% of the input ne), are added to the mean (input) density pro�le, which is
then sampled to the channel positions of the new observation system (c.f. �gure 5.3).
The temporal distribution of the perturbations is assumed to be Gaussian shaped and
their frequency is set to 2.5 kHz with a lifetime of 400µs. In total, a time interval of
50ms is generated. The radial position of the arti�cial density perturbation maximum
is chosen to be in the SOL, where blob-�laments are observed (c.f. �gure 6.9). In
section 6.4.6, perturbations are analysed at reference channels situated around ρpol ∼
1.02, which corresponds to beam axis positions from 6.4 cm to 7.1 cm (for discharge
#29308, which generally deviates from the other analysed discharges). Since the
perturbation position only weakly a�ects the relation between perturbation width
and line radiation pro�le perturbation width, the radial position of the arti�cial ne
perturbation is set to 6.4 cm in the beam axis coordinate system. The perturbation
width σ is set to 1.75 cm, which corresponds to a FWHM of 4.11 cm.

The corresponding line radiation (Li2p) pro�les are calculated for each time step,
using the `simula' code (see chapter 4.1). Afterwards, these pro�les are also sampled
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Figure 6.7: Cross CCij (a) and autocorrelation CCxx (b) of arti�cial ne time
traces. The positions of the reference channels are indicated by vertical lines.
Though, 50% noise is added to the signals, the original shaping of the per-
turbations is spatially and temporally recovered.

to the channel positions of the new observation system.

To investigate the in�uence of noise on the analysis methods, random Gaussian
distributed noise is added to the density and line radiation time traces. The noise
amplitude is determined in terms of percentage from the perturbation amplitude. E.g.
50% noise corresponds to a standard deviation of the noise amplitude, which is 50% of
the maximal signal amplitude (the mean noise amplitude is zero). In the following, the
density and line radiation pro�les are analysed, using the cross correlation function.

Figure 6.7 shows the cross (CCij) and autocorrelation (CCxx) function of arti�cial
density time traces, which are blurred by 50% noise. Two reference channels at the
density perturbation (�gure 6.7a, indicated by red vertical lines) and two reference
channels away from the density perturbation (�gure 6.7a, marked with black vertical
lines) are chosen. The reason for the choice of two spatially close reference channels
is, that if structures are occurring, both channels should observe the analogue spatial
shape of the CCij.

As discussed in chapter 2.3.1, the additional noise forms the `noise peak', which
is observed in the autocorrelation function CCxx at ∆t = 0 s (�gure 6.7b). It is
removed from the cross correlation CCij (�gure 6.7a), leading to a smooth shape of
the correlation pro�le.

In �gure 6.7 the reference channels, which are situated close to the maximum per-
turbation amplitude (red curves), temporally and spatially resolve the shape of the
perturbation, although there is 50% noise on the signal. As expected, the chan-
nels, which are situated away from the perturbation (black curves), do not observe
anything. For this reason it can be concluded, that the applied analysis method is
appropriate.
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The analysis of the corresponding line radiation time traces, is shown in �gure 6.8.
As it is done for the correlation of the density, two reference channels close to the
perturbation (red curves) and two channels behind the perturbation (black curves)
are chosen. Furthermore, the `noise peak' is removed from the cross correlation.

The �gures 6.8a,b include the cross and autocorrelation at a noise level of 2%, which
is rather low and not comparable with experimental conditions. It is interesting to
study the correlation at low noise level, because here correlation is observed, which
will be obscured, if high noise levels are occurring.

At the reference channels (�gure 6.8a, black curves), situated behind the maximum
of the line radiation pro�le (indicated by a blue vertical line), one observes corre-
lation. This is owing to the beam attenuation, caused by the density perturbation,
which lowers the line radiation pro�le in its decreasing part (c.f. chapter 4.2). As
expected, the reference channels at the perturbation position (�gure 6.8a, red curves)
resolve a correlation around the density perturbation position and anti-correlation for
positions behind the line radiation maximum. The change between correlation and
anti-correlation does not occur at the position, where the maximum is indicated (blue
vertical line at 11.75 cm), because the position of the unperturbed line radiation pro-
�le maximum is marked. A large density perturbation shifts the line radiation pro�le
maximum towards smaller beam axis positions (c.f. chapter 4.4). Therefore, the shift
from positive to negative values of the CCij occurs at 10.5 cm, which is the position
of the maximum of the perturbed line radiation pro�le.

The temporal shape of the initial, arti�cial perturbation is also recovered by the
autocorrelation function (�gure 6.8b).

At larger noise levels (see �gure 6.8c,d, 50% noise), the previously discussed e�ects
disappear, respectively they are obscured by the large noise amplitudes. There is
only a small anti-correlation between positions in front and behind the line radiation
pro�le maximum observable (�gure 6.8c, black curves). The actual perturbation is
again completely recovered in its temporal and spatial shape.

6.4.4 Comparison with measured data

The simulations are compared with measured data. Figure 6.9 shows the correlation
of the line radiation from discharge #29302, analysed from 3.05 to 3.30 s. The cross
correlation CCij (�gure 6.9a) has almost the same shape as the CCij from the arti�cial
line radiation pro�les (blurred with 50% noise), plotted in �gure 6.8c. In the SOL large
blob-�laments are observed. The di�erent amplitude at the maximum of the CCij (red
curves) can be due to di�erent noise levels at the chosen reference channels.

The temporal shape (given by the autocorrelation function CCxx in �gure 6.8b)
di�ers from the one, which is assumed in the simulations. The CCxx shows a distri-
bution that is strongly peaked at ∆t = 0 and rather triangularly shaped instead of
the Gaussian distribution assumed in the simulations. This is an e�ect, which can be
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Figure 6.8: Cross (a, c) and autocorrelation (b, d) function of arti�cial line
radiation time traces. Two reference channels are chosen to be at the pertur-
bation position (red curves) and two reference channels are positioned behind
the perturbation (seen in beam direction). The position of the maximum of
the line radiation (Li2p maximum) is indicated by a vertical blue line. Ran-
dom noise is added to the input time traces. In (a, b) it is 2% of the maximum
perturbation amplitude, in (c, d) it is set to 50%. The high noise in (c, d)
obscures the correlation behind the pro�le maximum, which is observed at a
low noise level (a, b).
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Figure 6.9: Cross and autocorrelation function of the measured line radiation
pro�les from discharge #29302 3.05-3.30 s (in the same representation as in
�gure 6.8). The separatrix position is indicated by a grey vertical line. The
cross correlation of the measured line radiation shows almost the same shape
as the cross correlation of the arti�cial line radiation (c.f. �gure 6.8c).

generated by di�erent lifetimes of the blob-�laments. This observation is mentionable,
but not relevant for the following analysis of the blob size, because the blob sizes are
only analysed for the time lag ∆t = 0 s. This excludes the temporal distribution from
the analysis.

Summarizing, the following points are the main observations, made by comparison
of simulated and measured data:

� The applied correlation analysis method can resolve blob �laments, though there
is about 50% noise on the signals.

� The assumption of 50% noise on the arti�cial line radiation time traces lead to
similar cross correlation pro�les as the measured data.

6.4.5 Relation between width of the emission pro�le

perturbation and the blob size

The simulations from section 6.4.3 (perturbation position µ at 6.40 cm) are now re-
peated, varying the ne perturbation width. Thereby, the relation between the ne
perturbation width and the perturbation width in the line radiation pro�le, which is
analysed by the spatial cross correlation function CCij, is determined. Figure 6.10
shows this dependence for di�erent noise levels and di�erent maximal perturbation
amplitudes δn/n.

The analysis of the line radiation time traces show similar results as the investiga-
tions, performed in chapter 4.4. A linear relation between the ne perturbation width
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Figure 6.10: Relation between the ne perturbation width FWHMne and the
width of the line radiation pro�le perturbation FWHMI. The colour scaling
indicates the ne perturbation amplitude δn/n. For comparison, the black
dashed line indicates FWHMne = FWHMI. The perturbation width of the
line radiation pro�les, shows linear behaviour (c.f. chapter 4.4), that is almost
independent of noise and ne perturbation amplitude.

FWHMne and the emission perturbation width FWHMI is again observed (c.f. �gure
6.10). Additionally, no dependence on the maximal perturbation amplitude δn/n is
found (c.f. colour scaling). The noise level (comparing �gure 6.10a and 6.10b) does
not strongly a�ect the relation.

To calculate original blob sizes from measured line radiation pro�les the relation
between FWHMne and FWHMI is linearly �tted (red lines, �gure 6.10a,b) by the
given equation:

FWHMI = FWHMne · a2 + a1. (6.2)

The �t parameter for the di�erent noise levels are found in table 6.3:

noise a2 a1

2% 0.540±0.004 cm−1 1.96±0.01 cm
50% 0.528± 0.007 cm−1 1.88±0.02 cm

Table 6.3: Fit parameters

6.4.6 Magnetic �eld dependence of the blob-�lament size

The discharge series, which is described in detail in section 6.4.1, is analysed to deter-
mine the dependence of the blob size on the toroidal magnetic �eld Bt. From theory,
the most stable blob size is given by equation 2.5.
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Figure 6.11: Measured blob sizes, using the cross covariance CVij (c.f. chap-
ter 2.3.1). The reference channels are marked by vertical red lines and the
FWHM of each reference channel is indicated by a black horizontal line.

The applied method to analyse the spatial blob size is the cross covariance CVij
(see chapter 2.3.1), because in contrast to the cross correlation function CCij, it is not
normalized to the standard deviation σ of the signals. This is important, because each
channel of the new observation system has its own photomultiplier, which possibly
has its own noise level. The noise level changes the standard deviation of the signals
and therefore, the cross correlation function would be changed.

To determine the blob size three reference channels at ρpol = 1.008, 1.015 and 1.023
are chosen. These channels are indicated at the top of �gure 6.11 by red vertical
lines. Furthermore, the CVij pro�le for all reference channels and their corresponding
FWHM is indicated. All reference channels observe almost the same structure size of
FWHM ∼ 3.6 cm.

The investigated discharge series contains the discharges #29302 to #29315. Sev-
eral time intervals before and after the `Raus' shift (see section 6.4.1) are analysed.
The dependence of the blob size on Bt is shown in �gure 6.12. In �gure 6.12a the
mean, measured line radiation widths FWHMI are plotted. They are transformed to
the blob size FWHMne using the inverse of equation 6.2. The corresponding blob sizes
are plotted in �gure 6.12a. Furthermore, the FWHM of the most stable blob size δ∗,
which is described by equation 2.5 (derived in reference [24]), is plotted with a blue
dashed line. Table 6.4 shows the parameters, which are used for δ∗. The measured
blob sizes do not follow the B−4/5 dependence (c.f. equation 2.7). Additionally, the
measured blob sizes are about a factor of three larger than the predicted sizes. This
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Figure 6.12: Dependence of the blob size on the toroidal magnetic �eld Bt

(reference channels at ρpol = 1.008, 1.015 and 1.023). `Before' or `after Raus'
denotes the analysed time intervals, which are chosen before or after the
performed `Raus' shift at 2.5 s (c.f. section 6.4.1). Figure (a) includes the
width of the analysed line radiation FWHMI. Figure (b) shows calculated
blob sizes FWHMne from the line radiation widths, using the �tted relation
from equation 6.2. The measured blob sizes are larger than the theoretical
prediction (blue dashed curve).

parameter origin value

magnetic connection length L‖ mean of the analysed discharges 20.85m
major plasma radius R measured 2.13m

SOL electron temperature Te estimated from TS measurement 10 eV

Table 6.4: Parameters for the evaluation of δ∗

huge di�erence can not easily be explained. The parameters with the largest in�uence
on the most stable blob size δ∗ are the electron temperature Te (T

2/5
e dependence) and

the connection length L‖ (L
2/5
‖ dependence). L‖ does not vary strongly, maximally by

a factor of 1.5, if di�erent positions along the LB are chosen. The TS measurements
of SOL Te have large errorbars in the range of 100%. The mean estimated 10 eV for Te
are also measured in similarly designed discharges [60]. To increase δ∗ to the range of
the measured blob sizes, a Te, which is a factor seven larger, would be required. This
seems to be unrealistic and is in contradiction to SOL Te measurements. A possibility
for higher temperatures is that there is also an in�uence of the ion temperature Ti on
δ∗. A method to measure Ti in the SOL is lithium beam activated charge exchange
spectroscopy (Li-CXS) [61, 62]. Unfortunately, this measurement is not performed for
this discharge series. In retarding �eld analyser (RFA) measurements, Ti in the SOL
is several factors higher than Te [63, 64]. If the blob size is also dependent on Ti, this
could possibly �ll parts of the gap between theory and measurement.
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Chapter 7

Summary

7.1 Main results

The �rst part of this section presents the essential results of the simulations, giving
a global impression of the capabilities of the LB diagnostic. Second, the physical
investigations on plasma turbulence, speci�cally on the size of blob-�laments, are
summarized and discussed.

7.1.1 Capabilities of the LB diagnostic

The following observations are made by the simulation of arti�cial LB diagnostic
data:

� The resolvability of ne perturbations is dependent on the perturbation posi-
tion relative to the attenuation of the LB. In front of the line radiation pro�le
maximum, perturbations are well resolvable in space. Here, a positive ne pertur-
bation leads to an increase of the occupation number of the Li(2p) state, which
corresponds to an increase in the line radiation pro�le. Behind the maximum
no spatial resolution is possible because the de-population of the Li(2p) state
dominates here. Only perturbations with large amplitudes a�ect the line radi-
ation pro�les, leading to a decrease of the line radiation owing to the stronger
de-population of the Li(2p) state and the attenuation of the beam (see chapter
4.2).

� In front of the line radiation pro�le maximum, where the ground state is well
populated, the relation between ne perturbation amplitude (or size) and per-
turbation amplitude (or size) in the line radiation pro�le is almost linear (see
chapter 4.3, 4.4).

� The Richardson-Lucy Deconvolution enables a reconstruction of ne perturba-
tion parameters directly from line radiation pro�les. The perturbation position,
width and amplitude can be recovered by the application of this method (see
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chapter 5).

7.1.2 Blob size analysis

Following analyses of blob sizes are performed:

� The Richardson-Lucy deconvolution is applied to conditionally averaged mea-
sured line radiation pro�les and its abilities are successfully demonstrated (see
chapter 6.2).

� Blob sizes are determined by means of a cross correlation (respectively covari-
ance) analysis and the dependence of the size on Bt is investigated by the
analysis of a discharge series (see chapter 6.4).

The Richardson-Lucy deconvolution and the cross correlation analysis consistently
measure blob-�laments with a mean FWHM of about 3 cm, which is signi�cantly
larger than estimations from theory. The theoretically predicted sizes are in the
range of one centimetre, which is a factor of three smaller than the measurements.
Furthermore, the theoretically derived B−4/5 dependence of the most stable blob size
is not observable.

7.2 Future perspectives

One big goal is to develop a data analysis tool, which enables the direct measurement
of blob sizes from Li I (2p→ 2s) line radiation pro�les. For this purpose, measured ne
pro�les can be used as input for the sensitivity study, which automatically simulates
ne perturbations with amplitude and width in the range of the measured perturbation.
From these simulations, the relation between ne perturbation parameters and line ra-
diation perturbation parameters, can then be extracted, allowing an exact evaluation
of the parameters from the actually measured ne perturbation.

The Richardson-Lucy deconvolution can be further improved. It could be a powerful
tool to directly analyse line radiation pro�les. Here, two main issues have to be solved.
The interpolation of the regular grid has to be optimized and the in�uences of this
interpolation have to be investigated in detail. Furthermore, the in�uence of noisy line
radiation pro�les have to be studied. If the method is applied to line radiation pro�les,
sampled with high frequency, possibilities to reduce noise have to be considered.

Another possibility to remove the Li(2p) lifetime induced smearing from the line
radiation pro�les, is to utilize a Na beam instead of the Li beam. Here, the lifetime of
the excited state is shorter, leading to less smearing. This results in a better spatial
accuracy of the line radiation pro�le.

To explain the deviation of the observed blob sizes from the theoretically predicted
ones, the in�uence of the ion temperature on the most stable blob size has to be
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considered [65]. In the SOL the ion temperature can be signi�cantly larger than the
electron temperature. The investigation of this hypothesis will be the topic of further
experiments.
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Acronyms

ASDEX Upgrade axial symmetric divertor experiment upgrade

BES beam emission spectroscopy

BPT bayesian probability theory

Bt toroidal magnetic �eld

Bθ poloidal magnetic �eld

D deuterium

DCN deuterium cyanide laser interferometry

ECRH electron cyclotron resonance heating

ELM edge localized mode

ETB edge transport barrier

FWHM full width at half maximum

GPI gas pu� imaging

H hydrogen

H-mode high con�nement mode

3He helium-3

4He helium

IDL Interactive Data Language

IPP Max Planck Institute for Plasma Physics

ITER the Latin word for "the way", a large tokamak constructed in Cadarache,
France

L-mode low con�nement mode

LB lithium beam
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Acronyms Acronyms

Li lithium

Li-BES lithium beam emission spectroscopy

Li-CXS lithium beam activated charge exchange spectroscopy

Li-IXS lithium beam impact excitation spectroscopy

LFS low �eld side

LOS lines of sight

MAST mega ampere spherical tokamak

MHD magnetohydrodynamic

ne electron density

Na sodium

NBI neutral beam injection

NSTX national spherical torus experiment

PFC plasma facing component

Pheat heating power

PSF point spread function

RFA retarding �eld analyser

SIO serial in and output

SOL scrape o� layer

T tritium

TEXTOR tokamak experiment for technology oriented research

TS Thomson scattering
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