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Abstract 
 
Hydrogen and synthesis gas are the most important energy carriers in the sustainable 

energy supply system of the future and play a key role in production of many chemical 

and petrochemicals in oil and energy industries. Steam reforming of light hydrocarbons, 

like methane, ethylene and propylene, produced from biomass gasification, is proven to 

have many advantages and environmental benefits. It is an efficient and economical 

option in industry and the most common process for hydrogen production. 

Steam reforming process converts light hydrocarbons from biomass into hydrogen and 

carbon monoxide at high temperatures in the presence of a nickel or noble metal based 

catalysts. The process uses fixed bed reactors, filled with catalyst particles in order to 

increase the reactive surface area between the flow phases and improve the efficiency of 

the reactions. Due to the strongly endothermic nature of the process, a large amount of 

heat is supplied to the reactor and therefore the tube wall and the catalyst particles are 

exposed to significant axial and radial temperature gradients. In developing such reactors, 

the knowledge of the temperature profile within the reactor is important for designing and 

optimizing the catalysts structure and the reactor geometry to achieve the best 

performance. However, due to insufficient room for a thermocouple or to potential 

interference with local fluid dynamics, temperature measurement within the reactor 

becomes difficult. Therefore, to evaluate not only the local temperature profiles but the 

whole reactor performance in terms of conversion and selectivity, accurate descriptive 

and predictive models are necessary.  

A steady state experimental and theoretical model is developed to investigate the 

performance of the catalytic steam reforming tubular reactor. A packed bed reactor 

consisting of cylindrical catalyst particles is simulated numerically to investigate the 

reforming chemistry and evaluate the diffusional resistances. The mathematical modeling 

and solutions consist of both pseudo-heterogeneous model and a pseudo-homogeneous 

model. Pseudo-homogeneous reactor models do not distinguish between the gas and solid 

phases in the fixed bed reactor. Averaged properties are used and the temperature, 



 

pressure and concentrations are equal inside the catalyst and in the gas phase. 

Heterogeneous models distinguish between the fluid phase and the solid phase to 

correctly account for the heat transfer in the reactor. Reaction kinetics, reaction rates, 

effectiveness factors and partial differential equations including mass transfer and energy 

balance equations are studied in detail. This thesis includes the extensive review of the 

already published research papers in this field to find empirically correlations for packed 

bed reactors, suitable for different cases. Wide varieties of correlations are used to 

calculate effectiveness factors, dispersion and diffusion coefficients according to the type 

and shape of the catalysts.  

Hydrogen sulfide is known to deactivate nickel based steam reforming catalysts by 

chemisorptions on the metal surface. The metal sulfur bond is so strong and even at 

extremely low gas phase concentrations of hydrogen sulfide the catalytic activity is 

substantially reduced. Using conventional sulfur cleaning has a negative effect on process 

efficiency and steam reforming has to be run without cleaning the gas prior to the reactor. 

This thesis aim is to describe and model sulfur deactivation effects and steam reforming 

process in a combined kinetic equation. All chemical reactions are mathematically solved 

and modeled by the state of the art, COMSOL Multiphysics 4.3 software, which 

represents a powerful and general class of finite element methods and techniques for 

approximate solution of partial differential equations. Choosing similar operating 

conditions in terms of inlet composition and temperature as in experiments allows a 

direct comparison between experimental and modeling results to validate and see how 

well the simulation predicts the experimental results.  

The result of the modeling shows temperature and pressure distribution, and gas 

composition along the reactor and predicts accurate results when the inlet and process 

conditions are changed. They are also able to find the optimum characteristics and 

geometry dimensions for a steam reformer used for a specific process. The effect of 

varying operating parameters like steam to carbon molar ratio, temperature, gas 

composition, space velocity, different amount of sulfur on the hydrocarbon conversion, 

hydrogen yield and reforming efficiency are investigated carefully. 
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1. Introduction 

 

 

1.1 Energy 

Energy matters and it is essential to life because human civilization and the use of energy 

are connected. Energy is a fundamental enabler of economy and it means that energy is 

necessary to continue economic development and growth. Revolutionary changes in 

energy cost and effectiveness, from animal and food to coal, oil, petroleum, and nuclear 

technologies have been deeply shaped throughout history and societal evolution 

worldwide. The advancement of civilization and technology was made possibly by the 

ability of the early humans to draw on energy flowing through the environment and 

convert it to forms that they can use. They harnessed the power of fire and utilized 

sunlight, water, and the wind energies for other mechanical needs such as sailing ships 

and water wheels, without the use of the advanced technologies. By generating heat and 

light and transferring it to mechanical and later to electrical energy, societies where able 

to shift into industrial societies. Fuel wood was the most significant energy source in 

most of the civilizations until the 1850 and advent of industrial revolution. The intense 

energy requirements for the massive industrial production of coke, iron, steel and 

powering locomotives, steamboats and other machinery, led to the discovery of coal. 

Coal ended the long dominance of fuel wood as the main energy source about 1850, only 

itself to be surpassed in 1951 in United States by petroleum and then natural gas a few 

years later, [Energy information agency, 2003].  

Discovery of these hydrocarbons based fossil fuels, led to significant growth in 

production, population and wealth and fossil fuel secured its place as the main energy 

source for 20th century. Although coal, oil, and natural gas are the world’s most important 
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energy sources, their dominance does not extend to all corners of the globe. Fossil fuels 

need many thousands of years to form and their resources are limited. A huge amount of 

fossil fuel reservoirs are already consumed and due to the increasing exploitation of their 

reservoirs, future extraction will be more and more difficult, technically challenging and 

therefore, much more expensive than today. It has been argued that, for standard of living 

to increase, the consumption of energy must also increase. Growing populations and 

developments ensure a rising demand for the energy in the future.  

Studies predict that by 2050 the energy demand will increase by a factor of 2.3 to 4 

compared to 1990 and will intensify the problems of today already high energy 

consumption and rapid depletion of fossil energy resources, Figure 1.1.  

 
Figure 1.1 History of the world energy consumption and world energy demand in 2050 [American 
association of petroleum geologists report, 2011] 
 

On the other hand, since 1960s climate change and air quality have become major and 

often controversial issues in many countries. Prominent among these issues is the green 

house effect, in which the gradually increasing atmospheric concentration of carbon 

dioxide, which is caused mainly by burning fossil fuels, methane and nitrous oxide are 

believed to cause significant ambient temperature increases. Other issue is ozone layer 

destruction due to interaction of hydrocarbons, carbon monoxide and nitrogen oxide 
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emissions primarily from motor vehicles which can cause cancers and acid rain which is 

caused by sulfur oxide emissions from the combustion of sulfur containing fossil fuels. 

Considering limited number of today’s technologies will survive the 21st century due to 

very limited reserves of conventional energy carriers and to avoid the worst impact of 

climate change, are sufficient reasons for the society to act quickly and transform its 

energy system to one that is renewable, sustainable and results in zero emission of carbon 

dioxide, Figure 1.2. 

 

 
Figure 1.2 World energy consumption by fuel type since 1990 and projections towards 2040 [World 
energy outlook, 2013] 
 
 

1.2 Renewable Energy 

The threat of catastrophic climate change, limited resources and rising prices for 

conventional energy, are putting renewable energy sources at the center of public 

interests. In addition, competitive renewable resources could reduce the risk of nuclear 

energy use and avoid major increases in the production, transportation and storage of 

nuclear materials. Renewable energy comes from sources that are easily replenished, 

from solar and photovoltaic energy to wind power, hydropower, geothermal energy, 

biomass and biofuel. Sun is by far the most significant source of renewable energy .This 
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abundant source of energy can be utilized directly by solar thermal or photovoltaic 

systems.  

During the past twenty years outstanding progress has been made in the technology used 

to convert wind energy to electricity. Many wind turbines have been integrated into 

existing utility grids and are routinely operated in conjunction with conventional sources. 

Geothermal energy which has been used to generate electricity and heat is a wide spread 

resource found through out the world. Estimates show that if the existing recourses are 

exploited, twelve billions tones of oil equivalent energy could be generated within the 

next ten to twenty years. Hydro power including wave and tidal power is a derived 

energy from kinetics energy of flowing water and energy contained in the ocean supplies 

the vast majority of renewable energy resources and electricity. Biomass would be widely 

used and grown sustainably and converted efficiently to electricity, liquid and gaseous 

fuels like methanol, ethanol, methane and hydrogen using modern technologies. 

The prospects are good that these energy carriers can be produced from biomass at 

competitive costs under a wide range of circumstances. Moreover the large scale 

utilization of biomass for energy can provide a basis for rural development and 

employment in many countries. All of these renewable energy resources can be found 

almost everywhere and provide not only environmental benefits but also because the size 

of the most renewable energy equipments is small, renewable energy technologies can 

advance faster than conventional technology. While large conventional energy facilities 

require extensive construction in the field, where labor is costly and productivity gains 

difficult to achieve, most renewable energy equipment can be constructed in factory 

where it is easier to apply modern manufacturing techniques and therefore meet much of 

the growing energy demands at prices lower than those usually forecast for conventional 

energy.  

By 2050, renewable sources of energy could account for the three-fifths of the world 

electricity market and two –fifths of the market for fuels used directly. As mentioned, 

electricity could be provided by various combinations of renewable power sources cost 

effectively in most regions, without the need for new electrical storage technologies and 
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would be fed to large electrical grids and marketed by electric utilities. Electricity and 

hydrogen play a major role as an energy carrier in energy system of the future and 

harnessing of renewable energy sources offer a promise of future free of danger of global 

warming, nuclear energy problems and energy crisis. This is why renewable energy will 

dominate the energy technology of the 21st century. Figure 1.3 shows world energy 

consumption by different resources in 2011.  

 

 
Figure 1.3 Total world energy consumption by source [World energy outlook, 2012] 
 
 
1.2.1 Biomass as an Energy Source 

Biomass can be utilized for the production of heat, steam, power, electricity and can be 

converted by thermal or biological routes into a range of useful energy carriers such as 

synthesis gas and liquid fuels. The term biomass is used to describe any material of recent 

biological origin and includes plant materials such as trees, grasses and agricultural corps, 

as well as animal manure and municipal sewage. As a raw material, biomass is a nearly 

universal feedstock due to its domestic availability and renewability. Indeed, until the 

wide spread utilization of crude oil as an energy source in the 19th century, biomass 

supplied the majority of the world’s energy needs. In one sense, the situation has now 

come full circle: decreasing petroleum reserves coupled with increasing global energy 
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demand and concern over the environmental effects of fossil fuel combustion have 

brought about a resurgence of interest in the utilization of biomass as an energy source 

[Hodge, 2010].  

 

 

Figure 1.4 Biomass resources and projected distribution in EU in 2030 [Jorgensen et al., 2003] 
 
Biomass has traditionally supplied a large fraction of the energy needs in many 

developing countries and the production of biomass as an energy source has many 

benefits. Biomass is a wide spread resource, the utilization of which can diversify the fuel 

supply and in turn lead to an energy supply that is more convenient. It can be utilized not 

only as an energy source in its raw state by combustion with fossil fuels for electricity 

generation but also it can be converted to liquid fuels. Substituting fossil fuels with bio-

fuels is a long term solution to rising demand for clean transportation fuels and lead to a 

reduction in greenhouse gases, principally carbon dioxide. The increased agricultural 

activity associated with the production of energy corps can generate employment in rural 

areas and result in increased farm income, thereby, reversing the trend of rural 

depopulation prevalent in many countries [Khanal et al. 2011].  
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1.2.2 Biofuels 

Biofuels are transportation fuels derived from agriculture, forestry and other type of 

biomass sources. Owing to their high energy density and ease of shipping and 

distribution, liquid fuels are far more versatile than solid fuels and are utilized in a wider 

range of applications. In addition world demand for clean liquid transportation fuels 

grows, and the production capacity of traditional petroleum reservoirs decreasing, 

resulting in upward pressure on the global price of petroleum. Coupling this with 

increasing uncertainty of supply, many national programs encouraging domestic 

production have arisen, typically focused on the use of domestic biomass resources to 

meet demand for biofuels. Cereals, grains, sugar crops and other starches are fermented 

to produce alcohol, (usually ethanol) which can be used either as blending component in 

gasoline as motor fuel in pure form or as gasoline additives. 

 

 
Figure 1.5 Model of bio-based product flowchart for biomass feedstock bio-refinery [Crocker, 
2011] 
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Oil seed crops like rapeseed, soybean, and sunflower can be converted in liquid fuels 

which can either be blended with conventional diesel fuel or used as pure biodiesel. 

Cellulosic materials including grasses, trees and various waste products from wood 

processing facilities and municipal solid waste can also be converted to alcohol and 

biofuels.  

 

 

Figure 1.6(a) Worldwide resources for ethanol and biodiesel production [Ajanovic, 2011] 
 

There are compelling reasons to find ways of converting biomass to biofuels. In the 

energy field, increasing the efficiency of energy, utilization and producing liquids, 

gaseous fuels and electricity have generated a need to convert the conventional fuels such 

as coal, fossil fuels and biomass to biofuels. The low density of biomass compare to 

fossil fuels and high water content of biomass makes shipping costs prohibitive in many 

cases, yet most subsequent refining processes required centralized facilities, where large 

scale operations greatly improved process efficiencies and economics. Owing to their 

high energy density and ease of shipping, transport and distribution, liquid fuels are far 

more versatile than solid fuels and consequently are utilized in a far wider range of 

applications. 

Demand for biofuels can be attributed primarily to transportation uses including 

automotive, marine bunker, and aviation fuels. They are also utilized in a wide range of 
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applications including domestic heating, electricity generation and potentially as 

hydrogen carrier. Transportation demand for biofuels is unique, in that demand is 

relatively unaffected by increase in price [Mench, 2008]. Furthermore, some energy 

users, such those employing diesel and jet engines, require fuel processing high energy 

density, which current batteries can not achieve [Briggs, 2009]. As shown in Figure 1.2, 

worldwide liquid fuels represent the most heavily utilized source of energy.  
Ethanol provides a major part of liquid fuel requirement and its production accounts for 

around 90% of bio-fuels in the world. For years Brazil was the biggest world producer of 

biofuels for the production of ethanol from sugar cane. Ethanol production has increased 

significantly since 2000 due to increased ethanol production in other countries and since 

2006 has made the United States number one in biofuels.  

 

Figure 1.6(b) Worldwide biodiesel and ethanol production and projection until 2015 [Licht et al., 
2009] 
 
The bio fuels production including biodiesel, ethanol, other alcohol fuels and bio oils has 

grown substantially within the last decade. World production of bio-fuels was 1.5 million 

barrel/day in 2008 [Nelson, 2011] and it is expected to accelerate over the next several 

decades, Figure 1.6(a,b).  
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1.2.3 Hydrogen 

Hydrogen play a key role in energy supply system of the future and it is used as a means 

to solve the problems caused by fossil fuels [Momirlan et al., 2005]. Hydrogen 

consumption is expected to increase dramatically in near future as it is used as a fuel for 

fuel cells, in chemical industries and in petroleum refineries to process heavier 

feedstock’s and produces different fuels. The idea sounds quite reasonable: Hydrogen is 

one of the most abundant elements in the universe, and some vehicle manufacturers have 

demonstrated that hydrogen can be used directly in combustion engines like jets, 

turbines; four and two strokes and diesels and fuel cell powered cars have also been 

constructed. 

Although, most of the electricity is produced by burning fossil fuels like coal, natural gas, 

and petroleum, hydrogen can be converted in a fuel cell to electricity plus some heat and 

water via the electrochemical combination with oxygen. The only byproduct is water 

whereas burning of fossil fuels produces carbon dioxide and a variety of pollutants, 

which enhance the global warming problem. In contrast to electricity which is difficult to 

store in large quantities, hydrogen is a storable gas. It can be used not only as an energy 

storage medium, as a gas in large depleted natural gas fields, in hydrogen absorbing 

alloys, as a cryogenic liquid or in activated carbon materials and carbon nanostructures, 

but also in the form of conventional fuels such as methanol which some regard as a 

superior fuel to carry hydrogen. Hydrogen can fulfill the indispensable storage function 

of smoothing the daily and seasonal fluctuations of solar power and other intermittent 

energy sources. As a gas, hydrogen can transport energy over long distances, in pipelines 

like electricity and sometimes more efficiently. As a chemical fuel, hydrogen can be used 

in a much wider range of energy applications than electricity. It can also be used as a 

chemical raw material and is seen as a promising future fuel for different industries like 

aviation. However, due to its high reactivity hydrogen in nature is nearly always 

combined with other elements on the earth like oxygen, (water), and it has to be produced 

from other resources. 
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Figure 1.7 (a) Source of hydrogen production in the world, total production about 50 million tones, 
(b) The main hydrogen consuming sectors in the world [Olaf et al., 2006]  
 
Therefore, hydrogen is not an alternative fuel but an energy carrier. Hydrogen can be 

generated from many primary sources. Today, hydrogen is extracted mostly from fossil 

fuels but it is present in water and thereby in every living organism. It is also present in 

hydrocarbons like methane, in organic compounds and in several other natural as well as 

artificial compounds. In future hydrogen will be made from clean water and clean solar 

energy and from biomass. As discussed earlier; biomass can be used for the production of 

bio-fuels such as ethanol, methanol and biodiesel. Biomass can also be converted into 

hydrogen by gasification or pyrolysis coupled with steam reforming process. 

 

1.3 Biomass Conversion 

Biomass includes a large variety of materials generated by photosynthesis. Plants capture 

solar energy and use it to convert carbon dioxide and water to sugars xOCH )( 2 : 

 
2222 )( xOOCHlightOxHxCO x                                                            (1-1) 

 
The sugars thus produced are stored in Lignocellulose which is composed of three major 

constituents: cellulose, hemicellulose and lignin. Biomass is typically composed of 65-85 

wt% sugar polymers principally cellulose and hemicellulose with another 10-25 wt% 
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corresponding to lignin. Other biomass components, that are generally present in minor 

amounts, include triglycerides, sterols, alkaloids, resin and waxes often referred to as 

lipids and fatty acids. In general, routes for the conversion of biomass to liquid fuels can 

be classified into two main types: those based on thermo-chemical processes and those 

utilizing biological means. Thermo-chemical processes use heat, frequently in 

combination with heterogeneous catalysts to break biomass down into smaller constituent 

units, which are then further processed into useful molecules. Biological processes, in 

contrast, are typically based on the use of enzymatic catalysts under mild conditions like 

fermentation of sugars to ethanol [Crocker, 2011]. 

 
Figure 1.8(a) Summary of pathways of cellulosic biomass conversion to liquid fuels [Crocker, 2011] 
 
Figure 1.8(a) show a range of pathways through which biomass can be converted to fuels. 

In general, sugar polymers such as cellulose and starches can be readily broken down to 
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their constituent monomers by hydrolysis, preparatory to conversion to ethanol, or other 

chemicals. A number of routes exist for the conversion of fatty acids to liquid fuels and 

chemicals as shown in Figure 1.8(b). In the case of lignocellulosic biomass, gasification, 

direct thermo-chemical conversion and hydrolysis are the main three approaches [Huber 

et al., 2006]. In the first of these, biomass is gasified to produce synthesis gas (syngas), 

which after treatment to remove tars and other impurities, can be catalytically converted 

to hydrocarbons via the Fischer-Tropsch synthesis or to alcohols. Other options include 

syngas conversion to ethanol using certain types of anaerobic bacteria or treatment with 

water gas shift catalysts to generate additional hydrogen from the water and carbon 

monoxide present in the synthesis gas. 
 

 

Figure 1.8(b) Summary of pathways of fatty acid biomass conversion to liquid fuels [Crocker, 2011] 
 
 
1.3.1 Gasification and Producer Gas 

Gasification is defined as thermal conversion of organic material to combustible gases 

under reducing conditions with oxygen added in sub-stoichiometric amounts compared 
with the amount needed for complete combustion to carbon dioxide and water. 
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Gasification is a well established technology and is seen as a key pathway toward 

hydrogen when starting from coal or biomass. It is considered one of the most efficient 

ways of converting the energy embedded in biomass, and it is becoming one of the best 

alternatives for the use of waste solids. The widespread availability of biomass has been 

widely recognized, and has its potential to supply much larger amounts of useful energy 

with fewer environmental impacts than fossil fuels. Wood, energy crops, and waste from 

the pulp and paper industry are examples of biomass, which can be gasified at high 

temperatures. Gasification includes the technologies of pyrolysis, partial oxidation and 

hydrogenation [Higman et al., 2003 and Basu, 2010]. Gasification has a wide range of 

applications as shown schematically in Figure 1.9. Gasifiers use direct oxygen for 

exothermic oxidation reactions to provide the energy necessary for gasification or by 

pyrolysis through the addition of sensible heat in the absence of oxygen. In both cases 

water in the form of steam may be added to promote additional production of hydrogen 

via the water gas shift reaction.  

 

Figure 1.9 Application of gasification [Brown, 2011] 
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The technology is applicable to any hydrocarbon feedstock including natural gas, 

biomass and heavy refinery residues. Through gasification of biomass, a heterogeneous 

solid material is converted to producer gas, a gaseous fuel intermediate of consistent 

quality that can be processed and be used reliably for heating, industrial processes 

applications, electricity generation and liquid fuel production. Producer gas refers to the 

low heating value gas mixture of gaseous, liquid, and solid compounds. The gaseous 

products are mainly hydrogen, carbon monoxide, and carbon dioxide, methane, and other 

low hydrocarbons. Liquid products are water and an organic fraction, often called tar and 

consisting of higher hydrocarbons. The solid char residue contains mainly carbon and 

some inorganic components, which are present in the biomass. Nitrogen and sulfur, on 

the other hand, which also are incorporated in the biomass structure, are released into the 

product gas during gasification as ammonia and hydrogen sulfide, [Koningen et al., 

1998]. To prevent downstream tar condensation, the product gas from a biomass gasifier 

can be led through a catalytic cracking unit, in which the tar compounds are converted 

easily in the presence of steam: 

)21(422223)(  fCHeHOdHScHbNaNHtarCheatzSyNxOwCHBiomass
 

After removal of impurities, producer gas is usually steam reformed in a catalytic steam 

reformer to produce synthesis gas (syngas), a gas mixture of predominantly carbon 

monoxide and hydrogen, which is widely used for synthesis of fuels and chemicals. 

 

1.3.2 Steam Reforming and Synthesis Gas 

Synthesis gas and hydrogen are important building blocks in oil and energy industries 

and serve as feed stocks for production of wide variety of chemicals. Synthesis gas can be 

used as feedstock to the Fischer–Tropsch process for liquid hydrocarbons production 

[Rostrup-Nielsen, 2002, 2004, 2005, Ferreira, 2005 and Fonseca et al., 2005], methanol 

and olefins synthesis [Deluga et al., 2004 and Liu et al., 2005], ammonia production 
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[Dybkjaer, 1995], hydrodesulphurization, hydro-cracking [Rostrup-Nielsen, 1995 and 

Choudhary et al., 2000], fuel cell systems [Mcintoch et al., 2004 and Brown 2011], 

methanol production or in a gas turbine to produce electricity.  

Figure 1.10 shows different processes for production of hydrogen from various carbon-

containing feedstock. The most studied technology for hydrogen production is reforming 

of natural gas or producer gas, produced by biomass gasification,[Rotrup-

Nielsen,1984,1995,2002]. Reforming occurs when a hydrocarbon or alcohol fuel and 

steam or oxygen is passed through a catalyst bed under optimum operating conditions. 

 

 
 
Figure 1.10 Technological options for the production of hydrogen from various carbon-containing 
feedstock [Liu et al., 2010] 
 
Depending upon whether steam, oxygen or a mixture of steam or oxygen is used, the 

reforming technology is termed, steam reforming, partial oxidation and auto-thermal 

reforming, respectively. Reforming of natural gas with carbon dioxide, also known as dry 

reforming has also been reported in recent years. The choice of technology depends on 

the scale of operation and also the desired product stoichiometry [Rostrup-Nielsen, 
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2011]. Among the reforming technologies, steam reforming is the preferred process today 

for hydrogen and synthesis gas production because it offers relatively a higher steam to 

carbon ratio since a part of hydrogen comes from water. The hydrogen to carbon 

monoxide ratio can be varied over a wide range as shown in Figure 1.11, as the reforming 

reactions are coupled with the water gas shift reaction, [Rostrup-Nielsen, 2002]. Catalytic 

steam reforming (CSR), involves the extraction of hydrogen molecules from hydrocarbon 

or alcohol fuel and water over a base or noble metal supported catalyst. 

 

 

Figure 1.11 Possible hydrogen to carbon monoxide ratios, obtained from various synthesis gas 
production processes [Rostrup-Nielsen, 2002] 
 
Steam reforming of hydrocarbon fuels, especially steam reforming of natural gas 

containing methane, is a well developed technology and practiced commercially for large 

scale hydrogen production [Matsumara et al., 2004 and Ross, 2005]. Knowledge gained 

from natural gas reforming is applied to the reforming of higher hydrocarbons, alcohols 

and biofuels for the manufacture of hydrogen or synthesis gas depending on the end use. 

Hydrogen sulfide is known to deactivate nickel based steam reforming catalysts by 

chemisorption on the metal surface. Numerous studies of this phenomenon have revealed 

that the metal-sulfur bond is so strong that catalytic activity is substantially reduced, even 
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at extremely low (ppm levels) gas phase concentrations of hydrogen sulfide. To fully 

exploit the activity of the catalyst, it would be necessary to remove the hydrogen sulfide 

before the steam-reforming reactor. Using conventional sulfur cleaning, which is run at 

ambient temperatures, requires the product gas to be initially cooled down and then 

reheated after sulfur removal. To circumvent this procedure, which has a negative effect 

on process efficiency; steam reforming has to be run without cleaning the gas prior to the 

reactor [Rostrup Nielsen, 1984, Strohm et al., 2006, Lakhapatri et al., 2009 and Hansen et 

al., 2010]. Carbon formation is also a phenomenon that can not be tolerated in steam 

reforming and therefore requires particular attention [Rostrup-Nielsen, 1984, 1991, Ruan 

et al., 1992, Froment, 2001 and Seheasted, 2006]. It leads in the first place to catalyst 

deactivation, thus causing hot spots that weaken the reactor tube. In this study the 

chemistry, thermodynamics, catalysts, kinetics, reaction mechanisms, and technology 

developments in the catalytic steam reforming of hydrocarbons are discussed in detail 

and experimental and numerical results are presented and compared. 
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2. COMSOL Multiphysics Software 
 

 

2.1 Introduction 

Computer simulation has become an essential part of science and engineering. Digital 

analysis of components, in particular, is important when developing new products or 

optimizing designs. Today a broad spectrum of options for simulations is available. 

Researchers use everything from basic programming languages to various high level 

packages implementing advanced methods. Each of the techniques has its own unique 

attributes to make the results more reliable. A computer simulation environment is simply 

a translation of real world physical laws into their virtual form. It would be ideal then, to 

have a simulation environment that included the possibility to add any physical effect to 

the model. That is what COMSOL is all about. COMSOL Multiphysics is an engineering, 

design, and finite element analysis software environment for the modeling and simulation 

of any physics-based system which is able to handle complex geometries and boundary 

conditions [Tabatabaian, 2014]. The COMSOL Multiphysics simulation software 

environment facilitates all steps in the modeling process, defining, solving, and then 

visualizing the results. The approach starts and model is created by predefined physics 

interfaces for different applications ranging from fluid flow and transport phenomena, 

heat transfer, chemical reaction, electromagnetic field theory, and solid mechanics as the 

basic fibers of the software. Then, in an elegant and flexible user interface, the software 

can weave these fibers together in a self-consistent way to solve the particular simulation 

needs. COMSOL is a flexible platform that allows users to model all relevant physical 

aspects of their designs. Advanced users can go deeper and develop customized solutions, 

applicable to unique circumstances. Certain characteristics of COMSOL become apparent 
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with use. Material properties, source terms and boundary conditions can all be arbitrary 

functions of the dependent variables. Since all material properties are functions of 

temperature, any model can be conceivably coupled to thermal interface. Moreover, 

COMSOL allows including heat generation from any other physics into a thermal model. 

COMSOL has also the ability to import date from other programs like Matlab [Schijndel, 

2008]. 

 
Figure 2.1 Thermal stress: a stator blade in the turbine stage of a jet engine is heated by the 
combustion gases. Shown is the temperature distribution throughout the blade, as well as the 
stresses in both welds [www.comsol.com] 
 
Predefined multiphysics application templates solve many common problem types and 

different physics interfaces can be easily chosen. Different types of partial differential 

equations can be specified and interdependencies can be defined. Another noticeable 

characteristic of COMSOL platform is adaptability. As the modeling needs change, so 

does the software. It is also possible to include another physical effect or new formula to 

a geometry which is already modeled. Using advanced tools like parameterized 
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geometry, interactive meshing and custom solver sequences, it is possible to quickly 

adapt the model to a new requirement. 

 

2.2 Organize & Customize 

The COMSOL Desktop helps to organize the simulation by presenting a clear overview 

of the model at any point. It uses functional form, structure, and aesthetics as the means 

to achieve simplicity for modeling complex realities. For instance, task-specific tools 

appear on the Desktop, showing only the currently possible and necessary actions. They 

remove uncertainty from model building and bring order to the simulations. 

 

 
 
Figure 2.2 Product line of COMSOL Multiphysics 4.3 [www.comsol.com] 
 
The Desktop is made up of several windows, which may or may not be displayed 

depending on the need. These windows include the Model Builder, Settings, Graphics, 

Messages, Progress, Help, and others. It is possible to easily customize the layout of these 
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windows on the Desktop to suit the particular work habits. All windows can be 

positioned and sized in any way. They can be detached from the Desktop and moved 

back and forth between computer displays. These settings can be saved as preferences for 

the next time when COMSOL Multiphysics is opened. 

 

2.3 Chemical Reaction Engineering Module 

Computer simulations is a well established area within chemical engineering 

development, allowing engineers and researchers to optimize process efficiency and 

explore new designs, while at the same time reducing costly experimental trials. A 

description combining several laws of physics as well as chemical reaction kinetics is 

often required to produce accurate simulations of real world applications. 

 

 
Figure 2.3 Graphical screen of COMSOL Multiphysics [www.comsol.com] 
 
The combination of experimental work with theoretical analyses in computer models has 

shown to accelerate understanding as well as decrease development costs for new 

processes. The Chemical Reaction Engineering Module is an optional package that 
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extends the COMSOL Multiphysics modeling environment with customized user 

interfaces and functionality optimized for the analysis of mass transport and other 

transport phenomena coupled to chemical reactions for the modeling of reactors, filtration 

and separation units, separation and mixing processes, corrosion, chromatography, 

electrophoresis and other equipments common in the chemical and similar industries.  

  

Figure 2.4 In power generators, a steam reformer unit typically produces the hydrogen needed for 
different purposes. The reformation chemistry occurs in a porous catalytic bed where energy is 
supplied through heating tubes to drive the endothermic reaction system [www.comsol.com] 
 

a)  b) 

Figure 2.5 Fuel Cells, (a) The pressure distribution and velocity field in the channels of a fuel cell 
stack (b) Oxygen and fuel concentration distribution in the channels and the gas diffusion 
electrodes [www.comsol.com] 
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In addition to its application in traditional chemical industries, it is a popular tool for 

investigating clean technology processes and applications such as catalytic monoliths and 

reactive filters, micro laboratories in biotechnology, and in the development of sensors 

and equipment in analytical chemistry. It is specifically designed to easily couple fluid 

flow and mass and energy transfer to chemical reaction kinetics. Firstly, the Chemical 

Reaction Engineering Module uses reaction formulas to create models of reacting 

systems. It can then solve the material and energy balances for such systems, including 

the reaction kinetics, where the composition and temperature vary with time, space, or 

both [Pryor, 2009]. 

 

 

Figure 2.6 Calibrate the model according to experimental data [www.comsol.com] 
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The Chemical Reaction Engineering Module allows us to model the chemical reactions, 

calibrate the reaction model with experimental data, optimize the chemical processes in 

ideal reactors and explore the design in detailed reactor geometries. This allows for the 

inclusion of arbitrary expressions, functions, and source terms in the material property, 

transport, and reaction kinetic equations. Users also have access to a variety of 

thermodynamic and physical property data. Once a model of a product or a process is 

ready, it’s possible to improve upon it. The optimization module can be used throughout 

the COMSOL Multiphysics product. It is a general interface for computing optimal 

solutions to engineering problems. Model inputs such as part shapes, material properties, 

or material distribution, can be treated as design variables, and any model output can be 

an objective function. The Optimization module computes the analytic sensitivities of the 

objective function to the design variables, considers any constraints imposed upon the 

problem, and uses a gradient-based optimization technique to find optimal designs. 
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3. Technology of Steam Reforming 
 

 

3.1 Introduction 

The use of hydrogen rich gas produced from coal and containing about 50% hydrogen 

with the rest mostly Methane and carbon dioxide, for lightening and heating began in 

early 1800s [Zittel et al., 1996].The steam reforming reaction was introduced to the 

industry in the 19th century and included reactions of hydrocarbons and steam over 

calcium oxide and a cyclic process using nickel. The classical Haber Bosch process in 

1917 was developed based on the reaction of steam with coke. Laboratory studies on the 

reforming reaction were published in the 1920s showing that product gases close to 

thermodynamic equilibrium were obtained over nickel catalysts. Fischer and Tropsch 

observed no significant differences when steam was replaced by carbon dioxide 

[Alzarmora et al., 1981 and Song, 2006]. The first patent on a tubular reformer using 

supported nicked catalysts was obtained by BASF in 1912 [Pichler et al., 1965] and the 

first industrial reformer was started in Baton Rauge in 1930. The reforming reaction took 

place over a catalyst in vertical tubes in parallel rows in a radiant fired furnace. Later, 

progress in production, design and use of more stable catalysts, led to the operation of 

steam reformers at more economic steam to carbon ratios. It enhanced the resistant to 

poisons without excessive carbon formation. The industrial breakthrough of steam 

reforming technology came in 1962, when ICI succeeded in stating two tubular reformers 

operating at high pressure (15bar) and using naphtha feedstock [Bridger, 1972]. The 

introduction of high pressure reforming meant that the energy consumption of the 

ammonia synthesis could be decreased significantly and as a result, a number of natural 

gas based ammonia plants were built [Rostrup Nielsen, 2008]. The first reformer 
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designed by Topsoe was started in 1965 followed by a hydrogen plant in 1966 operating 

at 42 bar [Rostrup Nielsen, 1975, 2002]. The Topsoe reforming technology was 

pioneered in full-size mono-tube pilot plant during 1960s, running on naphtha and since 

then steam reforming process became the preferred technology for synthesis gas for 

hydrogen and other petrochemicals production [Froment et. al., 2011]. Discovery of new 

solid catalysts and their application to steam reforming technology significantly improved 

the efficiency of the process. Catalytic steam reforming (CSR) involves the extraction of 

hydrogen molecules from a hydrocarbon or alcohol fuel and water over a base or noble 

metal supported catalysts and widely employed to produce hydrogen rich gas from 

various gaseous and liquid hydrocarbons fuels. Research in this area is still being pursued 

actively and knowledge from natural gas reforming containing methane is applied to 

reforming of higher hydrocarbons, alcohols and biofuels.  

 

3.2 Steam Reforming of Light Hydrocarbons  

3.2.1 Methane 

3.2.1.1 Chemistry 

Methane is an odorless and colorless gas and it is the principal constituent of the natural 

gas and producer gas from biomass feedstock. Methane from gasified biomass is most 

difficult to convert and has to be steam-reformed over a nickel or noble metal based 

catalyst at temperatures up to 1000 °C to increase the hydrogen and carbon monoxide 

yield. The gas exiting the reformer is cooled to about 350 °C and then subjected to the 

water gas shift reaction (WGS), in a high temperature shift converter. However, steam 

methane reforming is not just one reaction as indicated in equation 3.1 but involves 

contributions from several different catalyzed reactions such as water gas shift reaction 

(WGS), reverse water gas shift reaction (RWGS), carbon and methane decomposition 

reactions as described in equations 3.2-3.6 [Rostrup- Nielsen, 2011]: 
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molkJHCOHOHCH /9.2053 298
0

224                (3-1) 

molkJHCOHOHCO /412980
222       (3-2) 

molkJHHCOOHCH /1652980
242224       (3-3) 

molkJHCCOCO /4.1722 298
0

2                (3-4) 

molkJHCHCH /6.742 298
0

24          (3-5) 

molkJHCOHOHC /3.1312980
22    (3-6) 

 
The steps involved in steam methane reforming process for the production of pure 

hydrogen can be divided into feed pretreatment, steam reforming, carbon monoxide shift 

conversion and hydrogen purification. Pretreatment consists of desulfurization, which 

usually consists of a hydrogenator for the conversion of sulfur containing spices into 

hydrogen sulfide followed by a zinc oxide bed for hydrogen sulfide scrubbing. After 

desulfurization, gas is fed into a reformer reactor, where it reacts with steam through 

reactions represented by equations (3.1-3.6). The reformer is composed of several reactor 

tubes filled with reforming catalysts and kept in furnace that provide heat necessary for 

the endothermic reaction and operated in high temperatures up to 1000 °C and pressure 

above 20 atmosphere [Rostrup-Nielsen et al., 2002 and Aparico et al., 2005]. Since the 

reaction produces an increase in the net number of product molecules, additional 

compression of the products would be necessary if the reaction were run at pressure 

smaller than 20 atm. Although the stoichiometry for equation 3.1 suggests that only one 

mole of steam is required for one mole of methane, the reaction in practice is being 

performed using high steam to carbon (S/C) ratio, typically in the range of (2.5-3.5) in 

order to reduce the risk of carbon formation and deposition on the catalyst surface and 

reformer wall [Froment, 2001]. In most of the industrial processes, the gas exiting the 

steam reformer is further processed for the industrial production of pure hydrogen or 

other chemicals. It is also used in Fischer-Tropsch process in order to produce wide 

variety of liquid and transportation fuels.  
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3.2.1.2 Thermodynamics 

As shown in Equation (3.1 and 3.3), steam methane reforming reaction is highly 

endothermic; therefore, the reaction requires high temperatures to obtain high hydrogen 

productivity. Also, because reforming is accompanied by a volume expansion, it is 

favored by low pressure. On the other hand equation (3.2) is a water gas shift (WGS) 

reaction that is slightly exothermic and favors a low temperature condition while 

unaffected by changes in pressure. The changes in enthalpy and Gibbs free energy can be 

calculated; along with the corresponding equilibrium constants. The reaction requires 

certain temperatures to achieve sufficient activity Figure 3.1 shows the variation of Gibbs 

free energy as a function of temperature in the form of Ellingham type diagram for three 

representative reactions during steam methane reforming process: steam methane 

reforming, methane decomposition and carbon gasification [Rostrup Nielsen, 1984]. 

 

 
Figure 3.1 Variation of Gibbs free energy as a function of temperature [Rostrup-Nielsen et al., 
2002] 
 
∆G declines as temperature increases for all three reactions, again reflecting the 

endothermic nature of these reactions. It can be seen that methane decomposition, (line a) 
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which leads to coke deposition, occurs at low temperature, around 500˚C [Trimm et al., 

2001]. However, carbon gasification reaction (line b) and the steam methane reforming 

(line c) require fairly high temperatures, (>700˚C) to move forward.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 3.2 Equilibrium methane conversions at different temperatures, steam to carbon ratios and 
pressures obtained by thermodynamic calculations [Rostrup-Nielsen et al. 2002] 
 
This makes heat transfer a critical reactor design component. It also shows the specific 

thermal requirements for material used for reactor manufacture. The equilibrium methane 



 

 31 

conversions with increasing temperature calculated at different steam to carbon ratios and 

pressure between 1 and 20 bar are shown in Figure 3.2. The methane conversion 

increases with higher steam to carbon ratios and decreases with increasing pressure. A 

complete conversion of methane could be achieved at around 700˚C at 1 bar pressure and 

the steam to carbon ratio of above 2.5, while a temperature above 900 ˚C would be 

required to achieve the complete methane conversion at 20 bar pressure. Presence of 

excess steam can suppress carbon deposition and avoid plant shut down caused by 

catalyst deactivation [Barthamolew, 1982, Trimm, 1997, and Snoeck et al., 1997a, 

1997b]. Therefore, although stoichiometrically only steam to carbon ratios of one is 

needed for the steam methane reforming reaction, a 2.5-3.5 ratio is commonly used in 

practical applications. This requires an additional amount of energy to produce the steam 

[Rostrup-Nielsen 2002].  

 

3.2.1.3 Kinetics and Reaction Rates Expressions 

Many studies have been performed to investigate the kinetics of steam reforming, and 

while there is general agreement on first order kinetics with respect to methane, the 

reported activation energies span a wide range of values. This might be explained by 

experimental inaccuracies due to transport restrictions in the sense of diffusion and heat 

transfer restrictions in catalytic beds [Twigg, 1989]. A variety of kinetic models or rate 

expressions have been reported. The reaction mechanism of steam methane reforming is 

dependent on the catalysts, primarily on the active metal, the nature of the support and 

operation conditions. An extensive study of the intrinsic kinetics of the reforming and 

water gas shift reactions on a nickel based catalyst supported on alumina was performed 

by Xu and Froment [Xu et al., 1989a]. They developed a model, based on a Langmuir-

Hinshelwood reaction mechanism, which includes as many as 13 reaction steps. The 

reaction rate of each reaction depends on the rate coefficients of the reactions, which 

incorporate temperature dependence, adsorption enthalpies, reaction activation energies, 

and entropies. It is also a function of partial pressure of each species, equilibrium 
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constants and adsorption constants [Hou et al., 2001, Rostrup-Nielsen 2002 and Gokon et 

al., 2009]. All of these parameters included in reaction rate expressions can be calculated 

experimentally according to different types of catalysts used in the experiments. The rate 

equations of the steam reforming reactions (3.1-3.3) can be written as: 

 
COHCOOHCHijKpZKpfkr ijjjj ,,,3,2,1),(/),( 222,4

2                         (3-7) 
 
Where jk  denotes the rate coefficient of reaction j , which incorporate temperature 

dependence, adsorption enthalpies, reaction activation energies, and entropies. jf  is a 

complex function of the partial pressures and equilibrium constants. Z is a function of 

partial pressures and the adsorption constants. The rate equations for the stoichiometric 

steam methane reforming reactions to synthesis gas and water gas shift reaction (3.1-3.3) 

are written as [Xu et al., 1989a]: 
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The temperature dependence of rate coefficients ( 1k , 2k , 3k ), adsorption coefficients of  

the gases,(
4CH

K ,
CO

K ,
2H

K ,
OH

K
2

) and equilibrium constants with temperature are 

described by an Arrhenius type function [Xu et al., 1989a]: 

 
)/exp(

0,
TgREkjk

j
                 3,2,1j                                                         (3-12a) 
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To obtain the adsorption coefficient for each gas, the Arrhenius type function is used: 
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The equilibrium constants for reactions 3.1-3.3 were calculated using the standard Gibbs 

energy of each reaction at the corresponding temperature.  
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The kinetic expressions were combined with conservation equations to give the reaction 

rates of each component: 

 

)(
314

rrr
CH

                                                                                                 (3-15a) 

 
)2(

3212
rrrr

OH
                                                                          (3-15b) 

 
)43(

3212
rrrr

H
                                                                  (3-15c) 

 
)(

21
rrr

CO
                                                                            (3-15d) 

 
)(

322
rrr

CO
                                                                           (3-15e) 

 
 
Figure 3.3 Sequence of elementary steps involved in the steam methane reforming and water gas 
shift reaction over nickel based catalysts [Wei et al., 2004] 
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3.2.2 Ethane and Propane 

While natural gas reforming is the primary process for the industrial production of 

hydrogen, the reforming of other gaseous hydrocarbons such as ethane and propane, has 

been also explored for the production of hydrogen. The reforming of propane received 

particular attention in recent years because it is the primary constituent of liquefied 

petroleum gas (LPG) which is available commercially and can be easily transported and 

stored on site [Ogden et al., 1999 and Trimm et al., 2001]. Chemistry, thermodynamics 

and kinetics of steam reforming of ethane and propane are briefly discussed in this 

section. 

 

3.2.2.1 Chemistry, Thermodynamics and Kinetics 

Steam reforming reactions of ethane and propane are presented by equations (3.16a) and 

(3.16b) [Rostrup –Nielsen, 1984]: 

 
)163(/37529802252262 amolkJHCOHOHHC   

 
)163(/49729803272383 bmolkJHCOHOHHC   

 
Steam reforming of ethane and propane are endothermic and the endothermicity increases 

with increasing carbon number. These reactions are generally carried out in wide 

temperature range between 300 and 900 ˚C over a nickel or noble metal based supported 

catalyst. Under the reaction operating conditions other reactions such as cracking into 

carbon and hydrogen, cracking into methane can also occur [Rostrup –Nielsen, 1984]: 

 
)173(/85298022362 amolkJHCHHC   
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 36 

Similar to steam methane reforming process, the steam reforming of higher hydrocarbons 

in practice is also performed at higher steam to carbon ratios, typically between 1.5 and 

3.5 in order to reduce the risk of carbon deposition. The nickel based catalysts known for 

steam reforming of natural gas is also active for steam reforming of 42 CC   

hydrocarbons. These reaction rates of the reactions are greatly attenuated in industrial 

tubular reactors by mass transfer resistance within the catalyst pellet and, to a lesser 

degree, by heat transfer resistance from the bulk fluid to the catalyst pellet surface. As 

with any intrinsic rate relationships, these rate expressions must be used in conjunction 

with a reactor model that accounts for these resistances for the model to be useful in 

assessing reformer performance and predicting the process as independent conditions are 

manipulated. The rate expression for steam reforming of higher hydrocarbons is written 

as [ Rostrup –Nielsen, 1984]: 
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Each rate constant, ( jk , jK ) is a function of temperature and has its own pre-Arrhenius 

factor, as well as an activation energy (for jk ), and heat of adsorption (for jK ). The same 

2HK  and OHK
2

 is used for each reaction. These two are functions of temperature, with 

their Arrhenius factors and heats of adsorption. jk  and jK  values for each reforming 

reaction for hydrocarbons higher than methane are derived from rate data reported in the 

literature [Adris, 1996 and Rostrup-Nielsen, 1984], and validated with reformer outlet 

compositions measured in industrial furnaces. Each reaction also has an effectiveness 

factor associated with it. For higher hydrocarbons, equation (3.18) is expressed as 

follow,[ Rostrup –Nielsen,1984]: 
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For a nickel based catalyst the following expression was obtained for a steam reforming 

of Ethane and Propane [Rostrup–Nielsen, 1984]:  
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The reaction order with respect to steam decreases with increasing temperature from 0.6 

at 700 (K) to 0.2 at 900 (K). Kinetic parameters for the steam reforming of gaseous light 

hydrocarbons over various supported catalysts are presented in Table 3.1. 

 

 

Table 3.1 Kinetic parameters for steam reforming of gaseous light hydrocarbons, over various 
supported catalysts [Trimm, 2001] 
 
3.2.3 Ethylene and Propylene 

Ethylene and propylene can be steam reformed at high temperatures to produce hydrogen 

and synthesis gas. Steam reforming of alcohols such as methanol and ethanol is generally 
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considered as promising process for generating hydrogen especially for on-board fuel cell 

applications due to their easy availability, ability to transport, and reaction simplicity 

[Gencieu, 2002]. Both have high hydrogen to carbon ratio and they could be synthesized 

from renewable sources such as biomass [Deluga et al., 2004]. Unlike hydrocarbon fuels, 

methanol and ethanol are free from sulfur and this avoids additional sulfur removal step 

in the fuel processing. Alcohols can be reformed at lower temperatures of around 300 ˚C 

and this makes the fuel processing relatively simple and less complicated. Steam 

reforming is performed over Cu based catalysts or noble metals based supported catalysts 

in the temperature range between 200 and 300 ˚C at atmospheric pressure. Steam to 

carbon ratio is usually set between 1 and 2.  

 

 
Figure 3.4 Free energy changes in the steam reforming, decomposition, dehydrogenation and 
dehydration of ethanol [Velu et al., 2007] 
 
Higher steam to carbon ratios could favor the water gas shift reaction (WGS) which can 

reduce carbon monoxide concentration in the product stream and can also help in 

avoiding carbon formation on the catalyst surface. The reaction is highly endothermic 

and requires external heat supply. The process is highly efficient as hydrogen is coming 
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from both alcohol and water. Several other competing reactions such as dehydration to 

ethylene can also occur during steam reforming process at low temperatures. The 

variation of free energy values with respect to temperature for steam reforming of ethanol 

and accompanying reactions are shown in Figure 3.4. The values for steam reforming 

reactions to produce synthesis gas, (line 1) and hydrogen and carbon monoxide (line 6) 

become more negative above 200 ˚C, implying that these reactions are 

thermodynamically more favorable with increasing temperature. The free energy changes 

for the other reactions such as steam reforming of ethylene which could be formed as 

intermediates during the steam reforming of ethanol are shown in Figure 3.5. 

 

 

Figure 3.5 Free energy changes in the steam reforming of acetaldehyde, ethylene, and methane 
[Velu et al. 2007] 
 
Side products like ethylene are steam reformed at high temperatures to produce synthesis 

gas. As can be seen a temperature of above 250 ˚C is required for steam reforming of 
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ethylene, (line 4). The reaction rate of ethanol steam reforming reaction is written as 

[Therdthianwong et al., 2001]: 
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Akande employed a power law model and expressed the rate equation in an exponential 

type function [Akande, 2005]: 
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Where ik is the rate constant of the reaction, E is the activation energy and T is the 

absolute temperature. The kinetic rates of steam reforming of ethanol over various 

supported catalysts are listed in Table 3.2. 

 

 

Table 3.2 Kinetic data of the steam reforming of ethanol over various supported nickel catalysts 
[Velu et al. 2007] 
 
Intrinsic reaction rate relationships have been derived for steam reforming of ethylene 

and propylene based on Langmuir-Hinshelwood adsorption and reaction mechanisms. 

Regarding propylene reforming reaction, intrinsic kinetic expressions reported by 

Figueiredo and Trimm are adopted [Figueiredo et al., 1978]: 
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As mentioned, kinetics expressions for steam reforming of other hydrocarbons are 

presented in Table 3.1. 

3.3 Catalytic Fixed-bed Reactors 

In chemical engineering processes, fixed bed reactors are very widely used, particularly 

for solid-catalyzed reactions in which the packing serves as the catalyst. Fixed bed 

reactors are preferred because of their simpler technology and ease of operation. As 

shown in Table 3.3, the major part of the catalytic processes of today’s chemical and 

petroleum refining industries is carried out in fixed bed reactors [Froment, 2011]. In the 

fixed bed reactors, reactions take place on the catalyst particles (pellets) which are placed 

inside the reactor tubes either randomly or structurally [Agar, 1999]. The feed is given 

from one end of the reactor and products are taken from the other end of it. As shown in 

Figure 3.6, according to the energetic nature of the reaction, the heat is either supplied to 

the tube wall or taken out. In order to model a packed bed reactor, transport phenomena 

occurring in the bulk fluid, in the pellet, and at their interfaces must be considered 

utilizing the appropriate reaction rate expressions. In the design of these devices, fluid 

dynamics plays an important role, since the transport of chemical species, mixing or 

contacting catalytic surfaces is entirely described by the fluid dynamical conservation 

laws. The contacting of the solid by the gas tends to be quite uniform, and long contact 

times are possible. Fixed bed reactors are more difficult to control because of the process 

being distributed, nonlinear and sensitivity towards disturbances [Froment, 1972, 1974, 

Finalyson et al., 1981, Smith et al., 1982 and Folger, 2011]. Multi-tubular packed bed 

reactors composed of several vertical tubes with low tube to particle diameter ratios are 

especially selected for strongly endothermic reactions like steam reforming reactions. 

Steam reforming reactions take place in a catalytic fixed bed reactor filled with nickel or 

noble metal based catalysts particles. Due to the high heat input through the reformer 

tube wall and the endothermic reforming reactions, the catalyst tubes are exposed to 
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significant axial and radial temperature gradients [Rostrup-Nielsen, 1975 and Rostrup-

Nielsen et al., 1988], therefore, packed beds have low diameter to height ratio to ensure 

efficient heat transport in radial direction. Scale up must often be done using many small 

diameter tubes in parallel rather than a single, large diameter bed. When the ratio of tube 

to particle diameter is low, the presence of the wall causes changes in bed structure, flow 

patterns, transport rates and the amount of catalyst per unit volume. In particular, the 

particles close to the wall will behave differently to those inside the bed. The velocity 

profile is quite complex in fixed bed reactors. When measured at a small distance from 

the surface of the packing, velocities are found to be approximately uniform except near 

the tube wall. Random packing gives more void space and thus higher velocities near the 

wall. Also, the large particle sizes needed to minimize pressure drop lead to diffusional 

resistances within the catalyst particles.  

                    
Figure 3.6 Schemes of the reformer tube, commercial and equivalent catalyst particles. Low 
diameter to height ratio ensures efficient heat transport in radial direction. 
 
If catalyst deactivation is rapid, the fixed bed geometry may cause problems in 

regeneration. The tubes are heated by radiation from furnaces or by electrical heating 

bends. Effective heat transport to the reactor tubes and further into the centre of the 

catalytic fixed bed is a very important aspect during design and operation of steam 
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reformers. The challenge is to develop a better understanding of the interactions between 

flow patterns, species pellet diffusion, and the changes in catalyst activity due to the 

temperature fields near the wall region for modeling and design of these systems. The 

number of tubes in one unit is decided by the maximum feasible tube length. It would be 

economical to rather have a few long tubes than many short tubes but there is a limit of 

tube length determined by the risk of tube bending and by the pressure drop in the fixed 

beds. The maximum tube diameter is decided by the ability for efficient radial heat 

transport in the packed bed and the minimum tube diameter is restricted to the practical 

possibility for catalyst loading.  

 

Basic chemical industry  Petrochemical industry Petroleum refining 
Steam reforming Ethylene oxide Catalytic reforming 
CO conversion Vinylacetate Isomerization 

Ammonia synthesis Maleic anhydride Polymerization 
Sulfuric acid synthesis Phthalic anhydride Hydrocracking 

Methanol synthesis Styrene Hydrodesulphurization 
 
Table 3.3 Main chemical and petrochemical processes using packed bed reactors 
 
In order to model a packed bed reactor, transport phenomena occurring in the bulk fluid, 

in the pellet, and at their interfaces must be considered utilizing the appropriate reaction 

rate expressions. According to the early classification [Froment et al. 2011], packed bed 

reactor models can be grouped in two categories; the pseudo-homogeneous and the 

heterogeneous models. Pseudo-homogeneous model consider the bed as a single phase, 

and lump the gas and solid phases together in the reactor modeling mass and energy 

balance equations. For very rapid reactions with important heat effects, it may be 

necessary to distinguish between conditions in the fluid and on the catalyst surface or 

even inside the catalyst. In case of heterogeneous models, gas and solid phases are 

modeled as separate mass balance and energy balance equations by considering 

interfacial gradients of temperature and concentration. In other words, in the pseudo-

homogeneous model, the temperature inside the particles is not important, and the 

concentration and temperature in the internal field are the same as those in the external 
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field by which the reaction rate is obtained. However, in the heterogeneous model, 

transport processes play a finite role and the equations for the internal field have to be 

solved in order to obtain the reaction rate [Rostrup –Nielsen, 1988, Quinta et al., 2009 

and Kvamsdal et al., 1999]. One of the important pseudo-homogeneous modeling 

applications on the methane steam reforming reactions is performed by Xu and Froment 

[Xu et al., 1989b]. They investigate the diffusional limitations of the intrinsic rate 

expressions and made a reactor simulation. There are also other results available 

comparing a pseudo-homogeneous and a heterogeneous two-dimensional models [De 

Wasch et al., 1972, Wijngaarden et al., 1989, Borkling et al., 1992, De Groothe et al., 

1995, Froment, 2000, Piña  et al., 2001 and Cao et al., 2005]. 

 

3.3.1 Role of Catalyst 

In all reactors the desired conversion takes place on the catalyst and the role of the 

catalyst in all processes is to achieve equilibrium conversion as far as possible and 

maintain low pressure drop and in tubular and convective reformers to keep low tube 

metal temperatures. The catalyst should be mechanically stable under all process 

conditions. Breakdown of the catalyst pellets may cause partial or total blockage of the 

tube [Rostrup-Nielsen, 1984]. The catalyst must have sufficient activity, resistance to 

carbon formation and mechanical strength and are dedicated to serve in high temperature 

and high pressure conditions to meet the requirements for the reformer operation. Side 

reactions such as carbon formation are eliminated by use of proper catalyst type, 

controlled catalyst bed inlet temperature and a given steam to carbon molar ratio 

depending to the type of the feed. The particle size plays an important role for steam 

reforming catalyst activity. Smaller particles will provide a larger surface for reaction and 

hence improved catalyst activity. The catalysts can also be modified by basic metal 

oxides to be more carbon resistant. On the other hand, the shape of the catalyst pellet 

should be optimized to achieve maximum activity with minimum increase in pressure 

drop. The pressure drop depends strongly on the void fraction of the packed bed and 
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decreases with increasing particle size. The space velocity is used to determine the 

necessary catalyst volume for a given amount of feed but this parameter gives no 

information about pressure drop , heat transfer or carbon formation, so advanced models 

are necessary to evaluate a design. The catalyst ensures equal distribution of flow across 

the catalyst bed to protect the local overheating of the reactor tube leading to the shorter 

life of the reactor [Rostrup-Nielsen, 1988]. The activity of a catalyst is related to the 

surface area. The higher the active surface area of the catalyst, the greater the number of 

product molecules produced per unit time. Therefore, much of the art and science of 

catalyst preparation deals with high surface area materials (typically 100–400 gm /2 ). 

These are prepared in such a way that they are often crystalline with well-defined 

microstructures and behave as active components of the catalyst system in spite of their 

accepted name, supports. The (transition) metal atoms are then deposited in the 

micropores, and the sample is subsequently heated and reduced to produce small metal 

particles. Although the nickel surface area is generally increased with higher loadings, the 

dispersion or utilization of the nickel tends to decrease with increasing nickel content. 

Hence, the activity will not increase any further. In order to fulfill all the catalyst 

requirements in industrial practice, steam reforming of light hydrocarbons is performed 

over nickel or noble metal based catalysts. Nickel has been the favored active metal 

because of its sufficient activity and low cost compare to noble metals. Nickel is typically 

supported on alumina a refractory and highly stable material. The typical 32OAl  support 

for steam reforming catalysts is acidic and favors hydrocarbon cracking and 

polymerization. These catalysts are shaped into an optimal form, often in the form of 

multichannel wheels or cylindrical shape with one or more internal holes, as seen in 

Figure 3.6, in order to have a better heat and mass transfer and to minimize the pressure 

drop under the industrial operating conditions [Richardson et al., 1999 and Armor, 1999]. 

The nickel based catalysts suffer from catalyst deactivation by coke formation and 

sintering of metallic nickel active phase. Research has been undergoing to address these 

issues employing different approaches, including catalyst preparation and support 
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materials [Trimm, 1977, 1997, Sehested, 2001 and 2006]. Another major type of steam 

reforming catalysts is based on noble metals. The serious coking problem with nickel is 

caused by the formation, diffusion and dissolution of carbon in the metal [Rostrup-

Nielsen, 2004]. However, carbon does not dissolve in noble metals yielding much less 

coking in those systems. Ru, Rh, Pd, Ir, and Pt were examined for their reforming 

performance. Ru and Rh displayed high reforming activity, stability and low carbon 

formation rates [Rostrup –Nielsen, 1984, Ridler et al., 1989 and Twigg, 1989]. However, 

the cost and availability of noble metals limit their application [Rostrup-Nielsen, 2002 

and Nurunnabi et al., 2006]. 
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4. Modeling of Steam Reforming Reactors 

 

 

4.1 Introduction  

Although the steam reforming process may appear straightforward from an overall 

consideration, in reality it is a complex coupling of catalysis, heat and mass transfer and 

mechanical design. The progress in steam reforming technology has resulted in less 

costly plants, in parts because of better materials for reformer tubes, better control of 

carbon limits, and better catalysts and process concepts with high feedstock flexibility. 

This progress has been accompanied by a better understanding of the reaction 

mechanism, the mechanism of carbon formation and sulfur poisoning, and the reasons for 

tube failure. Reactor modeling is an essential step in a scale up of new steam reforming 

reactor. Modeling of steam reformers has always been a challenge to chemical engineers 

and fixed bed modeling is one of the first applications widely used for steam reforming 

[Aris, 1969 and Elnashaie, 1992]. Recently, process modeling and simulation have 

attracted more attention because it can provide valuable data for design and optimization 

of commercial reactors. Process modeling result can also significantly improve the 

efficiency of steam reformer design and development and economic analysis, which is 

important for the success of steam reforming industry operation. Commercial processes 

for steam reforming use tubular reactors packed with supported nickel or noble metal 

based catalysts to improve the efficiency of the process. In the conventional reactors, 

strong endothermic reactions occur at high temperatures and conversion rate is high. In 

these conditions the reaction becomes diffusion controlled and as it is mentioned earlier, 

a suitable catalyst structure design play an important role in obtaining high activity and 

stability.  
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4.1.1 History of Steam Reforming Process 

Numerous studies have focused on the kinetics of methane steam reforming therefore 

methane steam reforming kinetics in a conventional fixed bed reactor has been well 

described, especially on Ni catalysts [Bridger, 1980, Rostrup-Nielsen et al., 1988, Xu et 

al., 1989a, Aparicio, 1997, Luna et al., 1997, Craciun et al., 1998, Hou et al., 2001 and 

Kvamsdal et al., 2006]. Currently, the most accurate kinetics to represent the reforming 

reactions, particularly the Langmuir–Hinshelwood (Houghen–Watson) type expressions 

is reported by Xu and Froment [Xu et al., 1989a]. The mathematical model consists of a 

set of coupled ordinary or partial differential equations which can be solved with a 

standard numerical technique along the length of the reactor. A key concern is however 

that many kinetics and transport correlations have also been developed for the 

conventional models. Scale up requires a critical evaluation of all transport correlations, 

before they can be applied in numerical models. Conventional modeling of the catalyst 

side distinguishes the significance of the catalyst particle itself for the reactor 

performance and how heat transfer is taken into consideration. A given reactor can be 

modeled in different ways which are grouped in two broad categories: pseudo-

homogeneous and heterogeneous models [Froment 1972, 1974]. Several comprehensive, 

reviews have been written about steam reforming of hydrocarbons [Ridler, 1989, Liu et 

al., 2010 and Rostrup–Nielsen et al., 2011] and different types of catalytic reactors have 

been suggested. In addition, different methods have been used to address and simulate the 

steady state and non steady state operation of catalytic steam reformers [Yu et al., 2001, 

Robbins et al., 2003, Zanfir et al., 2003 and Kolios et al., 2004]. One of the most 

important pseudo-homogeneous modeling applications on methane steam reforming 

reactions was carried out by Xu and Froment [Xu et al., 1989b]. They calculated 

diffusional limitations of the intrinsic rate expressions previously obtained by them [Xu 

et al., 1989a] and made a reactor simulation. They measured the pore size distribution of 

the steam reforming catalyst and calculated the effective diffusivity. A modified 

collocation method was used to obtain parallel pressure profiles of the reacting 



 

 49 

components in the catalyst pellet. The simulation results were discussed in detail with an 

industrial steam reformer. A two-dimensional pseudo-homogeneous dispersion model 

was used to simulate a steam reformer by Kvamsdal et al. [Kvamsdal et al., 2006], 

considering the kinetic model given by Xu and Froment [Xu et al., 1989a] with 

additionally coke formation. The heat transferred to the reactor tube was calculated by 

axially varying overall heat transfer coefficient multiplied with a temperature change.  

A heterogeneous model including coupled chemical reactions and diffusional limitations 

in catalyst pellet was derived by Salmi and Warna [Salmi et al., 1991], for fixed bed 

reactors. Froment [Froment, 2000] generated a model for the conceptual design of new 

reactor configurations and given its fundamental kinetics basis, for the development of 

more performing catalysts considering the steam and carbon dioxide reforming of natural 

gas. Pedernera et al. [Pedernera et al., 2003], analyzed the steady state operation of large 

scale primary reformers by means of a two dimensional heterogeneous model. The model 

accounts for the strong diffusion limitations in the catalyst particle at each axial and 

radial reactor position. The kinetic model reported by Xu and Froment [Xu et al., 1989a] 

was adapted, and therefore, to evaluate diffusional resistances the particle mass balances 

were numerically solved. The reforming unit which had cylindrical catalyst particles with 

cylindrical holes was studied by such a simplification that the complex geometry of the 

catalyst particles was represented by an equivalent annular model. As being a 

heterogeneous model, the governing equations for the bulk and the catalyst particle were 

generated for this system. For the catalyst particle, the effective diffusivities were 

calculated using expressions given by Xu and Froment [Xu et al., 1989a]. A two 

dimensional heterogeneous model, which accounts for transport in solid and fluid phases 

with axial and radial dispersions, was considered by Machac et al. [Machac et al., 2006] 

for studying heat and mass transport in a catalytic bed reactor where exothermic carbon 

monoxide oxidation reaction takes place. In the model for mass and energy balances, 

partial differential equations were considered in the fluid phase, and ordinary differential 

equations were used in the solid phase. Quinta et al. [Quinta et al., 2009], solved a 

heterogeneous two dimensional model to simulate a methane steam reformer with large-
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pore catalysts, considering the strong internal mass transfer restrictions rigorously. In 

spite of this, the reforming reactions were represented by a first order single reaction; 

therefore, the diffusion reaction equation has a simple analytical solution. Cao et al. [Cao, 

et al., 2005] mathematically described and experimentally demonstrated the micro-

structured catalysts used for steam methane reforming reaction in microchannel reactors. 

Two types of structures were evaluated in microchannel reactors and simulated with the 

developed heterogeneous reactor model. The modeling technique described in the paper 

provides a convenient way to evaluate variables in designing more efficient catalysts for 

steam methane reforming process. More recently Dybkjaer et al. and Liu et al. [Dybkjaer 

et al., 1995 and Liu et al., 2011] provide a general overview of synthesis gas technologies 

as well as in depth analysis of steam reforming process, provide a comprehensive 

introduction to this complex field, complete review of the works done in last decades and 

give a detailed analysis of the catalyst and process problems. They tackle crucial aspects 

in light of the new directions in the energy industry, in particular how to integrate fuel 

processing into contemporary systems. It comprehensively covers hydrogen and synthesis 

gas production and steam reforming process from its fundamentals to practical 

applications. 

 

4.2 Modeling 
 
4.2.1 Pseudo-Homogeneous Models 

The model, used in most of the studies, is the pseudo-homogeneous model, which 

considers transport by plug flow in the reactor. Pseudo-homogeneous reactor models do 

not distinguish between the gas and solid phases in the fixed bed. The temperature 

pressure and concentrations are equal inside the catalyst or in the gas phase but rather 

involve averaged properties for both phases. The reaction rates are effective rates and 

calculated from bulk concentrations and temperatures. The reaction rates include 

effectiveness factors to compensate for the concentration differences between the gas and 
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internal in the particles [Kvamsdal et al., 2006]. The void fraction in a cross section of the 

bed varies from the wall to the central axis and concentration and temperature gradients 

occur in axial and radial direction, [Delmas et al., 1988 and Papageorgio et al., 1995]. 

The Navier Stokes equations for the momentum of the fluid in axial and radial directions 

are written as [Ergun, 1952]: 
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Where   is given by the correlation of Ergun [Ergun, 1952]: 
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Where,  is the porosity of the packed bed. 

The continuity equations for each gas component and the energy equation need to be 

added to the equations above. The continuity equation for the key reacting component i , 

and the energy equation can be written as follow in terms of concentration, single 

reaction and steady state [Froment et al., 2010]: 
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The effective diffusion in radial direction describes the contribution arising from the 

transport in the fluid and corresponds to the mixing.  
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erD  represents this parameter based upon the superficial flow velocity. Similarly, er  

shows the radial thermal conductivity. The conservation equations can be expressed in 

terms of partial pressures, ip , after introducing the ideal gas law and assuming no radial 

change in total pressure. The axial dispersion is neglected as it is negligible compared to 

the axial convective transport at the operating Reynolds number in steam reformers, 

)410310(  . The axial variations of the partial pressures are calculated as follow: 
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The boundary conditions at the center line of the reactor and at the wall are written as 

follow: 
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The sum of the balance equations for all the components, gives the total mass balance of 

the reactor in the form of the axial velocity: 
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The energy equation in the reactor is written as follow: 
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Where ip  is the partial pressure of the component, zu  is velocity along the reactor, j  is 

the effectiveness factor, jr  is the reaction rate of the reaction j , erD  is diffusion 

coefficient, b  is bulk density, er is thermal conductivity coefficient and   is porosity of 

the packed bed. 

 

4.2.1.1 Boundary and Initial Conditions 

The following general boundary and initial conditions are applied to the reformer 

[Froment et al., 2011]: 
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Where wh  is the wall heat transfer coefficient. No distinction is made between the fluid 

and solid phase. The effect of the bed void fraction and, therefore, of the flow velocity 

profile is accounted for also in erD and er . 

 

4.2.2 Pseudo-Heterogeneous Models 

The Pseudo-heterogeneous model considers transport by plug flow again, but 

distinguishes between conditions in the fluid and in the solid (catalyst) phase. For very 

rapid reactions with important heat effects, it may be necessary to distinguish between 

conditions in the fluid and on the catalyst surface or even the conditions inside the 

catalyst [Froment et al., 2011, Wesenberg et al., 2001 and Pedernera et al., 2003]. 
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Heterogeneous models distinguish between the fluid phase and the solid phase to 

correctly account for the heat transfer in the steam reformer reactor [De Wash et al., 

1972, Pina et al., 2001 and Wesenberg et al., 2006]. This model consists of separate 

conservation equations for fluid and catalyst. Intra and external gradients are included 

and kinetics rate expressions are intrinsic multiplied by catalyst effectiveness factors. 

These considerations lead to the following mathematical model. The mathematical 

formulation is divided in two sections and is written for fluid and solid phase. 

 

4.2.2.1 Fluid Phase 

The fluid phase modeling equations is written as [De Wash et al., 1972]: 
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Where, a  is the specific surface area of the catalyst bulk per reactor volume. 

In term of partial pressure and ideal gas assumption the above equations are written as 

follow. No radial change in pressure is assumed: 
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The boundary conditions at the center line of the reactor and at the wall are written as 

follow: 
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0,  zatpinixip                                                                               (4-16b) 

 

The sum of the balance equations for all the components, gives the total mass balance of 

the reactor in the form of the axial velocity: 
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The initial velocity at the inlet of the reactor is calculated from the molar input flow and 

considering cross section area of the reactor and inlet pressure and temperature: 
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The energy transport in axial direction is dominated by the transport from axial 

convection, and thus axial conduction is neglected. With no radial convection, the only 

energy transport mechanism in radial direction is the effective conduction. The energy 

equation is simplified by assuming constant effective radial thermal conductivity: 
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fh  is convection heat transfer coefficient at the catalyst surface, and va is the rate of 

surface area of the bulk catalyst to the reactor volume. The initial temperature at the inlet 

is a constant temperature. 

 

4.2.2.2 Solid (Catalyst) Phase 

When the resistance to mass and heat transfer inside the pellet is important, the rate of 

reaction is not uniform throughout the particle. The solid phase modeling equations is 

written as [De Wash et al., 1972 and Froment et al. 2011]: 
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The steady state diffusion mass transport balance equation for formation of components 

in a particle in cylindrical coordinates in term of partial pressures is written as [De Wash 

et al., 1972 and Froment et al., 2011]: 

 









j jrijc
y

ipx
totC

yierD ),(,                                                                     (4-20a) 

 
ierD ,  is the effective diffusivity for each component within the catalyst pellet and it is a 

function of diffusivity, porosity, tortousity and Knudsen diffusivity. It is calculated by 

[Rostrup-Nielsen, 1984]: 
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p is pellet porosity and p  is the pellet tortuosity factor . At operating pressures which is 

typical for steam reformers, it is shown that the Knudsen diffusivity is negligible 

[Rostrup-Nielsen, 1984]. The mass balance equation is solved for the active layer of the 

catalyst layer which is a fraction of the catalyst radius. The differential equation 

describing heat transport in a cylindrical catalyst is written as [Froment et al., 2011]: 
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Where, c  is the catalyst thermal conductivity and assumed constant. 
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4.2.2.3 Boundary and Initial Conditions 
 
The following general boundary and initial conditions are applied to the reformer, 

[Froment et al., 2011]: 

at      
Rr

z



0

0              
0

0

TTT
CC

Sf

i




                                                                         (4-22) 

at     0r                     0







r
sC

r
iC

                                                                     (4-23) 

at      0r                   0








r
T

r
T Sf                                                                         (4-24) 

at      Rr                   
wSf

Si

TTT
r

C
r

C











0
                                                                       (4-25) 

at      prr                   isCiC                                                                                  (4-26) 
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Where s
i

s TC ,  indicate the conditions at the surface of the catalyst. The above equations 

have to be solved simultaneously with the Reynolds averaged Navier Stokes equations 

and the Ergun equation given in previous sections to account for the radial void profile 

and generate both axial and radial flow velocity components. In these equations it is 

assumed that the heat transfer through the fluid and solid phase occur in parallel [Dixon 

et al., 1979, 1984, Delgado et al., 2006, Wesenberg et al., 2006]. 

 

4.3 Effectiveness Factors  

Heterogeneous equations are of second order and highly nonlinear. That means, iterative 

solution procedure has to be necessary in each computational node. In order to consider 

the intra particle gradients, the effectiveness factors were introduced. The effectiveness 
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factors of the reactions are defined as the real reaction rates relative to the reaction rates 

for a completely active catalyst with temperature and partial pressures equal to those at 

the pellet surface. In the classical sense, an effectiveness factor is a factor that multiplies 

the reaction rate at the particle surface conditions to yield the rate that is actually 

experienced when the conditions inside the particle are different. For simple rate 

expressions and particle geometries, such as spherical and cylindrical, analytical solutions 

are available. In this case, the effectiveness factors are proportional to the particle 

diameter. For the catalyst particles with holes it is shown that the effectiveness factors 

varied linearly with surface to volume ratio and significant variations depending on 

kinetics and operating temperatures are found, [Rostrup-Nielsen, 2002]. The 

effectiveness factors are calculated by, [Froment et. al. 2011]: 
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The steam reforming catalysts have a variety of shapes, but for all only a thin layer close 

to the external surface is active. Therefore, planar geometry can be assumed. Then, the 

volume of the active part of the catalyst is: 
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Where, X is the radius of the active part of the catalyst. The effectiveness factor for this 

system can be written as: 
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Since the molecular diffusivity and thermal conductivity of the pellet catalyst are low, 

there is a resistant to heat transfer in the catalyst pellet and according to the literature 

effectiveness factors of the steam reformers are less than 0.5 [Rostrup-Nielsen, 2011]. 

Momentum equation which shows the pressure distribution in the packed bed reactor was 

described by the Tallmadge who proposed an extension of Ergun’s equation under higher 

Reynolds numbers [Ergun, 1952, Tallmadge, 1970 and Froment et. al., 2011]: 

 

pd
zuff

dz
dp

2
                                                                                                (4-31a) 

 

The friction factor is written as [Froment et al. ,2011]: 
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For hollow cylinders and rings the equivalent particle diameter is calculated as: 
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Where, od and id  are the external and internal diameters of the hollow cylinder 

respectively. 
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5. Experimental Correlations for Packed bed Reactors 

 

 

5.1 Introduction 

In order to model a reactor correctly, it is necessary to estimate the heat and mass transfer 

coefficients exactly. Empirical correlations for describing heat and mass transfer in 

packed bed reactors have been studied theoretically and experimentally for long time, 

[Dixon et al., 1979]. A great number of researchers have contributed to the knowledge of 

the heat and mass transfer mechanisms and how these can be transferred to empirical 

correlations. The estimated parameters from these correlations have wide range of variety 

because of the various different type of catalysts used, and different experimental 

methods and assumptions regarding the dependencies of the correlations. These 

dependencies are the geometry and shape of the tube and pellets, the physical properties 

of the fluid and the fluid velocity. These variations in correlations will be discussed in 

this section. The values or expressions estimated are based on the information in the 

literature or on assumptions that are usually used for this type of reactor. 

 

5.2 Radial Effective Dispersion Coefficient 

Dispersion plays an important role in reactant and product transport in packed bed 

reactors. Dispersion in packed beds depends on length of the reactor, viscosity and 

density of the fluid, ratio of reactor to particle diameter, particle shape and size 

distribution, effect of fluid velocity and effect of temperature. When a fluid is flowing 

through a bed of inert particles, one observes the dispersion of the fluid in consequence of 

the combined effects of molecular diffusion and convection in the spaces between 
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particles. Generally, the dispersion coefficient in longitudinal direction is superior to the 

dispersion coefficient in radial direction by a factor of 5, for values of Reynolds number 

larger than 10. For low values of the Reynolds number (Re<1), the two dispersion 

coefficients are approximately the same and equal to molecular diffusion coefficient 

[Rase, 1990 and Delgado, 2006]. The flow in a packed bed reactor also deviates from the 

ideal pattern because of radial variations in flow velocity and mixing effects due to the 

turbulence and the presence of the packing. The flux due to this mechanism is described 

by Fick’s law equation for mass transfer or Fourier’s law for heat transfer by conduction. 

The proportional constants are effective diffusivities and conductivities. At Reynolds 

numbers of 310 − 410 , as usually seen in steam reformers [Rostrup-Nielsen et al., 1988], 

the axial dispersion is negligible compared to the axial convection. Therefore, only the 

radial dispersion coefficients exist. The volumetric molar flux caused by dispersion is 

modelled by Fick’s law and the effective radial dispersion coefficient of the packed bed, 

is calculated as follow [Smith et al., 1982]: 
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Where, iN  is total molar flux, and ix  is mole fraction of each component. 

Depending on the shape of the catalyst and due to wide range of experimental and 

theoretical results there are many correlations available for dispersion coefficient in fixed 

bed reactors. For design purposes, dispersion coefficient is usually expressed in the form 

of Peclet number for dispersion and pellet diameter. One commonly used correlation is 

suggested by Froment et al. [Froment et al., 1987]: 
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Where Peclet number is a function of radial dispersion coefficient and is expressed as 

follow: 
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erEzupdEPe /                                                                                                 (5-3) 

 
In this context, it is interesting to consider the predicting accuracy of some alternative 

empirical correlations that have been proposed to represent the experimental data in 

liquid flow. These equations are dependent on molecular diffusion coefficient which is 

presented by dispersion Peclet number such as the equation of Gunn [Gunn, 1969]: 
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Where Reynolds, Schmidt, Peclet diffusion and Peclet thermal numbers are written as 

follow: 
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Where the Peclet diffusion number can be defined by Wen [Wen, 1975]: 

peDPe Re/72940                                       for spheres 41.1p                     (5-5b) 

peDPe Re/7411                                        for solid cylinders 93.1p           (5-5c) 

peDPe Re/73.39                                       for hollow cylinders 8.1p         (5-5d) 

There is another empirical equation proposed for all type of catalysts [Wen, 1975]: 
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After extensive review of the empirical values and from the experimental results, 

dispersion coefficient can be calculated according to the Schmidt and Peclet number 

[Delgado , 2006]: 
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p  is the tortousity factor for the packed beds and depends on the shape of the catalyst 

particles [Gunn, 1969]: 

 
41.1p , spheres, 93.1p , cylinders, 8.1p , hollow cylinders 

 
 
5.3 Radial Heat Transport Parameters 

Absolute values of heat transfer parameters that can be used for scale up are difficult to 

determine due to very high gas velocities and heat fluxes in industrial units. The steam 

reforming reactions are strongly endothermic and limited by chemical equilibrium. This 

implies that for a new catalyst, the reaction will be close to chemical equilibrium in the 

major part of the reformer tube, so variation in catalyst activities will only have a small 

impact on the temperature profile. If, however, heat transfer is increased a corresponding 

amount of heat will be absorbed, resulting in a higher equilibrium conversion and a 

higher catalyst temperature. The heat transfer coefficient, as a good approximation, can 

be considered independent of kinetics, when evaluating heat transfer data from 

measurements including reaction, as long as the catalyst is highly active. The energy 

transport in axial direction is dominated by the transport from axial convection, and thus 
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axial conduction is neglected. With no radial convection, the only energy transport 

mechanism in radial direction is the effective conduction. Due to the resistance to heat 

and mass transfer in the radial direction the temperatures and conversions are not uniform 

in a cross section. There is a need for a model that predicts the detailed temperature and 

conversion pattern in the reactor. The heat transfer parameters in this model are the 

effective radial conductivity and the wall heat transfer coefficient [Dixon et al., 1979, 

1984, 1988, 1998 and Kvamsdal, 2006] and are generally expressed in form of 

dimensionless groups and constants. Following is a review of the empirically developed 

correlations in the literature. 

 

5.3.1 Radial Effective Thermal Conductivity 

Effective thermal conductivity of the packed beds depends not only on the shape and size 

of the catalyst pellets but also on heat transfer mechanism and flow characteristics 

including stagnation point which are explained by Reynolds and Peclet numbers 

[Achenbach, 1995]. Due to dominant axial convection in steam reformers, axial term of 

thermal conductivity is usually neglected. This effective conductivity includes conduction 

in both the solid pellets and the gas phase and also some contribution from turbulence 

and between pellets. There are wide varieties of correlations for the effective radial 

conductivity in literature which are based on experimental results. Most of these 

correlations include the stagnant term which depends on particle and gas thermal 

conductivity and heat transfer [Wijngaarden, 1992, Peters et al., 1988, Borman et al., 

1992 and Dixon et al., 1998]. There is no dependency of effective radial thermal 

conductivity on particle and tube diameter, ( pd and td ) reported but tube to particle 

diameter ratio play an important role in these correlations and usually is larger than 5 to 

assure an appropriate packing at industrial conditions [Dixon et al., 1998]. Some of the 

most important variables are as follow [Kunii et al., 1960, Dixon et al., 1979, Peters et al., 

1988, Borkling et al., 1992 and Wesenburg et al., 2006]: 
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In the above equations, pPe is Peclet thermal number and is calculated according to 

Reynolds and Prandtl numbers: 
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It is proved that effective radial thermal conductivity decreases with increasing the length 

of the reactor. It is also observed that effective thermal conductivity decreases strongly in 

the vicinity of the wall which is probably due to the variations in the packing density and 

flow velocity. It is found that radial thermal conductivity is dependent on 
tdpd /  but has 

no dependency on pd  and td  [Achenbach, 1995]. The shape of the packing catalysts also 

effects thermal conductivity and can enhance heat transfer within the reactor.  

 

5.3.2 Wall Heat Transfer Coefficient 

The wall convection coefficient is more difficult to correlate due to the large variation in 

velocity profile close to the wall. Experimental and empirical correlations show that there 

is a relation between tube wall convection coefficient and radial convective coefficient 

which is expressed in form of Nusselt or Biot number and is a function of Reynolds, 

Peclet or Prandtl number [Dixon et al., 1998]. Different equations for wall heat transfer 

coefficient can be found in literature, depending on particle type, size and tube to particle 

diameter ratio [Dixon et al., 1988 and 1998 , Tsostas et al., 1990 and Pedernera et al., 

2003]. The power of the Prandtl number is usually 0.33 but it should be noted that it may 

change significantly in the reactor from inlet to outlet. This is not only caused by 

temperature but also by changes in gas composition, since steam and hydrogen have 

different thermal conductivities. The power of the Reynolds number at high velocities has 

values between 0.5 and 1 in the literature and any references use 0.75. The most 

important correlations for the wall convection coefficient are [Peters et al., 1988, Tsostas 

et al., 1990, Derekx et al., 1997 and Pedernera et al., 2003]: 

 
8.0Re17.0 pwNu 

                              spheres                       
3.005.0

7800Re20





t

p

p

d
d           (5-16) 

4..03)(  pPe
td
pd

wBi                            rings                          35020  pPe             (5-17) 



 

 67 

93..0Re16.0 pwNu 
                           cylinders                     

2.005.0

800Re20





t

p

p

d
d             (5-18) 

p
pd
td

whwNu Re)(13.0                   cylinders                     400Re100  p            (5-19) 

3/1Pr5.0Re39.0)(1.4 pp
pd
td

wNu      cylinders                     
6.01.0

8000Re100





t

p

p

d
d           (5-20) 

3/1Pr45.0Re26.0)(1.5 pp
pd
td

wNu     spheres                  
6.01.0

8000Re100





t

p

p

d
d                (5-21) 


EPe

wNu 310*4.1894.17               rings                     
166

1000150





p

t

d
d

Pe
                (5-22) 

41.0Re29.2 pwNu 
                              rings                    2000Re100  p                (5-23) 

25.0Re3)(  p
td
pd

wBi                          rings                     50Re p                           (5-24) 

33.0Pr75.0Re19.0)53.1( pp
f

er

td
pd

wNu 



All type             

5117.1

10*21 4





p

t

p

d
d

Pe
       (5-25) 

Dimensionless groups are presented by following equations: 
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5.3.3 Component Diffusion Coefficient  

Diffusion coefficient of each gas component in the gas mixture is estimated by 

correlation of Wilke [Wilke, 1950 and Perry et al., 1997]. The diffusivity of a component 

i in a gas mixture is expressed by the binary diffusion coefficients and the mole fractions 

of each component: 
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The binary diffusion coefficients are given as a function of diffusion volumes [Fuller et 

al., 1966 and Perry et al., 1997]: 
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5.4 Catalyst Parameters 

For very rapid reactions with an important heat effect it may be necessary to distinguish 

between conditions in the fluid and on the catalyst surface or even inside the catalyst. 

Heterogeneous models use parameters which present heat and mass transfer between 

catalyst and gas phase and reaction rates are calculated from the particle internal 

concentrations. These parameters are discussed briefly in this section. 

 

5.4.1 Mass Transfer Coefficient of the Catalyst Particles 

Mass transfer coefficient of the catalyst pellet is calculated from different correlations. 

Following correlations are suggested for gk , [Wakao et al., 1978, Cussler, 1997 and 

Comiti et al., 2000]:    
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pSh 33.06.0Re1.12 Scp                              410Re5                                   (5-28a) 

 
67.042.0Re15.1  ScuSh pzp                            410Re                                         (5-28b) 

 
66.041.0Re4548.0  ScuSh p

z
p 

                      410*5.1Re10                            (5-28c) 

Dimensionless Sherwood number is written as:           
mDf

pdgk
pSh


                (5-28d) 

 
5.4.2 Convection Heat Transfer Coefficient of the Catalyst Particles  

The convection coefficient between the gas and catalyst pellets is calculated, by 

following equations [Handley et al., 1968 and Wakao et al., 1979]: 
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6.0Re3.0Pr1.12 pppNu                 43 10Re10                                                (5-29b) 

Dimensionless Nusslet number is calculated as:        
f

pdfh
pNu


                       (5-29c) 

5.4.3 Conductive Heat Transfer Coefficient of the Catalyst Particles  

Conductive heat transfer of the catalyst pellet depends on the catalyst materials and is 

used according to catalyst materials and the data sheet of the manufacturer. 

 

5.5 Thermodynamic of the Gas Mixture 

The gas mixture in the packed bed reactors is considered as ideal gas and all its properties 

are function of temperature, pressure and composition of the mixture.  

 

5.5.1 Density  



 

 70 

The ideal gas law is used to calculate the gas density of the mixture which is the best 

approximation at high temperatures: 

iM
i
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p
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1
                                                                                                       (5-30) 

 
5.5.2 Thermal Conductivity 

Polynominal equations are used to estimate the thermal conductivity of pure gases. The 

polynominal constants are shown in Table 5.1[Reid et al., 1987 and Poling et al., 2001]: 

32 TiDTiCTiBiAi                                                                                        (5-31a) 

The gas mixture conductivity is calculated by [Reid et al., 1987 and Poling et al., 2001]: 
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Table 5.1 Constants for calculation of polynominals [Reid et al., 1987] 
 
 
5.5.3 Specific Heat Capacity 

Polynominal equations are used to estimate the specific heat capacity of pure gases. The 

polynominal constants are shown in Table 5.1[Reid et al., 1987 and Poling et al., 2001]:  
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The gas mixture specific heat capacity is calculated by Poling [Reid et al., 1987 and 

Poling et al., 2001]: 
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Table 5.2 Constants for calculation of specific heat constant [Reid et al., 1987] 
 
 
5.5.4 Viscosity 
 
There are different methods to calculate the viscosity of a gas mixture. All these methods 

are essentially interpolative, and the viscosity values for the pure components, the 

molecular weight, dipole moment, critical temperature, and critical pressure must be 

available. The methods then lead to estimations showing how the mixture viscosity varies 

with composition, [Reid, 1987 and Poling, 2001]: 
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Based on the calculated r  , there are different criteria to calculate shape and polarity 

factor, which is related exclusively to the dipole moment [Poling et al., 2001]: 

10 pF                                                                   022.00  r                          (5-34a) 
 

72.1)292.0(55.3010
cZpF                                   075.00022.0  r              (5-34b) 

 
7.0(1.096.072.1)292.0(55.3010  rTcZpF       075.0075.0  r              (5-34c) 

 

cZ  is compressibility factor and is given an Table 5.3 [Poling et al., 2001]. According to 

the Lucas method, the viscosity of each component is calculated: 
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Where i  is calculated by: 
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The correction factor, 0

,iQF , for all components is equal to 1 but hydrogen: 
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Where, the function SIGNS is equal to +1 or −1 for positive or negative arguments, 

respectively. The mixture viscosity is calculated by Wilke method [Poling et al., 2001]: 
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Table 5.3 Critical factors for steam methane reforming components [Poling et al., 2001] 

 
 
5.5.5 Porosity or Void Fraction  

Porosity depends on shape and size of the catalyst particles and is considered constant in 

modeling. It is preferable to determine void fraction experimentally but whenever it is not 

possible it is correlated by Haughy and Beveridge equation [Froment et al., 2011]: 
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5.5.6 Partial Pressures 

The reaction rates work with partial pressures. Partial pressures of the gas components 

are calculated by ideal gas low and the mixture is assumed as an ideal gas. The partial 

pressure is the molar fraction multiply by the total pressure. The partial pressure of a 

chemical species is calculated from the total pressure and the number of moles of that 

species: 
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6. Sulfur Poisoning and Carbon Formation 

 

 

6.1 Introduction 

The main constraints for optimum operation of steam reformer are related to poisoning 

by sulfur and formation of carbon. Carbon formation can not be tolerated as it may result 

in breakdown of the catalyst and increased pressure drop leading to overheating of the 

tubes. This will limit the plant capacity or the life of the catalyst tubes. Sulfur poisoning 

results in lower activity and hence higher tube wall temperature. This chapter investigates 

and formulates sulfur poisoning phenomena and reviews an introduction about carbon 

formation. 

 

6.2 Sulfur Poisoning of Reforming Reactions 

Steam reforming of light hydrocarbons is a major process for producing hydrogen, 

carbon monoxide, carbon dioxide and other chemicals. Hydrocarbons from gasified 

biomass which include hydrogen sulfide have to be steam-reformed over a special 

catalyst at temperatures up to 1000 °C [Rostrup-Nielsen, 2004]. Generally, reforming 

catalysts consist of a base (Ni, Co, etc.) or noble metal supported on stabilized supports 

(alumina, ceria, ceria promoted alumina, zeolite, etc.). Studies reveal that Ni based 

catalysts promoted with Rh supported on alumina are fairly active for reforming of light 

hydrocarbons [Rostrup-Nielsen, 1984 and Twigg, 1989]. Group VIII metals are 

susceptible to sulfur poisoning and hydrogen sulfide is known to deactivate nickel-based 

steam reforming catalysts by chemisorption on the metal surface. Numerous studies of 
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this phenomenon have revealed that the metal-sulfur bond is so strong that catalytic 

activity is substantially reduced, even at extremely low (ppm levels) gas-phase 

concentrations of hydrogen sulfide [Bartholomew et al., 1982 and Owens et al., 1994]. To 

fully exploit the activity of the catalyst, it would be necessary to remove the hydrogen 

sulfide before the steam reforming reactor. Using conventional sulfur cleaning and 

desulfurization methods, which are usually run at ambient temperatures, requires the 

product gas to be initially cooled down and then reheated after sulfur removal. To 

circumvent this procedure, which has a negative effect on process efficiency; steam 

reforming has to be run without cleaning the gas prior to the reactor. The early study of 

methane steam reforming [Rostrup-Nielsen, 1984], has suggested improvements in 

catalyst performance to protect against deactivation by sulfur. The process known as 

sulfur passivated reforming has been commercialized in natural gas steam reforming. It 

utilizes the fact that sulfur actually dilutes the active metal and reduces the effective 

ensemble size. Adsorbed sulfur will deactivate nickel surface but will also delineate 

ensembles of sites where sulfur is not adsorbed. The size of these ensembles was critical 

in allowing steam reforming with minimal formation of coke. Since most of the sulfur 

containing organic compounds present in the steam reforming feed is transformed to 

hydrogen sulfide under process conditions, it is chosen as the poisoning compound 

containing sulfur. The aim of this study has therefore been to investigate the steam 

reforming of hydrocarbons from gasified biomass, in the presence of variable amounts of 

hydrogen sulfide. These amounts were in the range of 0 - 200 ppm, which is typical for 

gasified biomass. In addition, this study investigates the possibility to describe sulfur 

deactivation and steam reforming in a combined kinetic equation. This can provide 

important data for reactor modeling and optimizing exercises. 

 

6.2.1 Chemisorption of Hydrogen Sulfide 

As shown in Figure 6.1, the catalysts which belong to the group five of metals are 

susceptible to sulfur poisoning and nickel is the most sensitive metal. 
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Figure 6.1 Chemisorption of hydrogen sulfide on metals [Rostrup-Nielsen, 2011] 
 
Prior to steam reforming, sulfurous compounds must be removed from the feed stream 

because of their poisonous effects on the catalysts used. Sulfur poisoning occurs because 

sulfur adsorbs strongly on the active metal surface area of the catalyst, forming surface 

sulfides.  

                    

Figure 6.2 Sulfur poisoning scheme of the nickel catalysts 
 
Sulfur is a selective poison and a partial surface coverage is sufficient for the catalyst to 

become essentially non-active which leads to the point that hydrocarbon conversion stops 

or is no longer at acceptable levels. This procedure is shown in Figure. 6.2. Due to the 

drop in steam reforming activity, tube wall temperatures can increase to non-optimal 

levels. In addition, the suppression of the reforming reaction can increase the possibility 
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to form carbon leading to pressure drop build-up. In industry, desulfurization 

accomplished either with an absorption process or via a two-step process, consisting of a 

hydrogenation of sulfur compounds to hydrogen sulfide and the corresponding 

hydrocarbons and a following chemisorption of the hydrogen sulfide, typically on zinc 

oxide. In Güssing plant in Austria, synthesis gas produced by steam reforming of 

hydrocarbons is used for synthesis of mixed alcohols. Due to the use of MoS catalysts, 

sulfur is necessary for the desired reactions to take place efficiently and should not be 

removed before the steam reforming process. The main challenge with the above 

described process scheme, however, is that typical steam reforming catalysts are 

poisoned by sulfur components. Poisoning effects are often correlated with the poison 

concentration in the feed stream which of course is the important parameter in practical 

operation and in a more detail analysis this approach can hardly be justified. The 

adsorption equilibrium depends on temperature and composition of the gas phase which 

varies through the reactor as well as within the single catalyst pellet. Therefore, it appears 

more rational to correlate the deactivation with the amount of poison present on the 

catalyst rather than with the poison concentration in the feed stream. However the 

correlation between sulfur in the feed and in the catalyst may be complex as illustrated 

below. Under reforming conditions, all sulfur compounds will be converted to hydrogen 

sulfide which is chemisorbed on the Ni surface: 

 
22 HSNiNiSH                                                                                       (6-1) 

 
This takes place at 22 / HSH  ratios far below those required for formation of bulk sulfides 

[Rostrup-Nielsen, 1988]. Hydrogen sulfide chemisorbs on nickel and stable saturation of 

sulfur is observed at ratios of 510  up to close to 310  above which bulk sulfide is 

formed. The thermodynamic of nickel sulfide phases indicates that the formation of a 

bulk phase sulfide, 23SNi at temperatures around 500-700 C0  requires a 

22 / HSH concentration ratio in the order of 310 . This ratio is about 100-1000 times above 

what would normally cause poisoning at these temperatures [Rostrup-Nielsen, 2011]. 
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6.2.2 Chemisorption Equilibrium 

It is evident that the degree of deactivation likely depends on the sulfur adsorption 

equilibrium (Equation 6.1) as well as on the reaction of sulfur with the support. Both 

depend on the partial pressures of hydrogen sulfide and hydrogen in the gas-phase. 

Hydrogen addition, therefore, strongly enhances the attainable conversion when sulfur is 

present in the feed. As the amount of sulfur is fixed by the inlet conditions, the ratio is 

mainly governed by the hydrogen partial pressure, which in turn is determined by the 

conversion profile along the reactor length. It means the effective rate constant, (
4CHk ) is 

positively influenced by high hydrogen partial pressures and, as expected, negatively by 

sulfur in the feed. One approach to model the effect of sulfur poisoning is to relate the 

effective rate constant to the intrinsic rate constant under sulfur free operation multiplied 

by an activity factor,  , which depends on the nickel surface coverage with sulfur 

, s [Rostrup-Nielsen, 2011]: 

 

spkspk 0*          ,      )( Sf                                                                              (6-2) 
 

spk 0  is the reaction rate when there is no sulfur in the feed. 

The experimental data, shown in Figure 6.3 are represented by linear isobars expressed as 

follow [Rostrup-Nielsen, 2011]: 
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This reflects a Temkin isotherm as shown below: 

A Langmuir isotherm satisfies the ideal adsorption conditions and can be written as: 
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If it is assumed that the adsorption heat is independent of the sulfur coverage, S , a 

Temkin isotherm results : 

)1(0
SaadsHadsH                                                                                   (6-5) 

If these two equations are combined, the left hand side still reflects the Langmuir 

assumption that the rate of adsorption and desorption is proportional to the number of 

free and occupied sites, respectively. For dissociative adsorption as in equation (6-1) it is 

likely that the desorption rate of hydrogen sulfide is proportional to the non occupied 

sites available for hydrogen adsorption. If so it is more appropriate to represent the 

isotherm as a Temkin isotherm, where the heat of adsorption is independently calculated 

from equation (6-1) as: 
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Insertion of equation (6-5) in equation (6-6) and rearrangement give: 

gR
adsS

SadsH
p

p

H

SH 
 )1(0)ln(

2

2                                                                         (6-7) 

Which after solving for S  can be written as: 

)ln(
0*0*

1

2

2

H

SH

p

p

adsHa

TgR

adsHa

ST
aS







                                                            (6-8) 

Equation (6-3) corresponds to the constants: a=0.69, 2890  adsH  SHmolkJ 2/ , and 

019.0 adsS  KSHmolkJ /2/ in equation (6-8). 

Equation (6-1) implies an entropy of adsorption being independent of s  . 
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Figure. 6.3 Isobars for chemisorption of hydrogen sulfide on nickel catalysts [Rostrup-Nielsen, 
2011] 
 
The initial heat of chemisorption of 289 SHmolkJ 2./ corresponds to 189 SHmolkJ 2./  at 

S =0.5. These values are well above the heat of formation of bulk sulfur, 23SNi , 83 

SHmolkJ 2/ . This demonstrates that the chemisorbed sulfur is strongly bond to the 

nickel surface. 

 

6.2.3 Impact of Sulfur on Reforming Reactions 

Sulfur has a strong impact on the reforming activity of nickel catalysts. The deactivation 

is strong at small coverage of sulfur and the catalyst is completely deactivated at full 

coverage, s =1. The nonlinear behavior is demonstrated in Figure 6.4. The intrinsic rate 

of the poisoned catalyst is around two sizes of orders less than that of the non poisoned 

catalyst. The rates are compared by referring to free nickel surface and using a simple 

Maxed model for poisoning [Rostrup-Nielsen, 2011]: 

n
SspRspR )1(0                                                                                                   (6-9a) 
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Figure. 6.4 Specific activity of sulfur poisoning on nickel catalyst [Rostrup-Nielsen, 2011] 
 
As shown in Figure 6.4., n=3 leads to a reasonable agreement for 0

spR  with the data for 

sulfur free catalyst extrapolated to higher temperature. The activation energy in the sulfur 

passivated reforming reaction in the presence of sulfur, in Figure 6.4 is estimated to 227 

kJ/mol and the value of the sulfur free test is 110 kJ/mol .This can be explained by the 

heat of chemisorption of hydrogen sulfide by comparing the rate expressions for the 

sulfur poisoned and the sulfur free catalysts. The intrinsic rate of the poisoned catalyst 

could be fitted to the kinetic expression: 

9.0*3.0*8.0*
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pppTespkspR                                              (6-9b) 

Rate expressions for sulfur free catalyst are discussed in section (3.2.1.3) and rate of 

reaction for all species are calculated. They are expressed in terms of partial pressures in 

combination to Arrhenius equation and activation energy .The rate of reaction of methane 

is expressed as : 
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It was shown that equation (6-8) for sulfur coverage in the range of interest can be 

simplified to the following equation [Rostrup-Nielsen, 2011] : 
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Rate of reaction with sulfur poisoned catalysts could be achieved by following equation: 

3)1(*0
,4,4 SRR spCHspCH

                                                                                    (6-12) 

 
6.3 Carbon Formation 

At the operating temperatures some of the reactant may completely decompose and 

deposit a thick layer of inactive carbon on the catalyst surface (coke). Especially with 

nickel based catalysts, steam reforming involves the risk of carbon formation, which may 

cause serious operational problems and catalyst deactivation. Generally, higher 
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hydrocarbons are more prone to carbon formation than methane. This is related to the fact 

that for higher hydrocarbons the initial surface carbon intermediates are more readily 

formed. The concentration of these intermediates is an important factor, and is critical in 

influencing the delicate balance between carbon forming and carbon removing reactions. 

 

Table 6.1 Routes to carbon formation [Rostrup-Nielsen, 2002] 
 
On nickel surfaces, carbon formation may take place mainly by three routes [Rostrup-

Nielsen, 1984, Rostrup-Nielsen, 2002], as summarized in Table 6.1 and the equilibrium 

constants for the carbon formation reactions are written as follow: 

 
)62.11/9573exp(  TkW       methane to carbon                                              (6-13a) 

 
)84.14/13640exp(  TkW        carbon monoxide to carbon                               (6-13b) 

 
)08.19/18150exp(  TkW        carbon monoxide and hydrogen to carbon        (6-13c) 

 
Whisker carbon is formed as characteristic fibers (nano-tubes) from carbon monoxide, 

methane and higher hydrocarbons and is formed by dissociation of hydrocarbons or 

carbon monoxide on the surface of the catalyst. According to the classic model, adsorbed 

carbon atoms are dissolved in the metal particle. Carbon diffuses through the particle and 
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nucleates into the fiber at the rear interface, as shown in Figure 6.5. It may result in 

breakdown of the catalyst pellets [Wang et al., 1998, 2006 and Van der Lee et al., 2006]. 

 

 

Figure 6.5 Rate of carbon formation, Nickel catalysts, 1 bar abs., 500 °C, n-heptane, 1:steam to 
carbon ratio=1.3, 2: Steam to carbon ratio=1.5, 3: steam to carbon ration=2  [Rostrup-Nielsen, 
1984] 
 
The low temperature phenomenon, gum formation, involves blockage of the metal 

surface by a film of polymerized carbonaceous material. Pyrolytic carbon is a result of 

thermal reactions as experienced in steam crackers and result in deposits on the tube wall 

or catalyst pellets. At lower temperatures (500°C and below), adsorbed hydrocarbons 

may accumulate on the surface and slowly be transformed into a non-reactive polymer 

film (gum) blocking and deactivating the surface. This phenomenon can be retarded by 

hydrogen. Note that because of the endothermic nature of the steam reforming reaction, 

high catalyst activity leads to a low temperature at the reaction site, resulting in a higher 

risk for carbon formation. At higher temperatures, whisker carbon is the principal product 

of carbon formation on nickel catalysts. The underlying mechanism is quite 
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comprehensive; it involves diffusion of carbon atoms through the metal particles 

[Rostrup-Nielsen, 1984]. The rate of carbon formation depends strongly on the type of 

hydrocarbons is illustrated in Figure 6.6 with alkenes being the most reactive [Rostrup-

Nielsen, 1984]. After an introduction time; the carbon grows at a constant rate. The 

growth mechanism appears to be the same, irrespective of the type of hydrocarbon or 

whether it results from the endothermic dissociation of methane or the exothermic 

dissociation of carbon monoxide, Table 6.1 [Rostrup-Nielsen, 1984]. However, the 

carbon formation and degree of graphitization depends on parameters such as type of 

hydrocarbon, metal particle size and temperature. Hence, there might not be a unique 

growth mechanism for the formation of carbon fibers and nano-tubes. The catalyst 

particle size has an impact on the nucleation of carbon. The smaller the crystal, the more 

difficult is the initiation of carbon formation, [Rostrup-Nielsen, et al., 2002]. The rate of 

carbon formation was found to be far less on noble metals than on nickel [Rostrup-

Nielsen, 1993]. This result may be explained by the fact that the noble metals do not 

dissolve carbon. The carbon formed on the noble metals was observed to be of a structure 

that was difficult to distinguish from the catalyst structure. The carbon formation 

mechanism is also blocked by sulfur poisoning of the catalyst surface. The carbon 

formation depends on the kinetic balance between the surface reaction of the adsorbed 

hydrocarbons with oxygen species and the further dissociation of the hydrocarbon into 

adsorbed carbon atoms. For a given hydrocarbon feed, carbon is formed below a critical 

steam to carbon ratio [Twigg, 1989, Rostrup-Nielsen, 2002]. This critical steam to carbon 

ratio increases with temperature and is dictated by thermodynamics. In practice however, 

carbon formation generally occurs before the thermodynamic limit is reached by poisons, 

temperature and concentration gradients, etc. By using noble metal catalysts, it is possible 

to push the carbon limit even beyond the thermodynamic limit. As already indicated in 

Table 6.1, not all carbon formation necessarily leads to catalyst deactivation. It is the 

nature of the deposited carbon that determines to what extent the catalytic activity will be 

effected. For instance, for dry reforming of methane it is shown that the relative ease with 
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which carbon is removed (oxidized) from the surface, affects the catalytic activity more 

than the actual amount of carbon that is present on the catalyst surface. 

 

Figure 6.6 Rate of carbon formation from different hydrocarbons, steam to carbon ratio=2, 1 bar 
abs., 500 °C [Rostrup-Nieslsen,1984] 
 
It was concluded that graphitic carbon is more reactive than amorphous carbon, which in 

turn causes the varying catalytic activity and stability of the catalyst. This is consistent 

with Table 6.1: Whisker carbon, which does not necessarily lead to deactivation, is 

known to be graphitic [Rostrup-Nielsen, 1984]. 
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7. Experiments and Modeling Results 

 

 

7.1 Material and Reaction Kinetic Apparatus 

The reaction mechanism of the steam-reforming process strongly depends on the catalyst 

pellets. The higher the active surface area of the catalyst, the greater the number of 

product molecules produced per unit time. Therefore, much of the art and science of 

catalyst preparation deals with high-surface-area materials. The catalyst used in these 

experiments is a commercial catalyst with noble metal as the active metal supported in 

alumina. It is a cylinder shape catalyst with center hole. It has a constant outside diameter 

of 7 mm and inside diameter of 4 mm. The gases used in this study were chemically 

completely pure. The schematic diagram of the experimental system is shown in Figure 

7.1. The gas flow rate system consists of mass flow controllers which provide inlet gas in 

various blends of different gases, hydrogen, methane, carbon monoxide, carbon dioxide 

and Nitrogen as carrier gas. A bypass was inserted around the reactor allowing sampling 

of feed gas. Water is evaporated through heating tubes and a high performance liquid 

pump is used to control the liquid water flow rate. The liquid water was vaporized and 

mixed with the feed gas stream before entering the reactor. The reactor is made from a 

glass tube with 8 mm inside diameter. The height of the catalysts in the tube differs 

according to each experimental condition and the bulk density of the catalyst 

is )/(760 3mkg . The reactor tube is heated by an electric heater and the reactor is 

completely insulated. Thermocouples are placed on the surface of the reactor and are 

connected to a temperature indicator, computer monitoring system and temperature 
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controllers. Different height of catalyst beds was packed within the reactor, where 

reactions of hydrocarbons and steam occur to produce hydrogen, carbon monoxide and 

carbon dioxide. A conventional condenser was attached to the junction of the bypass and 

the reactor outlet. The gas leaving the reactor column was cooled in a condenser where 

liquid water is removed. Finally, the dry gas stream were routed into the online analyzer 

where their concentrations are analyzed, measured and presented in Lab view program 

which controls the online analyzer. The exiting gas goes to the venting system where the 

outlet flow rate can be measured. Using the outlet flow rate and cross sectional area of 

the reactor, outlet velocity can be calculated. 

 

Figure.7.1 Schematic diagram of experimental setup. 
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7.2 Experimental Procedure 

Inlet gas conditions at different steam to carbon ratios, space velocities, sulfur 

concentrations and temperatures (depending on each experiment) were conducted in the 

reactor. For the laboratory experiments typically 11 g of catalyst was loaded into the 

reactor and the height of the catalyst bed is about 11 cm. The reactor wall temperature is 

kept at 1123 (K) while line temperature was kept at a temperature above 130 °C to 

prevent condensation of the water vapor. The gases from the outlet of mass flow 

controllers are directed to come exactly above the packed bed and nitrogen is used as 

carrier gas. The feed conditions used are typical values for producer gas from the Güssing 

plant and are presented in Table 7-1. 

 

Volume fraction (vol%) 

Hydrogen Carbon monoxide Carbon dioxide Methane Nitrogen 

39 22 26 11 2 
 

Table 7.1 The feed inlet dry mole concentration used for laboratory experiments 
 
Different amount of water is fed into the reactor in order to adjust the desired steam to 

carbon ratio. In the system, gas temperatures and flow rates are fully controlled according 

to the set values. A thermocouple is sliding near the tube wall to measure and control 

reforming temperatures. Calibrations were done for the mass flow controllers in the range 

of flow necessary for the desired feed conditions. These calibrations were performed 

using a constant flow rate comprised of different concentrations of individual gas phase 

species balanced with inert nitrogen. To check that the flow rate that is flowing through 

the system is correct, the bypass section was left open, while the reactor sector was 

closed. The sample is then analyzed and checked if the results correspond to the 

calibration curve. After this, the bypass section was closed again and the reactor section 

opened. Different flow rates were employed covering temperatures 1000 (K) to 1150 (K) 

and steam to carbon ratios from 1.5 to 3.The reformer pressure is regulated at 1 
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atmosphere and space velocities are in the range of 6000 to 10000 1/hr. The simulations 

are done with the same parameters with COMSOL Multiphysics software and 

experimental and modeling results are compared and shown in the following sections. 

The following definitions are set to investigate the process and represent the reaction 

conditions: 
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selCO  is carbon monoxide selectivity. 
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YldH ,2  is hydrogen yield. 

100*%,2
,4

,2,2

inCH

outCOinCO

m

mm
methaneCOX


                                                           (7-4) 

methaneCOX ,2  is carbon dioxide conversion to methane. 
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sv is space velocity, 
hr
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7.3 Comparisons of Experimental and Modeling Results 

In this section modeling and experimental results are compared. The input parameters to 

the reactor models are the inlet and initial conditions including different feed 

compositions, the physical properties and the geometry of the tube and of the catalyst 

pellets, and the heat flux profile located on the outer wall of the reactor tube which is kept 

constant for each experiment by electrical heating. The parameters that are varied are the 

temperature at the outer surface of the wall and therefore input heat flux into the reactor; 

steam to carbon ratio and space velocity .Sulfur concentration in the feed gas is changed 

from 0 to 160 ppm, which is typical for the feed gas produced from biomass gasification 

process. Pseudo-Heterogeneous model is used and appropriate correlations depending on 

catalyst type, dimension, and shape and process conditions are selected. The correlations 

for reactor model are listed in appendix 3. 

 

7.3.1 Steam to Carbon Ratio Effects 

The effect of steam to carbon ratio on methane conversion and hydrogen yield from 

simulation is shown in Figures 7.2-7.4. The reactor wall temperature is set at 1123 (K), 

the space velocity is 10000 1/hr. As it is shown by increasing steam to carbon ratio the 

methane conversion and hydrogen yield are increased. Sulfur has huge negative effect on 

conversion process and decreases the methane conversion and hydrogen yield drastically. 



 

 92 

 
Figure 7.2(a,b) Comparison of methane conversion in the reactor, T=1123 (K), sv=10000 1/hr (a) 

without sulfur (b) sulfur amount=160 ppm 

 
Figure 7.3 (a,b) Comparison of methane conversion in the reactor, T=1123 (K), sv=10000 1/hr (a) 

without sulfur (b) sulfur amount=160 ppm 

(a) (b) 

(a) (b) 
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Figure 7.4 (a,b) Comparison of hydrogen yield in the reactor, T=1120 (K), sv=10000 1/hr (a) 

without sulfur, (b) sulfur amount=160 ppm 

Steam to carbon ratio effects on temperature distribution in radial and axial direction in 

the reactor, are shown in Figures 7.5-7.7 while outer reactor wall temperature is fixed at 

1123 (K). 

  
Figure 7.5 (a,b) Comparison of temperature distribution along the reactor, T=1123 (K), sv=10000 

1/hr (a) without sulfur, (b) sulfur amount=160 ppm 

(a) (b) 

(a) (b) 
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Figure 7.6 (a,b) Graphical view of temperature distribution along the reactor S/C=3, T=1123 (K), 

sv=10000 1/hr (a) without sulfur, (b) sulfur amount=160 ppm 

When sulfur is not included in the gas, temperature in radial direction decreases as soon 

as gas enters the reactor. It is because of high endothermic nature of the steam reforming 

reactions when gas enters the reactor, the reactions take place and decreases the 

temperature at very close distance to the entrance of the reactor. Later heat transfer from 

the wall into the reactor increases the temperature again. When sulfur is included in the 

gas, deactivates the catalyst and decreases the reaction rate, therefore decreasing 

temperature is not significant. Radial temperature distribution for S/C=3, are shown in 

Figure 7.7 at different distances from the inlet. When sulfur is not included in the gas, the 

radial changes in the gas temperatures at the reactor are high because of the high gradient 

of the effective radial thermal conductivity at the wall and high reaction rate of the 

reforming reactions. Both axial and radial temperature distributions are affected by 

change in steam to carbon ratio. Increasing steam to carbon ratio makes the temperature 

distribution more uniform within the reactor. Increasing too much steam to carbon ratio 

can be a bad option because it raises the flow and a higher flow needs a higher heat 

contribution and maybe the reaction does not have the necessary heat contribution to 

(a) (b) 
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reach the desired range of conversion. It should be taken into account that thermal effects 

could be higher than the chemicals. 

`
Figure 7.7 (a,b) Radial temperature distribution at different levels in the reactor, S/C=3, T=1123 

(K), sv=10000 1/hr (a) without sulfur, (b) sulfur amount=160 ppm 

 

Carbon monoxide selectivity and carbon dioxide conversion to methane are shown in 

Figure 7.8. It is shown that increasing steam to carbon ratio decreases carbon dioxide 

conversion and carbon monoxide selectivity in the reactor. The reason is that increasing 

the steam is not in the favor of water gas shift reaction and produces more carbon 

monoxide in the other direction and decreases also the carbon selectivity.  

(a) (b) 
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Figure 7.8 (a,b) Carbon dioxide conversion to methane and carbon monoxide selectivity in the 

reactor with and without sulfur, T=11203 (K), sv=10000 1/hr (a) Carbon dioxide conversion, (b) 

Carbon monoxide selectivity 

 
Figure 7.9 Comparison of modeling and experimental results of methane conversion in the reactor 

Experimental and modeling results are compared in following graphics and it is shown 

that modeling results fit well to the experimental results. 

(a) (b) 
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(a)  

(b)  

(c)  

 



 

 98 

(d)  

Figure7.10 (a-d), Outlet mole concentration in the reactor, T=1123 (K) (a) S=0 ppm, S/C=1.5 (b) 
S=160 ppm, S/C=1.5 (c) S=0 ppm, S/C=3,(d) S=160 ppm, S/C=3 

 

7.3.2 Sulfur Effects 
 
The numerical model presented in this work provides the temperature and concentration 

profiles along the reactor radial and axial coordinates for both cases, with and without 

presence of sulfur in the gas. The effect of different amount of sulfur on methane 

conversion and reactor performance is investigated in following graphics. The reactor 

wall temperature is set at 1123 (K), the space velocity is 10000 1/hr and steam to carbon 

ratio is set at S/C=3. 
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Figure 7.11 (a,b) Methane conversion and hydrogen yield, T=1123 (K), sv=10000 1/hr, S/C=3 (a) 
methane conversion, (b) hydrogen yield 

 

Figure 7.12 Carbon monoxide selectivity and carbon dioxide conversion to methane in the reactor, 
T=1123 (K), sv=10000 1/hr, S/C=3 (a) carbon monoxide selectivity, (b) carbon dioxide conversion to 
methane 

Figure 7.11(a,b) shows the effect of different amount of sulfur included in the 

hydrocarbon feedstock on methane conversion and hydrogen yield along the reactor 

catalytic bed. Sulfur can have a significant negative effect on reforming reactions, 

methane conversion and hydrogen yield. Even small amount of sulfur, (50 ppm), leads to 

around 50% reduction of methane conversion at the end of the reactor.  

(a) 

(a) (b) 

(b) 
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Figure 7.13 (a,b) Temperature distribution in the reactor, T=1123 (K), sv=10000 1/hr, S/C=3 (a) 
axial temperature, (b) outlet radial temperature 

In Figure 7.13(a) the temperature distribution along the reactor bed is displayed. The 

result shows that when sulfur is not present in the gas, the temperature dropped suddenly 

at the inlet of the reactor from the initial temperature of 1123 K to about 1115 K and then 

increased gradually to the outlet. This phenomenon is attributed to the large amount of 

heat required at the initial stage of the reactions due to the high endothermic nature of the 

reactions. The rising temperature after a sudden drop along the axial bed of the catalyst is 

due to the heat supplied by the outer surface of the reactor into the catalytic bed. Presence 

of sulfur in the gas leads to the catalyst deactivation and lower methane conversion rate. 

Therefore, small amounts of heat are consumed and temperature decreases gradually 

along the reactor bed. 

(a) (b) 
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Figure 7.14 (a,b) Axial temperature distribution in the reactor, T=1123 (K), sv=10000 1/hr, S/C=3  

(a) without sulfur, (b) sulfur amount=200 ppm 

Figure 7.13(b) shows radial temperature distribution at the outlet of the reactor for 

different amounts of sulfur included in the gas and compares it to the result when the gas 

is free of sulfur. It is shown that when sulfur is not included in the gas, the outlet 

temperature is lower compare to the cases when sulfur is included in the gas. Figure 

7.14(a,b) shows the graphical view of the phenomena which is described in Figure 7.13 

(a,b). Radial temperature distribution at different axial positions from the inlet are shown 

in Figure 7.15(a,b) The tube skin temperature is set at 1123 (K) and as shown significant 

radial temperature gradients close to the wall of the reactor are observed. When sulfur is 

not included in the gas, thermal radial gradients are more significant close to the wall due 

to the high endothermic nature of the process and distribution of the catalyst close to the 

wall. For all cases, the radial temperature gradients tend to decrease towards the outlet 

and center of the reactor and sulfur deactivation effects make temperature distribution 

more uniform at the outlet. 

(a) (b) 
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Figure 7.15 (a,b) Radial temperature distribution in the reactor at different distances from the 
inlet, T=1123 (K), sv=10000 1/hr, S/C=3 (a) without sulfur, (b) sulfur amount=200 ppm 

 

 

Figure 7.16 Comparison of modeling and experimental results of methane conversion in the reactor 

Comparison of modeling and experimental results, are shown in the following graphics, 

Figures 7.16 and 7.17. 

(a) (b) 
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(a)  

(b)  

(c)  
Figure 7.17 (a,b,c) Outlet mole concentration in the reactor, T=1123 (K) (a) S=0 ppm, (b) 

S=100ppm, (c) S=200 ppm 
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7.3.3 Temperature Effects 

Increasing reactor wall temperature, heavily affects conversion of methane, hydrogen 

yield, carbon monoxide selectivity and carbon dioxide conversion to methane. In the 

following graphics, the space velocity is 10000 1/hr , steam to carbon ratio is 3 and sulfur 

amount is constant and is set to 160 ppm . The temperature varies from 1000 to 1150 (K). 

  
Figure 7.18 (a,b) Methane conversion in the reactor, S/C=3, sv=10000 1/hr, (a) with and without 

sulfur, (b) Sulfur=160 ppm 

  
Figure 7.19 (a,b) Hydrogen yield in the reactor, S/C=3, sv=10000 1/hr, (a) with and without 

sulfur,(b) Sulfur=160 ppm 

(a) (b) 

(a) (b) 
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Figures 7.18 and 7.19 indicate the effect of the temperature variation on methane 

conversion and hydrogen yield in radial average position along the reactor length. As it is 

shown, increasing the wall temperature which leads to increasing the reaction 

temperature within the packed bed of the reactor increases the conversion of methane and 

hydrogen yield. At temperature of 1150 K the conversion of methane is at the highest 

level and corresponds to the highest level of hydrogen yield. 

Carbon monoxide selectivity and carbon dioxide conversion to methane are shown in 

Figure 7.20 (a,b). It is shown that at low reaction temperatures, (1000 K) the carbon 

monoxide selectivity decreases. It is due to the fact that low temperatures are in favor of 

water gas shift reaction. At higher temperatures methane steam reforming reactions, (3-

1,3-3) are dominant therefore, carbon monoxide selectivity increases along the axial bed 

of the catalyst. Higher temperatures are in favor of methane steam reforming reactions 

and by increasing the wall temperature conversion of carbon dioxide to methane also 

increases. In general higher temperatures lead to more uniform profile distributions. As 

mentioned earlier sulfur has negative effect on the process. 

  
Figure 7.20 (a,b) Carbon monoxide selectivity and carbon dioxide conversion to methane in the 

reactor, S/C=3, sv=10000 1/hr, (a) carbon dioxide conversion to methane, (b) carbon monoxide 

selectivity 

(a) (b) 
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Figure 7.21 Axial temperature distribution within the reactor, S/C=3, sv=10000 1/hr, (a) without 

sulfur, (b) sulfur amount=160 ppm 

  

Figure 7.22 Axial graphical temperature distribution within the reactor, S/C=3, sv=10000 1/hr, 

T=1150 (K) (a) without sulfur (b) sulfur amount=160 ppm 

Axial and radial temperature profiles are shown in figures 7-21 to 7-24. Figure 7-21 

shows the profile of the predicted reactor temperature along the bed length at various 

reaction temperatures. As soon as the gas enters the reactor due to the endothermic nature 

(a) (b) 

(a) (b) 
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of the reactions, the gas temperature is decreased. Then heat is conducted into the reactor 

via reactor wall and the temperature of the process gas increases from center of the 

reactor toward the wall. 

 

Figure 7.23 Radial temperature distribution within the reactor, S/C=3, sv=10000 1/hr, T=1150(K), 

(a) without sulfur, (b) Sulfur amount=160 ppm 

 

Figure 7.24 Radial temperature distribution within the reactor, S/C=3, sv=10000 1/hr, T=1000(K), 

(a) without sulfur, (b) sulfur amount=160 ppm 

(a) (b) 

(a) (b) 
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There is a temperature gradient between the centerline and wall of the reactor along the 

reactor length. It is shown that radial temperature gradients tend to decrease towards the 

reactor outlet because of the lower local heat fuxes and reforming reaction rates. The rate 

of reforming reactions is more rapid near the wall because the gas temperature is higher. 

It is shown that increasing reaction temperatures lead to the more uniform temperature 

profiles along the axial bed that finally results in a more efficient usage of the reactor. 

Comparison of modeling and experimental results is shown in the following graphics. 

 

 

Figure 7.25 Comparison of modeling and experimental results of methane conversion in the reactor 

(a)  
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(b)  

Figure 7.26 (a,b,) Outlet mole concentration in the reactor, (a) sulfur=0 ppm (b) sulfur=160ppm 

(a)  

(b)  

Figure 7.27 (a,b,) Outlet mole concentration in the reactor, (a) sulfur=0 ppm, (b) sulfur=160ppm 
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(a)  

(b)  

Figure 7.28 (a,b,) Outlet mole concentration in the reactor, (a) sulfur=0 ppm, (b) sulfur=160ppm 

(a)  
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(b)  

Figure 7.29(a,b,) Outlet mole concentration in the reactor, (a) sulfur=0 ppm (b)sulfur=160ppm 

7.3.4 Space Velocity 

Space velocity is an important parameter for design and optimization of steam reformers 

and has a high impact on methane conversion and hydrogen yield. In the following 

graphics, it is shown how changing space velocities effect the reformer performance. 

Steam to carbon ratio is S/C=3 and sulfur amount is constant and is set to 160 ppm and 

outer reactor wall temperature is 1123 (K). 

  
Figure 7.30.(a,b) Comparison of methane conversion at different space velocities within the reactor, 

S/C=3, T=1123 (K), (a) without sulfur, (b) sulfur=160 ppm 

(a) (b) 
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Figure 7.31(a,b) Comparison of hydrogen yield at different space velocities within the reactor, 

S/C=3, T=1123 (K), (a) without sulfur, (b) sulfur=160 ppm 

Figures 7-30 and 7-31 show the effect of different space velocities on Methane 

conversion and hydrogen yield with and without presence of sulfur in the gas. It is 

evident that decreasing space velocity increases methane conversion. The reason is that at 

lower space velocities the contact time between gas and catalyst pellets increases and as a 

result methane conversion increases which corresponds to the highest level of hydrogen 

yield within the reactor.  When sulfur is included in the gas, the same effect is seen but 

methane conversion and hydrogen yield are decreased due to negative effect of sulfur on 

reforming reactions.  

Effect of changing space velocity on temperature distribution within the reactor is shown 

in Figures 7-32 to 7-34. As shown in Figure 7-32(a,b), the gas temperature decreases 

after entering the reactor due to reforming reactions. Heat transfer from the wall increases 

the temperature again along the reactor bed. Sulfur deactivates the catalysts and 

reforming reaction rates decreases. Therefore, temperature decreases slowly along the 

reactor. Decreasing space velocity increases the time for heat transfer into the reactor 

from the wall of the reactor. Therefore, the outlet temperature increases, Figure 7-33(a,b). 
 

(a) (b) 
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Figure 7.32(a,b) Axial temperature distribution at different space velocities within the reactor, 

S/C=3, T=1123 (K), (a) without sulfur, (b) sulfur=1160 ppm 

  
Figure 7.33(a,b) Radial temperature distribution at different levels within the reactor, sv=10000 

1/hr, S/C=3, T=1123 (K), (a) without sulfur, (b) sulfur=160 ppm 

Figure 7-34 shows the radial temperature distribution at different axial position within the 

reactor. Due to the void fraction of the catalyst close to the wall and heat fluxes, there are 

radial temperature gradients along the reactor close to the wall. As shown in Figures 7-33 

(a) (b) 

(a) (b) 
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and 7-34, decreasing space velocity increases the contact time between gas and the 

catalyst. The process increases the outlet temperature of the reactor and makes 

temperature distribution along the reactor more uniform. 

  
Figure 7.34(a,b) Radial temperature distribution at different levels within the reactor, sv=6000 

1/hr, S/C=3, T=1123 (K), (a) without sulfur, (b) sulfur=160 ppm 

  
Figure 7.35(a,b) Carbon dioxide conversion to methane and carbon monoxide selectivity at 

different space velocities within the reactor, S/C=3, T=1123 (K), (a) carbon dioxide conversion, (b) 

carbon monoxide selectivity. 

(a) (b) 

(a) (b) 
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Comparison of modeling and experimental results, are shown in the following graphics: 

 
Figure 7.36 Comparison of modeling and experimental results of methane conversion in the reactor 

(a)  

(b)  

Figure 7.37 (a,b,) Outlet mole concentration in the reactor,(a) sulfur=0 ppm (b) sulfur=160 ppm 
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(a)  

(b)  

Figure 7.38 (a,b,) Outlet mole concentration in the reactor ,(a) sulfur=0 ppm (b) sulfur=160ppm 

(a)  
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(b)  

Figure 7.39 (a,b,) Outlet mole concentration in the reactor ,(a) sulfur=0 ppm (b) sulfur=160ppm 

(a)  

(b)  

Figure 7.40 (a,b,) Outlet mole concentration in the reactor ,(a) sulfur=0 ppm (b) sulfur=160 ppm 
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7.4 Experimental Results from Güssing Plant, Austria 

In the following section the modeling results are compared to the actual experimental 

results with real producer gas from Güssing plant. Dimension of the tubular steam 

reformer in Güssing is 48.3x2.6 mm. The reformer is filled with reforming catalyst and 

according to each experiment, the height of the catalyst varies from 0.25 to 1.44 (m). 

Sulfur, which also is incorporated in the biomass structure, is released into the product 

gas during gasification as hydrogen sulfide, [Koningen et al., 1998]. Sulfur amount is 

measured as 150 ppm. Following gas composition is used in the experiments: 

 

 
Table 7.1. Producer gas composition from Güssing plant 

 

7.4.1 Experiment No. 1 

250 gram of catalyst filled in the steam reformer and the height of the catalyst is 0.25 

(m). Inlet temperature is 290°C and the flow rate is 1.3 hrNm /3 . Outer temperature of the 

reformer is kept at 900°C and space velocity is 3650 hr/1 . The experiments are 

conducted at atmospheric pressure and 3 liter of water per hour entered into the reactor. 

Following experimental and modeling results were obtained. 

Figure 7.41 (a,b) shows methane and propylene conversion and hydrogen yield in the 

reactor. It is visible that when sulfur is not included in the gas, at very close distance from 

the inlet of the reactor propylene is almost 100 percent converted and methane is also 

completely converted at the end of the reactor. These are also corresponding to the 

highest level of hydrogen yield. When sulfur is included in the gas, deactivates the 

catalyst and conversion of the hydrocarbons is drastically decreases. 
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Figure 7.41(a,b) Methane and propylene conversion and hydrogen yield in the reactor, S/C=3, 

T=1173 (K), sv=3650 1/hr, sulfur= 150 ppm, (a) methane and propylene conversion, (b) hydrogen 

yield 

 

Figure 7.42 (a,b), Dry mole concentration of different species in the reactor, S/C=3, T=1173 (K), 

sv=3650 1/hr, (a) without sulfur (b) sulfur=150 ppm. 

(a) (b) 

(a) (b) 
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Figure 7.42 (a,b) shows dry mole concentration of different species in the reactor. The 

modeling is also done when sulfur is included in the producer gas and the results are 

compared. For both cases, with and without sulfur in the gas, hydrogen concentration 

increases which is due to conversion of methane and propylene. When sulfur is not 

included in the producer gas, reforming reactions increases carbon dioxide concentration 

and decreases carbon monoxide concentration. Later, high concentration of hydrogen due 

to conversion of methane and propylene, cause water gas shift reaction to proceed in 

other direction. Therefore, carbon dioxide conversion decreases and carbon monoxide 

conversion increases along the reactor. Sulfur has negative effect on reforming reactions; 

therefore, hydrogen yield decreases. Lower reforming reaction rates due to sulfur 

deactivation effects, makes concentration profiles more uniform in the reactor. 

  

Figure 7.43 (a,b),Temperature distribution in the reactor with and without sulfur , S/C=3, T=1173 

(K), sv=3650 1/hr, (a) axial temperature distribution, (b) Radial outlet temperature distribution 

Temperature distribution in the reactor is shown in Figure 7.43 (a,b). Results show that as 

soon as gas enters into the reactor, due to high endothermic nature of the reforming 

reactions, temperature drops suddenly at the inlet of the reactor from the initial 

temperature of 1173 K to about 940 K and then increased gradually to the outlet. The 

(a) (b) 
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rising temperature after a sudden drop along the axial bed of the catalyst is due to the 

completion of methane and propylene conversion and heat supplied by the outer surface 

of the reactor into the catalytic bed. Presence of sulfur in the gas leads to the catalyst 

deactivation and lower methane and propylene conversion rate. Therefore, temperature 

decreases uniformly along the reactor bed. The graphical view of the phenomena, with 

and without sulfur included in the gas, can be seen in Figures 7.44 (a,b)and 7.45 (a,b). 

 

  
Figure 7.44 (a,b),Graphical view of modeling results of temperature distribution in the reactor 

without sulfur, S/C=3, T=1173 (K), sv=3650 1/hr, (a) axial temperature distribution, (b) radial 

outlet temperature distribution 

(a) (b) 
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Figure 7.45 (a,b), Graphical view of modeling results of temperature distribution in the reactor 

S/C=3, T=1173 (K), sv=3650 1/hr, sulfur= 150 ppm, (a) axial temperature distribution, (b) radial 

outlet temperature distribution. 

Conducting the modeling with the same experimental conditions allows to compare the 

modeling and experimental results in Figure 7.46.  
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Figure 7.46 Comparison of experimental and modeling results of outlet dry mole concentration of 

different species in the reactor, S/C=3, T=1173 (K), sv=3650 1/hr, sulfur= 150 ppm 

(a) (b) 
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7.4.2 Experiment No.2 

750 gram of catalyst filled in the steam reformer and the height of the catalyst is 0.7 

(m).Inlet temperature is 290°C and the flow rate is 1.5 hrNm /3 . Outer temperature of the 

reformer is kept at 900 °C and space velocity is 1500 hr/1 . The experiments are 

conducted at atmospheric pressure and 2.5 liter of water per hour entered the reactor. The 

gas composition is shown in Table 7.1. 

Figure 7.47(a,b) shows modeling results of methane and propylene conversion and 

hydrogen yield in the reactor. Sulfur is also included in the gas and it is shown that in 

both cases propylene conversion is much more rapid than methane conversion. Even 

when small amount of sulfur are included in the producer gas, methane and propylene 

conversion and therefore, hydrogen yield decrease significantly. 

 

Figure 7.47(a,b) Methane and Propylene conversion and hydrogen yield in the reactor, sv=1500 

1/hr, S/C=2, sulfur= 150 ppm, T=1173(K), (a) Methane and propylene conversion, (b) Hydrogen 

yield 

(a) (b) 
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Figure 7.48 (a,b), Dry mole concentration of different species in the reactor, sv=1500 1/hr, S/C=2, 

T=1173(K), (a) without sulfur, (b) sulfur=150 ppm. 

Figure 7.48(a,b) shows dry molar concentration of different spices of the gas along the 

reactor length and compares the results to the case when sulfur is included in the gas. As 

it is shown in both cases, methane and propylene concentrations decrease along the 

reactor packed bed, therefore, hydrogen concentration increases. It is due to the 

consumption of methane and propylene in both reforming and water gas shift reactions. 

When sulfur is not included in the gas, it can be shown that the concentration of methane 

and propylene decrease sharply at very close distance to the entrance of the reactor which 

corresponds to the highest level of hydrogen yield. When sulfur is not present in the gas 

composition, it is shown that, the carbon monoxide concentration dropped and carbon 

dioxide concentration increases sharply at very close distance from the reactor entrance. 

Then, carbon monoxide gradually increases and carbon dioxide decreases along the axial 

bed of the catalyst. It is due to composition of the biogas and the fact that the rate of 

water gas shift reaction is higher than reforming reactions, therefore, carbon monoxide 

concentration decreases and carbon dioxide concentration increases. Later; hydrogen 

reaction with carbon dioxide is suppressed and cause the water gas shift reaction to 

proceed in other direction. Therefore, carbon monoxide concentration increases and 

(a) (b) 
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carbon dioxide concentration decreases along the reactor. Due to the sulfur presence in 

the gas and catalyst deactivation effects, carbon dioxide and carbon monoxide 

concentrations increase and decrease uniformly along the reactor length, respectively. 

 

Figure 7.49 (a,b), Pressure drop and velocity change along the reactor, sv=1500 1/hr, S/C=2, sulfur= 

150 ppm, T=1173(K), (a) Pressure drop, (b) velocity 

 

Figure 7.50 (a,b), Temperature distribution in the reactor with and without sulfur, sv=1500 1/hr, 

S/C=2, sulfur=150 ppm, T=1173(K), (a) axial temperature distribution, (b) radial outlet 

temperature distribution 

(a) (b) 

(a) (b) 
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Figure 7.49(a,b), shows pressure drop and velocity change along the reactor bed. Pressure 

drop is in good agreement with experimental results and according to the modeling 

results; the outlet velocity is about 6 m/s. 

Axial temperature distribution and radial outlet temperature distribution are shown in 

Figure 7.50(a,b). As mentioned earlier, when sulfur is not included in the gas, due to high 

endothermic nature of reforming reactions, temperature sharply decreases as soon as gas 

enters the reactor. At this time, conversion of methane and propylene is almost completed 

and heat transfer from the outer surface of the reactor increases the temperature. Sulfur 

deactivates the catalysts and decreases the reaction rate of methane and propylene. 

Therefore, temperature decreases uniformly along the reactor bed. It is shown that when 

sulfur is not included in the gas, outlet temperature is higher than the case when sulfur is 

included. Graphical view of this phenomena and temperature distribution in axial and 

radial direction, is shown in Figures 7.51 and 7.52. 
 

 

Figure 7.51 (a,b), Graphical view of axial temperature distribution in the reactor, sv=1500 1/hr, 

S/C=2, sulfur= 150 ppm, T=1173(K), (a) without sulfur (b) sulfur=150 ppm 

(a) (b) 
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Figure 7.52 (a,b), Graphical view of radial outlet temperature distribution in the reactor, sv=1500 

1/hr, S/C=2, sulfur=150 ppm, T=1173(K), (a) without sulfur (b) sulfur=150 ppm 

Modeling and experimental results of outlet dry mole concentration of different species in 

the reactor are compared in Figure 7.53. 
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Figure 7.53 Comparison of experimental and modeling results of outlet dry mole concentration of 

different species in the reactor, sv=1500 1/hr, S/C=2, sulfur=150 ppm, T=1173 (K) 

 

(a) (b) 
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7.3.3 Experiment No.3 

1600 gram of catalyst filled in the steam reformer and the height of the catalyst is 1.44 

(m). Inlet temperature is 290 °C and the flow rate is 2 hrNm /3 . Outer temperature of the 

reformer is kept at 900 °C and space velocity is 950 hr/1 . The experiments are conducted 

at atmospheric pressure and 2.5 liter of water per hour entered the reactor.  

Figure 7.54(a,b) shows methane and propylene conversion and hydrogen yield along the 

reactor. It is shown that propylene conversion is very rapid and even when sulfur is 

included in the producer gas, at very short distance from the inlet of the reactor, 

propylene is completely converted. Sulfur has negative effect on methane conversion and 

therefore hydrogen yield and methane conversion decreases more than 50% at the outlet 

of the reactor. Figure 7.55(a,b) shows this phenomena by drawing dry mole distribution 

of different species along the reactor bed. Negative deactivation effects of sulfur on 

decreasing dry mole concentration of methane and hydrogen are more noticeable than 

propylene. 

 
Figure 7.54 (a,b) methane and propylene conversion and hydrogen yield in the reactor, sv=950 1/hr, 

S/C=5, sulfur=150 ppm, T=1173 (K), (a) methane and propylene conversion, (b) hydrogen yield 

(a) (b) 
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Figure 7.55 (a,b) Dry mole concentration of different species in the reactor, sv=950 1/hr, S/C=5, 

sulfur=150 ppm, T=1173 (K) (a) without sulfur (b) sulfur=150 ppm. 

 

Figure 7.56 (a,b) Temperature distribution in the reactor with and without sulfur, sv=950 1/hr, 

S/C=5, sulfur=150 ppm, T=1173 (K), (a) axial temperature (b) radial outlet temperature. 

Axial and radial temperature distributions along the packed bed are shown in Figure 

7.56(a,b). As shown in Figure 54(a,b), high steam to carbon ratio, (S/C=5) is in favor of 

reforming reactions and enhances decreasing the temperature, as soon as gas enters the 

reactor. Later, heat transfer from the outer surface of the reactor, increases the outlet 

(a) (b) 

(a) (b) 
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temperature distribution in both cases: without sulfur and when sulfur is included in the 

producer gas.  
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Figure 7.57 Comparison of experimental and modeling results of outlet dry mole concentration of 

different species in the reactor, sv=950 1/hr, S/C=5, sulfur=150 ppm, T=1173 (K) 

Comparisons of modeling and experimental results are also shown in Figure 7.54. It is 

shown that modeling results fit well with experimental results and modeling can be used 

as tool for design and optimizing of steam reformers. 
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Conclusion 

A theoretical and experimental study of catalytic steam reforming of hydrocarbons 

produced by biomass gasification is presented. A steady state pseudo-homogeneous and 

heterogeneous model mathematically has been developed to address hydrogen and 

synthesis gas production. The catalytic conversion of all hydrocarbons present in the 

product gas such as methane and ethylene, to synthesis gas, a mixture of hydrogen and 

carbon monoxide are modeled and the results were compared to experimental results.  

The aim of this study was a better knowledge of the reforming reactions and investigation 

of the influence and effect of different parameters on reforming process. The reforming 

unit is a fixed bed reactor packed with supported nickel or noble metal catalyst. The 

chosen geometry is a tubular reactor and due to the high endothermic nature of the 

process an electrical heating is used to keep the outer wall of the reactor at constant 

temperature in order to provide heat into the reactor. Therefore, reactor tube and catalyst 

particles are exposed to significant axial and radial temperature gradients.  

A critical literature review is done to derive empirical correlations used in packed bed 

models in general, and to evaluate and find the suitable correlations for reactor models of 

steam reformers in special, including wall heat transfer coefficients, diffusion and 

dispersion coefficients and the reaction effectiveness factors. For this purpose, the reactor 

model comes in two versions: a heterogeneous model and a pseudo-homogeneous model. 

Temperature and heat flux profiles of the reactor tube wall are modeled carefully and the 

species transport is described by radial dispersion, axial convection and chemical 

reaction. The heat transport is modeled with terms for radial conduction, axial convection 

and the heat sink related to the net endothermic reactions. It is shown that due to the high 

heat input through the reformer tube wall and the endothermic nature of the reforming 

reactions, the catalyst tubes are exposed to high axial and radial temperature gradients. 

The chemistry of hydrocarbons steam reforming is addressed, including the 

thermodynamics and reaction kinetics. Simulation is done with Finite Element Method 

software, COMSOL Multiphysics, and an axial symmetrical model is created to 



 

 132 

simultaneously solve mass and energy balance equations within the reactor and catalyst 

pellets. The kinetic model reported by Xu and Froment is adopted, and reaction rates and 

effectiveness factors are studied in detail. The partial differential equations included in 

the model were the mass transfer equations for all the components coupled with the 

energy balance equation. In order to evaluate the diffusional resistances the particle heat 

and mass balance equations are simultaneously solved in both axial and radial direction 

within the reactor and catalyst pellets. 

 The effect of varying operating parameters like steam to carbon molar ratio, temperature, 

gas composition, space velocity and different sulfur amount on the hydrogen yield and 

reforming efficiency are investigated. It is shown that increasing steam to carbon ratio, 

increases methane conversion and therefore hydrogen yield increases at the outlet of the 

reactor. Both axial and radial temperature distributions are affected by change of steam to 

carbon ratio. Increasing steam to carbon ratio makes the temperature distribution more 

uniform within the reactor. Increasing too much steam to carbon ratio can be a bad option 

because it raises the flow and a higher flow needs a higher heat contribution and maybe 

the reaction does not have the necessary heat contribution to reach the desired range of 

conversion. 

 The results show that reactor wall temperature plays a key role in reforming process and 

as a result the hydrocarbon conversion in the reactor. Increasing the wall temperature, 

which leads to increasing the reaction temperature within the packed bed of the reactor, 

increases the conversion of methane and hydrogen yield. There is a temperature gradient 

between the centerline and wall of the reactor along the reactor length. It is shown that 

radial temperature gradients tend to decrease towards the reactor outlet because of the 

lower local heat fluxes and reforming reaction rates. The rate of reforming reactions is 

more rapid near the wall because the gas temperature is higher. It is shown that increasing 

reaction temperatures lead to the more uniform temperature profiles along the axial bed 

that finally results in a more efficient usage of the reactor.  

The results show that at decreasing the space velocity, increases the contact time between 

gas and catalyst pellets and as a result methane conversion increases which corresponds 
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to the highest level of hydrogen yield within the reactor.  When space velocity decreases 

there is also more time for heat transfer from the wall into the reactor. This process 

increases the outlet temperature of the reactor and makes temperature distribution along 

the reactor more uniform.  

Sulfur, which is also incorporated in the biomass structure, is released into the product 

gas during gasification as hydrogen sulfide and deactivates the steam reforming catalysts 

by chemisorptions on the metal surface. The steam reforming of hydrocarbons from 

gasified biomass, in the presence of variable amounts of hydrogen sulfide is investigated 

and it is shown that even at extremely low (ppm levels) gas-phase concentrations of 

hydrogen sulfide, the reforming efficiency is dramatically decreased. This modeling also 

describes sulfur deactivation and steam reforming in a combined kinetic equation which 

can provide important data for reactor modeling and design exercises. The obtained 

results show that when sulfur is not presented in the gas, the temperature dropped 

suddenly at the inlet of the reactor from the inlet temperature and then increased 

gradually to the outlet. This phenomenon is attributed to the large amount of heat 

required at the initial stage of the reactions due to the high endothermic nature of the 

reactions. The rising temperature after a sudden drop along the axial bed of the catalyst is 

due to the heat supplied by the outer surface of the reactor into the catalytic bed. Presence 

of sulfur in the gas leads to the catalyst deactivation and lower methane conversion rate. 

Therefore, small amount of heat is consumed and temperature decreases gradually along 

the reactor bed. These effects are carefully investigated and seem to fit well when 

compared with experimental results achieved by choosing similar operating conditions in 

terms of inlet composition and temperature. The obtained results play a key role in 

optimization and design of a commercial reactor.  
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Outlook and Future Work 

 
The purpose and main focus of this thesis has been to develop a mathematical model to 

calculate and investigate the simulation of the steam reforming reactions of hydrocarbons 

produced from biomass gasification plant, which are further used in the synthesis to 

mixed alcohols or Fischer-Tropsch products.  Production of liquid hydrocarbons fuel 

from biomass by Fischer-Tropsch synthesis is already among the ongoing projects in 

Güssing plant. The modeling in this thesis can be adjusted in a way to combine and 

simulate biomass gasification, steam reforming and Fischer- Tropsch synthesis in order to 

produce biofuels. Both of the reactor mathematical models investigated in this thesis, 

(Peseudo-Homogeneous and Peseudo-Hetrogeneous models) can also be applied to any 

other types of reactors and be used to exactly model wide variety of chemical processes, 

such as methanation, partial oxidation, authothermal reforming, hydrogenation and 

membrane technologies. . In addition, the simulation results can be used for operating, 

developing and improving reactors when process conditions are changed. A parametric 

study may be done to investigate the critical and optimum operating conditions and use 

the simulation results for control and evaluating optimum geometry and configuration for 

a given requirement of a reactor. Simulation and modeling in this thesis has this potential 

to be adjusted into another mathematical model to describe and predict the operation and 

control of other chemical processes such as thermal cracking of higher hydrocarbons. 

Thermal cracking of higher hydrocarbons like naphtha is one of the most important 

aspects of a petrochemical plant and the cracking reactor is the heart of the process to 

produce lower hydrocarbons like olefins, aromatics, methane and hydrogen. Moreover, 

there is possibility to model coke formation which is one of the main problems in the 

thermal cracking process.  The coking model may be combined with a kinetic model in 

order to exactly predict thermal cracking process, which leads to accurate optimization 

and design of the reactor. 



 

 135 

 



 

 136 

 



 

 137 

Nomenclature 

A      Cross sectional area of the reactor……………………… 2m  

a     External pellet surface area per unit reactor volume….. rp mm 32 /  

wBi    Biot number……………………………………………….- 

iC     Concentration of reactant i ……………………………… 3/ mkmol  

i
sC    Concentration of reactant i at catalyst surface…………. 3/ mkmol  

pC     Specific heat capacity…………………….…..………….. )./( KkgJ  

ipC ,   Specific heat capacity of component i ………………..…. )./( KkgJ  

SC     Solid concentration at catalyst surface..………..……….. 3/ mkmol  

S
sC    Solid concentration at catalyst surface..………………… 3/ mkmol  

totC    Total concentration………………………………….…… 3/ mkmol  

0C      Initial concentration…………………………………….. 3/ mkmol  

DEN  Denominator in the expressions of reaction rates………- 

erD    Effective radial diffusion coefficient ……………………. sm /2  

ierD ,   Effective diffusion coefficient of component i …..……… sm /2  

kiD ,    Binary diffusion coefficient……………………………… sm /2  

KD    Knudsen diffusivity …………………………………….... sm /2  

mD    Diffusion coefficient of the gas mixture………………… sm /2  

imD ,   Diffusion coefficient of component i ……………………. sm /2  

id     Particle inner diameter…………………..……………..... m  

od     Particle outer diameter………………………………....... m  

pd     Equivalent particle diameter………………………….… m  
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td      Tube diameter……………………………………………. m  

E      Activation energy……………..…………………………. kmolkJ /  

erE     Effective radial dispersion coefficient…………………. sm /2  

iF       Number of moles of component i ………………………..- 

ipF ,
0   Polarity factor of component i ……………………….....- 

iQF ,
0   Correction factor of component i ……………………….- 

totF     Number of total moles in the mixture …………………..- 

f       Friction factor…………………………………………….- 

jf      Complex function of reaction j ………………………….variable 

fh      Heat transfer coefficient at catalyst surface………...….. )./( 2 KmW  

wh     Wall heat transfer coefficient………………………..….. )./( 2 KmW  

iK     Adsorption constant of component i …………………….variable 

jK     Equilibrium constant of reaction j ……………………...variable 

gk      Mass transfer coefficient from fluid to solid interface…. 23 / mm f  

jk      Rate coefficient of reaction j ………………………….…variable 

0,ik     Pre-exponential Arrhenius factor for component i …….- 

0,jk    Pre-exponential Arrhenius factor of reaction j ………...- 

spk     Rate coefficient of reaction with sulfur, Chapter 7.….… )./( 2 sNimmol  

spk 0   Rate coefficient of reaction without sulfur, Chapter 7.… )./( 2 sNimmol  

Wk     Reaction rate for carbon formation……………………... )./( 2 sNimmol  

1K     Equilibrium constant of reaction 1…………….………… 2bar  

2K    Equilibrium constant of reaction 2……………………….- 

3K    Equilibrium constant of reaction 3………………………. 2bar  
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1k        Rate coefficient of reaction 1…………………….……... ).(. 5.0 skgbarkmol cat
  

2k       Rate coefficient of reaction 2…………………………… )../( sbarkgkmol cat  

3k       Rate coefficient of reaction 3……………….…………... ).(. 5.0 skgbarkmol cat
  

M     Molar weight ………………..…...............................….... kmolkg /  

iM      Molar weight of component i .…...............................…... kmolkg /  

kM     Molar weight of component k .…...............................….. kmolkg /  

im      Molar flow rate of component i ………………………… skmol /  

iN      Total molar flux…………………………………………... skmol /  

pNu    Particle Nusslet number…………………………………...- 

wNu    Nusslet number……………………………………………..- 

n      Molar flow rate……………………………………………. skmol /  

p       Pressure……………………………………………………...bar  

0p       Initial Pressure…………………………………………..….bar  

cp      Critical pressure…………………………………………….bar  

icp ,    Critical pressure of component i …………………..……...bar  

ip      Partial pressure of component i …………………………...bar  

i
sp     Partial pressure of component i at catalyst surface……....bar  

DPe    Diffusion Peclet number……………………………………- 

EPe    Dispersion Peclet number…………………………………..- 

pPe   Thermal Peclet number………………………………….…..- 

pPr    Particle Prandtl number…………………………………….- 

R     Radius of the reactor………………………………………… m  

gR    Gas constant …………………………………………..…...… )./( KkmolkJ  
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spiR ,   Reaction rate of component i with sulfur, Chapter 7..…… )./( 2 sNimmol  

spiR ,
0 Reaction rate of component i without sulfur, Chapter 7…. )./( 2 sNimmol  

pR      Outer particle radius…………………………………..….... m  

spR      Reaction rate of reaction with sulfur, Chapter 7………… )./( 2 sNimmol  

spR 0   Reaction rate without sulfur, Chapter 7…………..……… )./( 2 sNimmol  

pRe   Particle Reynolds number………………………………….- 

r        Radial coordinate………………………………………….. m  

ir        Reaction rate of component i …………………………….. )./( skgmol cat  

jr       Reaction rate of reaction j ………………………………... )./( skgmol cat  

j
sr     Reaction rate of reaction j at the catalyst surface……....... )./( skgmol cat  

pr       Particle radius….………………………………………….. m  

1r       Reaction rate of reaction 1………………………………… )./( skgmol cat  

2r       Reaction rate of reaction 2………………………………… )./( skgmol cat  

3r       Reaction rate of reaction 3………………………………… )./( skgmol cat  

S        External surface.,………………………………………….. 2m  

Sc      Schmidt number……………………………………………..- 

pSh     Particle Sherwood number……………………………….…- 

T       Temperature ………………………………………………… K  

CT     Critical temperature…………………………………………. K  

icT ,   Critical temperature of component i  ………………….….... K  

fT     Fluid temperature…………………………………………..... K  

f
sT   Fluid temperature at catalyst surface.……………….….….. K  

RT     Outer radius temperature..…………………………..……… K  

rT      Reduced temperature……………………………………....... K  
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irT ,   Reduced temperature of component i .…………………....... K  

ST     Solid temperature.……………………….……………….….. K  
sT     Surface temperature ………………………………….…...... K  

S
sT    Solid temperature at Catalyst surface………………..….… K  

wT    Wall temperature …………………………………..….......... K  

0T      Initial Temperature …………………………………….…... K  

u       Fluid velocity ………………………………………………... sm /  

ru      Fluid velocity in radial direction…………………………... sm /  

zu      Fluid velocity in axial direction …………………………... sm /  

0,zu    Initial Fluid velocity in axial direction ………………….... sm /  

V      Volume………………………………………………………. 3m  

inV     Total inlet volume flow rate……………………………….. hrm /3  

pV      Particle volume ……………………………………….……. 3m  

W      Whisker carbon……………………………………………..- 

X      Radius of the active part of the catalyst………………….. m  

iX      Conversion of component i …………………………………- 

jiX ,   Conversion of component i to component j ….……………- 

ix       Molar fraction of component i ……………………………..- 

ipx ,      Molar fraction of component i at the catalyst surface…….- 

y       Depth coordinate for catalyst particle…………………….. m  

Z       Function of partial pressures and adsorption constants…variable 

cZ      Compressibility factor……………………………………...- 

z        Axial coordinate…………………………………………... m  

Greek letters 
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G      Gibbs energy ……………………………………………… kJ  
0G     Standard Gibbs energy ………………………….….…… kJ  

adsG   Gibbs energy of adsorption……………………………… kJ  

ads   Enthalpy of adsorption………………………………….. molkJ /  

ads
0   Standard enthalpy of adsorption………………………. molkJ /  

298
0  Standard enthalpy of formation ……………….…….… molkJ /  

i     Enthalpy of adsorption of component.. i …………….…. molkJ /  

j    Enthalpy of reaction j ……………………………….….. molkJ /  

adsS   Entropy of adsorption………………………………….... )./( KmolkJ  

         Void fraction of packed bed …………..…………….…..- 

p       Catalyst porosity………………………………………….- 

j       Effectiveness factor of reaction j ……………………….- 

c      Catalyst thermal conductivity……………………….….. )./( KmW  

er     Effective thermal conductivity………………………….. )./( KmW  

f      Fluid thermal conductivity….………………………….. )./( KmW  

i      Thermal conductivity of component i …………………. )./( KmW  

stag  Fluid thermal conductivity at stagnation point………. )./( KmW  

       Viscosity…………….……………………………………. )./( smkg  

f     Viscosity of the fluid………………………………… …. )./( smkg  

i      Viscosity of component i ………………………………... )./( smkg  

r      Dipole moment………………………………………….…- 

ji ,     Stoichiometric coefficient of component i  in reaction j ..- 

p    Packed bed tortousity factor……………………………….- 

f   Fluid density ………………………………………………. 3/ mkg  
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b   Catalyst bulk density……………………………………… 3/ mkg  

c   Catalyst density …………………………………………… 3/ mkg  

     Ergun correlation…………………………………………. )./( 3 smkg  

ij    Factor for estimating mixture conductivity and viscosity....- 

i     Reduced inverse viscosity of component i ……………….....- 

    Catalyst activity factor…………………………………….….- 

s    Sulfur surface coverage……………………………………....- 

Subscripts 
0     Initial condition………………………………………………..- 

b     Bulk…………………………………………………………....- 

C    Critical………………………………………………………...- 

c     Catalyst………………………………………………………...- 

er    Effective…………………………………………………….…- 

f     Fluid…………………………………………………………..- 

i      Reactant number ………………………………………….….- 

in     Inlet…………………………………………………………....- 

j      Reaction number ………………………………………….…- 

k      Reactant number …………………………………………….- 

m     Number of moles in hydrocarbon compound………………- 

n      Number of moles in hydrocarbon compound………………- 

out   Outlet……………………………………………………….....- 

p     Particle………………………………………………………...- 

R     Radius………………………………………………………....- 

r      Radial direction………………………………………………- 

S     Solid……………………………………………………………- 
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sel   Selectivity……………………………………………………..- 

sp    With sulfur…………………………………………………...- 

sv    Space velocity………………………………………………...- 

t      Tube…………………………………………………………..- 

tot   Total……………………………………………………….….- 

V    Volume…………………………………………………….….- 

W    Whisker……………………………………………………….- 

w     Reactor wall…………………………………………….……- 

Yld   Yield……………………………………………………….…- 

z      Axial direction………………………………………….……- 

Superscripts 
0      Standard condition…………………………………………- 

a      Order with respect to hydrocarbon………………….……. 

b      Order with respect to hydrocarbon…………………….…- 

c      Order with respect to hydrocarbon……………………….- 

d      Order with respect to hydrocarbon………………………- 

s      Condition at the catalyst surface…………………………..- 

stag  Stagnation point…………………………………………….- 

Abbreviations 
CSR      Catalytic steam reforming……………………………….- 

TF     Fischer - Tropsch…………………………………………- 

LPG     Liquefied petroleum gas……………………….………...- 

RWGS  Reverse water gas shift reaction……………….………...- 

CS /    Steam to carbon ratio…………………………….……….- 

WGS    Water gas shift reaction………………………….……….- 
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Appendix 3 
 

Empirical correlations used in reactor model 
 
 

Radial dispersion coefficient:  
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Wall heat transfer coefficient: 
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Diffusion coefficient in gas mixture: 
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Binary diffusion coefficients: 
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Mass transfer coefficients: 
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Interphase heat transfer coefficient: 
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