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Abstract

Hydrogen and synthesis gas are the most important energy carriers in the sustainable

energy supply system of the future and play a key role in production of many chemical
and petrochemicals in oil and energy industries. Steam reforming of light hydrocarbons,
like methane, ethylene and propylene, produced from biomass gasification, is proven to
have many advantages and environmental benefits. It is an efficient and economical
option in industry and the most common process for hydrogen production.

Steam reforming process converts light hydrocarbons from biomass into hydrogen and
carbon monoxide at high temperatures in the presence of a nickel or noble metal based
catalysts. The process uses fixed bed reactors, filled with catalyst particles in order to
increase the reactive surface area between the flow phases and improve the efficiency of
the reactions. Due to the strongly endothermic nature of the process, a large amount of
heat is supplied to the reactor and therefore the tube wall and the catalyst particles are
exposed to significant axial and radial temperature gradients. In developing such reactors,
the knowledge of the temperature profile within the reactor is important for designing and
optimizing the catalysts structure and the reactor geometry to achieve the best
performance. However, due to insufficient room for a thermocouple or to potential
interference with local fluid dynamics, temperature measurement within the reactor
becomes difficult. Therefore, to evaluate not only the local temperature profiles but the
whole reactor performance in terms of conversion and selectivity, accurate descriptive
and predictive models are necessary.

A steady state experimental and theoretical model is developed to investigate the
performance of the catalytic steam reforming tubular reactor. A packed bed reactor
consisting of cylindrical catalyst particles is simulated numerically to investigate the
reforming chemistry and evaluate the diffusional resistances. The mathematical modeling
and solutions consist of both pseudo-heterogeneous model and a pseudo-homogeneous
model. Pseudo-homogeneous reactor models do not distinguish between the gas and solid

phases in the fixed bed reactor. Averaged properties are used and the temperature,



pressure and concentrations are equal inside the catalyst and in the gas phase.
Heterogeneous models distinguish between the fluid phase and the solid phase to
correctly account for the heat transfer in the reactor. Reaction kinetics, reaction rates,
effectiveness factors and partial differential equations including mass transfer and energy
balance equations are studied in detail. This thesis includes the extensive review of the
already published research papers in this field to find empirically correlations for packed
bed reactors, suitable for different cases. Wide varieties of correlations are used to
calculate effectiveness factors, dispersion and diffusion coefficients according to the type
and shape of the catalysts.

Hydrogen sulfide is known to deactivate nickel based steam reforming catalysts by
chemisorptions on the metal surface. The metal sulfur bond is so strong and even at
extremely low gas phase concentrations of hydrogen sulfide the catalytic activity is
substantially reduced. Using conventional sulfur cleaning has a negative effect on process
efficiency and steam reforming has to be run without cleaning the gas prior to the reactor.
This thesis aim is to describe and model sulfur deactivation effects and steam reforming
process in a combined kinetic equation. All chemical reactions are mathematically solved
and modeled by the state of the art, COMSOL Multiphysics 4.3 software, which
represents a powerful and general class of finite element methods and techniques for
approximate solution of partial differential equations. Choosing similar operating
conditions in terms of inlet composition and temperature as in experiments allows a
direct comparison between experimental and modeling results to validate and see how
well the simulation predicts the experimental results.

The result of the modeling shows temperature and pressure distribution, and gas
composition along the reactor and predicts accurate results when the inlet and process
conditions are changed. They are also able to find the optimum characteristics and
geometry dimensions for a steam reformer used for a specific process. The effect of
varying operating parameters like steam to carbon molar ratio, temperature, gas
composition, space velocity, different amount of sulfur on the hydrocarbon conversion,

hydrogen yield and reforming efficiency are investigated carefully.
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1. Introduction

1.1 Energy

Energy matters and it is essential to life because human civilization and the use of energy
are connected. Energy is a fundamental enabler of economy and it means that energy is
necessary to continue economic development and growth. Revolutionary changes in
energy cost and effectiveness, from animal and food to coal, oil, petroleum, and nuclear
technologies have been deeply shaped throughout history and societal evolution
worldwide. The advancement of civilization and technology was made possibly by the
ability of the early humans to draw on energy flowing through the environment and
convert it to forms that they can use. They harnessed the power of fire and utilized
sunlight, water, and the wind energies for other mechanical needs such as sailing ships
and water wheels, without the use of the advanced technologies. By generating heat and
light and transferring it to mechanical and later to electrical energy, societies where able
to shift into industrial societies. Fuel wood was the most significant energy source in
most of the civilizations until the 1850 and advent of industrial revolution. The intense
energy requirements for the massive industrial production of coke, iron, steel and
powering locomotives, steamboats and other machinery, led to the discovery of coal.
Coal ended the long dominance of fuel wood as the main energy source about 1850, only
itself to be surpassed in 1951 in United States by petroleum and then natural gas a few
years later, [Energy information agency, 2003].

Discovery of these hydrocarbons based fossil fuels, led to significant growth in
production, population and wealth and fossil fuel secured its place as the main energy

source for 20" century. Although coal, oil, and natural gas are the world’s most important



energy sources, their dominance does not extend to all corners of the globe. Fossil fuels
need many thousands of years to form and their resources are limited. A huge amount of
fossil fuel reservoirs are already consumed and due to the increasing exploitation of their
reservoirs, future extraction will be more and more difficult, technically challenging and
therefore, much more expensive than today. It has been argued that, for standard of living
to increase, the consumption of energy must also increase. Growing populations and
developments ensure a rising demand for the energy in the future.

Studies predict that by 2050 the energy demand will increase by a factor of 2.3 to 4
compared to 1990 and will intensify the problems of today already high energy

consumption and rapid depletion of fossil energy resources, Figure 1.1.
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Figure 1.1 History of the world energy consumption and world energy demand in 2050 [American
association of petroleum geologists report, 2011]

On the other hand, since 1960s climate change and air quality have become major and
often controversial issues in many countries. Prominent among these issues is the green
house effect, in which the gradually increasing atmospheric concentration of carbon
dioxide, which is caused mainly by burning fossil fuels, methane and nitrous oxide are
believed to cause significant ambient temperature increases. Other issue is ozone layer

destruction due to interaction of hydrocarbons, carbon monoxide and nitrogen oxide



emissions primarily from motor vehicles which can cause cancers and acid rain which is
caused by sulfur oxide emissions from the combustion of sulfur containing fossil fuels.
Considering limited number of today’s technologies will survive the 21* century due to
very limited reserves of conventional energy carriers and to avoid the worst impact of
climate change, are sufficient reasons for the society to act quickly and transform its
energy system to one that is renewable, sustainable and results in zero emission of carbon

dioxide, Figure 1.2.
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Figure 1.2 World energy consumption by fuel type since 1990 and projections towards 2040 [World
energy outlook, 2013]

1.2 Renewable Energy

The threat of catastrophic climate change, limited resources and rising prices for
conventional energy, are putting renewable energy sources at the center of public
interests. In addition, competitive renewable resources could reduce the risk of nuclear
energy use and avoid major increases in the production, transportation and storage of
nuclear materials. Renewable energy comes from sources that are easily replenished,
from solar and photovoltaic energy to wind power, hydropower, geothermal energy,

biomass and biofuel. Sun is by far the most significant source of renewable energy .This



abundant source of energy can be utilized directly by solar thermal or photovoltaic
systems.

During the past twenty years outstanding progress has been made in the technology used
to convert wind energy to electricity. Many wind turbines have been integrated into
existing utility grids and are routinely operated in conjunction with conventional sources.
Geothermal energy which has been used to generate electricity and heat is a wide spread
resource found through out the world. Estimates show that if the existing recourses are
exploited, twelve billions tones of oil equivalent energy could be generated within the
next ten to twenty years. Hydro power including wave and tidal power is a derived
energy from kinetics energy of flowing water and energy contained in the ocean supplies
the vast majority of renewable energy resources and electricity. Biomass would be widely
used and grown sustainably and converted efficiently to electricity, liquid and gaseous
fuels like methanol, ethanol, methane and hydrogen using modern technologies.

The prospects are good that these energy carriers can be produced from biomass at
competitive costs under a wide range of circumstances. Moreover the large scale
utilization of biomass for energy can provide a basis for rural development and
employment in many countries. All of these renewable energy resources can be found
almost everywhere and provide not only environmental benefits but also because the size
of the most renewable energy equipments is small, renewable energy technologies can
advance faster than conventional technology. While large conventional energy facilities
require extensive construction in the field, where labor is costly and productivity gains
difficult to achieve, most renewable energy equipment can be constructed in factory
where it is easier to apply modern manufacturing techniques and therefore meet much of
the growing energy demands at prices lower than those usually forecast for conventional
energy.

By 2050, renewable sources of energy could account for the three-fifths of the world
electricity market and two —fifths of the market for fuels used directly. As mentioned,
electricity could be provided by various combinations of renewable power sources cost

effectively in most regions, without the need for new electrical storage technologies and



would be fed to large electrical grids and marketed by electric utilities. Electricity and
hydrogen play a major role as an energy carrier in energy system of the future and
harnessing of renewable energy sources offer a promise of future free of danger of global
warming, nuclear energy problems and energy crisis. This is why renewable energy will
dominate the energy technology of the 21st century. Figure 1.3 shows world energy

consumption by different resources in 2011.
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Figure 1.3 Total world energy consumption by source [World energy outlook, 2012]

1.2.1 Biomass as an Energy Source

Biomass can be utilized for the production of heat, steam, power, electricity and can be
converted by thermal or biological routes into a range of useful energy carriers such as
synthesis gas and liquid fuels. The term biomass is used to describe any material of recent
biological origin and includes plant materials such as trees, grasses and agricultural corps,
as well as animal manure and municipal sewage. As a raw material, biomass is a nearly
universal feedstock due to its domestic availability and renewability. Indeed, until the
wide spread utilization of crude oil as an energy source in the 19" century, biomass
supplied the majority of the world’s energy needs. In one sense, the situation has now

come full circle: decreasing petroleum reserves coupled with increasing global energy



demand and concern over the environmental effects of fossil fuel combustion have
brought about a resurgence of interest in the utilization of biomass as an energy source

[Hodge, 2010].
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Figure 1.4 Biomass resources and projected distribution in EU in 2030 [Jorgensen et al., 2003]

Biomass has traditionally supplied a large fraction of the energy needs in many
developing countries and the production of biomass as an energy source has many
benefits. Biomass is a wide spread resource, the utilization of which can diversify the fuel
supply and in turn lead to an energy supply that is more convenient. It can be utilized not
only as an energy source in its raw state by combustion with fossil fuels for electricity
generation but also it can be converted to liquid fuels. Substituting fossil fuels with bio-
fuels is a long term solution to rising demand for clean transportation fuels and lead to a
reduction in greenhouse gases, principally carbon dioxide. The increased agricultural
activity associated with the production of energy corps can generate employment in rural
areas and result in increased farm income, thereby, reversing the trend of rural

depopulation prevalent in many countries [Khanal et al. 2011].



1.2.2 Biofuels

Biofuels are transportation fuels derived from agriculture, forestry and other type of
biomass sources. Owing to their high energy density and ease of shipping and
distribution, liquid fuels are far more versatile than solid fuels and are utilized in a wider
range of applications. In addition world demand for clean liquid transportation fuels
grows, and the production capacity of traditional petroleum reservoirs decreasing,
resulting in upward pressure on the global price of petroleum. Coupling this with
increasing uncertainty of supply, many national programs encouraging domestic
production have arisen, typically focused on the use of domestic biomass resources to
meet demand for biofuels. Cereals, grains, sugar crops and other starches are fermented
to produce alcohol, (usually ethanol) which can be used either as blending component in

gasoline as motor fuel in pure form or as gasoline additives.
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2011]



Oil seed crops like rapeseed, soybean, and sunflower can be converted in liquid fuels
which can either be blended with conventional diesel fuel or used as pure biodiesel.
Cellulosic materials including grasses, trees and various waste products from wood

processing facilities and municipal solid waste can also be converted to alcohol and

biofuels.
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Figure 1.6(a) Worldwide resources for ethanol and biodiesel production [Ajanovic, 2011]

There are compelling reasons to find ways of converting biomass to biofuels. In the
energy field, increasing the efficiency of energy, utilization and producing liquids,
gaseous fuels and electricity have generated a need to convert the conventional fuels such
as coal, fossil fuels and biomass to biofuels. The low density of biomass compare to
fossil fuels and high water content of biomass makes shipping costs prohibitive in many
cases, yet most subsequent refining processes required centralized facilities, where large
scale operations greatly improved process efficiencies and economics. Owing to their
high energy density and ease of shipping, transport and distribution, liquid fuels are far
more versatile than solid fuels and consequently are utilized in a far wider range of
applications.

Demand for biofuels can be attributed primarily to transportation uses including

automotive, marine bunker, and aviation fuels. They are also utilized in a wide range of



applications including domestic heating, electricity generation and potentially as
hydrogen carrier. Transportation demand for biofuels is unique, in that demand is
relatively unaffected by increase in price [Mench, 2008]. Furthermore, some energy
users, such those employing diesel and jet engines, require fuel processing high energy
density, which current batteries can not achieve [Briggs, 2009]. As shown in Figure 1.2,
worldwide liquid fuels represent the most heavily utilized source of energy.

Ethanol provides a major part of liquid fuel requirement and its production accounts for
around 90% of bio-fuels in the world. For years Brazil was the biggest world producer of
biofuels for the production of ethanol from sugar cane. Ethanol production has increased
significantly since 2000 due to increased ethanol production in other countries and since
2006 has made the United States number one in biofuels.
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Figure 1.6(b) Worldwide biodiesel and ethanol production and projection until 2015 [Licht et al.,
2009]

The bio fuels production including biodiesel, ethanol, other alcohol fuels and bio oils has
grown substantially within the last decade. World production of bio-fuels was 1.5 million
barrel/day in 2008 [Nelson, 2011] and it is expected to accelerate over the next several

decades, Figure 1.6(a,b).



1.2.3 Hydrogen

Hydrogen play a key role in energy supply system of the future and it is used as a means
to solve the problems caused by fossil fuels [Momirlan et al., 2005]. Hydrogen
consumption is expected to increase dramatically in near future as it is used as a fuel for
fuel cells, in chemical industries and in petroleum refineries to process heavier
feedstock’s and produces different fuels. The idea sounds quite reasonable: Hydrogen is
one of the most abundant elements in the universe, and some vehicle manufacturers have
demonstrated that hydrogen can be used directly in combustion engines like jets,
turbines; four and two strokes and diesels and fuel cell powered cars have also been
constructed.

Although, most of the electricity is produced by burning fossil fuels like coal, natural gas,
and petroleum, hydrogen can be converted in a fuel cell to electricity plus some heat and
water via the electrochemical combination with oxygen. The only byproduct is water
whereas burning of fossil fuels produces carbon dioxide and a variety of pollutants,
which enhance the global warming problem. In contrast to electricity which is difficult to
store in large quantities, hydrogen is a storable gas. It can be used not only as an energy
storage medium, as a gas in large depleted natural gas fields, in hydrogen absorbing
alloys, as a cryogenic liquid or in activated carbon materials and carbon nanostructures,
but also in the form of conventional fuels such as methanol which some regard as a
superior fuel to carry hydrogen. Hydrogen can fulfill the indispensable storage function
of smoothing the daily and seasonal fluctuations of solar power and other intermittent
energy sources. As a gas, hydrogen can transport energy over long distances, in pipelines
like electricity and sometimes more efficiently. As a chemical fuel, hydrogen can be used
in a much wider range of energy applications than electricity. It can also be used as a
chemical raw material and is seen as a promising future fuel for different industries like
aviation. However, due to its high reactivity hydrogen in nature is nearly always
combined with other elements on the earth like oxygen, (water), and it has to be produced

from other resources.
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(b) The main hydrogen consuming sectors in the world [Olaf et al., 2006]

Therefore, hydrogen is not an alternative fuel but an energy carrier. Hydrogen can be
generated from many primary sources. Today, hydrogen is extracted mostly from fossil
fuels but it is present in water and thereby in every living organism. It is also present in
hydrocarbons like methane, in organic compounds and in several other natural as well as
artificial compounds. In future hydrogen will be made from clean water and clean solar
energy and from biomass. As discussed earlier; biomass can be used for the production of
bio-fuels such as ethanol, methanol and biodiesel. Biomass can also be converted into

hydrogen by gasification or pyrolysis coupled with steam reforming process.

1.3 Biomass Conversion

Biomass includes a large variety of materials generated by photosynthesis. Plants capture

solar energy and use it to convert carbon dioxide and water to sugars (CH,0) . :

xCO, + xH,0 + light ——(CH ,0) , + xO, (1-1)

The sugars thus produced are stored in Lignocellulose which is composed of three major
constituents: cellulose, hemicellulose and lignin. Biomass is typically composed of 65-85

wt% sugar polymers principally cellulose and hemicellulose with another 10-25 wt%

11



corresponding to lignin. Other biomass components, that are generally present in minor
amounts, include triglycerides, sterols, alkaloids, resin and waxes often referred to as
lipids and fatty acids. In general, routes for the conversion of biomass to liquid fuels can
be classified into two main types: those based on thermo-chemical processes and those
utilizing biological means. Thermo-chemical processes use heat, frequently in
combination with heterogeneous catalysts to break biomass down into smaller constituent
units, which are then further processed into useful molecules. Biological processes, in
contrast, are typically based on the use of enzymatic catalysts under mild conditions like

fermentation of sugars to ethanol [Crocker, 2011].
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Figure 1.8(a) Summary of pathways of cellulosic biomass conversion to liquid fuels [Crocker, 2011]

Figure 1.8(a) show a range of pathways through which biomass can be converted to fuels.

In general, sugar polymers such as cellulose and starches can be readily broken down to
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their constituent monomers by hydrolysis, preparatory to conversion to ethanol, or other
chemicals. A number of routes exist for the conversion of fatty acids to liquid fuels and
chemicals as shown in Figure 1.8(b). In the case of lignocellulosic biomass, gasification,
direct thermo-chemical conversion and hydrolysis are the main three approaches [Huber
et al., 2006]. In the first of these, biomass is gasified to produce synthesis gas (syngas),
which after treatment to remove tars and other impurities, can be catalytically converted
to hydrocarbons via the Fischer-Tropsch synthesis or to alcohols. Other options include
syngas conversion to ethanol using certain types of anaerobic bacteria or treatment with
water gas shift catalysts to generate additional hydrogen from the water and carbon

monoxide present in the synthesis gas.
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;ggy eAr::i ds Metal-catalyzed Deoxygenation RuAlBREE

Alkanes, Alkenes,
Aromatics

Acid-catalyzed Cracking

Pyrolysis Alkanes, Alkenes,
Other Products

Figure 1.8(b) Summary of pathways of fatty acid biomass conversion to liquid fuels [Crocker, 2011]

1.3.1 Gasification and Producer Gas

Gasification is defined as thermal conversion of organic material to combustible gases
under reducing conditions with oxygen added in sub-stoichiometric amounts compared

with the amount needed for complete combustion to carbon dioxide and water.
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Gasification is a well established technology and is seen as a key pathway toward
hydrogen when starting from coal or biomass. It is considered one of the most efficient
ways of converting the energy embedded in biomass, and it is becoming one of the best
alternatives for the use of waste solids. The widespread availability of biomass has been
widely recognized, and has its potential to supply much larger amounts of useful energy
with fewer environmental impacts than fossil fuels. Wood, energy crops, and waste from
the pulp and paper industry are examples of biomass, which can be gasified at high
temperatures. Gasification includes the technologies of pyrolysis, partial oxidation and
hydrogenation [Higman et al., 2003 and Basu, 2010]. Gasification has a wide range of
applications as shown schematically in Figure 1.9. Gasifiers use direct oxygen for
exothermic oxidation reactions to provide the energy necessary for gasification or by
pyrolysis through the addition of sensible heat in the absence of oxygen. In both cases
water in the form of steam may be added to promote additional production of hydrogen

via the water gas shift reaction.
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Figure 1.9 Application of gasification [Brown, 2011]
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The technology is applicable to any hydrocarbon feedstock including natural gas,
biomass and heavy refinery residues. Through gasification of biomass, a heterogeneous
solid material is converted to producer gas, a gaseous fuel intermediate of consistent
quality that can be processed and be used reliably for heating, industrial processes
applications, electricity generation and liquid fuel production. Producer gas refers to the
low heating value gas mixture of gaseous, liquid, and solid compounds. The gaseous
products are mainly hydrogen, carbon monoxide, and carbon dioxide, methane, and other
low hydrocarbons. Liquid products are water and an organic fraction, often called tar and
consisting of higher hydrocarbons. The solid char residue contains mainly carbon and
some inorganic components, which are present in the biomass. Nitrogen and sulfur, on
the other hand, which also are incorporated in the biomass structure, are released into the
product gas during gasification as ammonia and hydrogen sulfide, [Koningen et al.,
1998]. To prevent downstream tar condensation, the product gas from a biomass gasifier
can be led through a catalytic cracking unit, in which the tar compounds are converted

easily in the presence of steam:

Biomass (CH ,OxN ,S )+ heat — C +tar + aNH3 +bN) +cH)S +dH2O0 +eH) + fCH4 (1-2)

After removal of impurities, producer gas is usually steam reformed in a catalytic steam
reformer to produce synthesis gas (syngas), a gas mixture of predominantly carbon

monoxide and hydrogen, which is widely used for synthesis of fuels and chemicals.

1.3.2 Steam Reforming and Synthesis Gas

Synthesis gas and hydrogen are important building blocks in oil and energy industries
and serve as feed stocks for production of wide variety of chemicals. Synthesis gas can be
used as feedstock to the Fischer—Tropsch process for liquid hydrocarbons production
[Rostrup-Nielsen, 2002, 2004, 2005, Ferreira, 2005 and Fonseca et al., 2005], methanol

and olefins synthesis [Deluga et al., 2004 and Liu et al., 2005], ammonia production
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[Dybkjaer, 1995], hydrodesulphurization, hydro-cracking [Rostrup-Nielsen, 1995 and
Choudhary et al., 2000], fuel cell systems [Mcintoch et al., 2004 and Brown 2011],
methanol production or in a gas turbine to produce electricity.

Figure 1.10 shows different processes for production of hydrogen from various carbon-
containing feedstock. The most studied technology for hydrogen production is reforming
of natural gas or producer gas, produced by biomass gasification,[Rotrup-
Nielsen,1984,1995,2002]. Reforming occurs when a hydrocarbon or alcohol fuel and

steam or oxygen is passed through a catalyst bed under optimum operating conditions.

Figure 1.10 Technological options for the production of hydrogen from various carbon-containing
feedstock [Liu et al., 2010]

Depending upon whether steam, oxygen or a mixture of steam or oxygen is used, the
reforming technology is termed, steam reforming, partial oxidation and auto-thermal
reforming, respectively. Reforming of natural gas with carbon dioxide, also known as dry
reforming has also been reported in recent years. The choice of technology depends on

the scale of operation and also the desired product stoichiometry [Rostrup-Nielsen,
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2011]. Among the reforming technologies, steam reforming is the preferred process today
for hydrogen and synthesis gas production because it offers relatively a higher steam to
carbon ratio since a part of hydrogen comes from water. The hydrogen to carbon
monoxide ratio can be varied over a wide range as shown in Figure 1.11, as the reforming
reactions are coupled with the water gas shift reaction, [Rostrup-Nielsen, 2002]. Catalytic
steam reforming (CSR), involves the extraction of hydrogen molecules from hydrocarbon

or alcohol fuel and water over a base or noble metal supported catalyst.
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Figure 1.11 Possible hydrogen to carbon monoxide ratios, obtained from various synthesis gas
production processes [Rostrup-Nielsen, 2002]

Steam reforming of hydrocarbon fuels, especially steam reforming of natural gas
containing methane, is a well developed technology and practiced commercially for large
scale hydrogen production [Matsumara et al., 2004 and Ross, 2005]. Knowledge gained
from natural gas reforming is applied to the reforming of higher hydrocarbons, alcohols
and biofuels for the manufacture of hydrogen or synthesis gas depending on the end use.
Hydrogen sulfide is known to deactivate nickel based steam reforming catalysts by
chemisorption on the metal surface. Numerous studies of this phenomenon have revealed

that the metal-sulfur bond is so strong that catalytic activity is substantially reduced, even
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at extremely low (ppm levels) gas phase concentrations of hydrogen sulfide. To fully
exploit the activity of the catalyst, it would be necessary to remove the hydrogen sulfide
before the steam-reforming reactor. Using conventional sulfur cleaning, which is run at
ambient temperatures, requires the product gas to be initially cooled down and then
reheated after sulfur removal. To circumvent this procedure, which has a negative effect
on process efficiency; steam reforming has to be run without cleaning the gas prior to the
reactor [Rostrup Nielsen, 1984, Strohm et al., 2006, Lakhapatri et al., 2009 and Hansen et
al., 2010]. Carbon formation is also a phenomenon that can not be tolerated in steam
reforming and therefore requires particular attention [Rostrup-Nielsen, 1984, 1991, Ruan
et al.,, 1992, Froment, 2001 and Seheasted, 2006]. It leads in the first place to catalyst
deactivation, thus causing hot spots that weaken the reactor tube. In this study the
chemistry, thermodynamics, catalysts, kinetics, reaction mechanisms, and technology
developments in the catalytic steam reforming of hydrocarbons are discussed in detail

and experimental and numerical results are presented and compared.
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2. COMSOL Multiphysics Software

2.1 Introduction

Computer simulation has become an essential part of science and engineering. Digital
analysis of components, in particular, is important when developing new products or
optimizing designs. Today a broad spectrum of options for simulations is available.
Researchers use everything from basic programming languages to various high level
packages implementing advanced methods. Each of the techniques has its own unique
attributes to make the results more reliable. A computer simulation environment is simply
a translation of real world physical laws into their virtual form. It would be ideal then, to
have a simulation environment that included the possibility to add any physical effect to
the model. That is what COMSOL is all about. COMSOL Multiphysics is an engineering,
design, and finite element analysis software environment for the modeling and simulation
of any physics-based system which is able to handle complex geometries and boundary
conditions [Tabatabaian, 2014]. The COMSOL Multiphysics simulation software
environment facilitates all steps in the modeling process, defining, solving, and then
visualizing the results. The approach starts and model is created by predefined physics
interfaces for different applications ranging from fluid flow and transport phenomena,
heat transfer, chemical reaction, electromagnetic field theory, and solid mechanics as the
basic fibers of the software. Then, in an elegant and flexible user interface, the software
can weave these fibers together in a self-consistent way to solve the particular simulation
needs. COMSOL is a flexible platform that allows users to model all relevant physical
aspects of their designs. Advanced users can go deeper and develop customized solutions,

applicable to unique circumstances. Certain characteristics of COMSOL become apparent
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with use. Material properties, source terms and boundary conditions can all be arbitrary
functions of the dependent variables. Since all material properties are functions of
temperature, any model can be conceivably coupled to thermal interface. Moreover,
COMSOL allows including heat generation from any other physics into a thermal model.
COMSOL has also the ability to import date from other programs like Matlab [Schijndel,
2008].

Figure 2.1 Thermal stress: a stator blade in the turbine stage of a jet engine is heated by the
combustion gases. Shown is the temperature distribution throughout the blade, as well as the
stresses in both welds [www.comsol.com]

Predefined multiphysics application templates solve many common problem types and
different physics interfaces can be easily chosen. Different types of partial differential
equations can be specified and interdependencies can be defined. Another noticeable
characteristic of COMSOL platform is adaptability. As the modeling needs change, so
does the software. It is also possible to include another physical effect or new formula to

a geometry which is already modeled. Using advanced tools like parameterized
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geometry, interactive meshing and custom solver sequences, it is possible to quickly

adapt the model to a new requirement.

2.2 Organize & Customize

The COMSOL Desktop helps to organize the simulation by presenting a clear overview
of the model at any point. It uses functional form, structure, and aesthetics as the means
to achieve simplicity for modeling complex realities. For instance, task-specific tools
appear on the Desktop, showing only the currently possible and necessary actions. They

remove uncertainty from model building and bring order to the simulations.
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CAD
. Import
Material —_— Module

Figure 2.2 Product line of COMSOL Multiphysics 4.3 [www.comsol.com]

The Desktop is made up of several windows, which may or may not be displayed
depending on the need. These windows include the Model Builder, Settings, Graphics,

Messages, Progress, Help, and others. It is possible to easily customize the layout of these
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windows on the Desktop to suit the particular work habits. All windows can be
positioned and sized in any way. They can be detached from the Desktop and moved
back and forth between computer displays. These settings can be saved as preferences for

the next time when COMSOL Multiphysics is opened.

2.3 Chemical Reaction Engineering Module

Computer simulations is a well established area within chemical engineering
development, allowing engineers and researchers to optimize process efficiency and
explore new designs, while at the same time reducing costly experimental trials. A
description combining several laws of physics as well as chemical reaction kinetics is

often required to produce accurate simulations of real world applications.

Main Menu  Main Toolbar Settings Graphics Window

e

Suitor berps-es e Nes Fal

Model Builder with Model Tree Messages, Progress, and Mumerical Results

Figure 2.3 Graphical screen of COMSOL Multiphysics [www.comsol.com]

The combination of experimental work with theoretical analyses in computer models has
shown to accelerate understanding as well as decrease development costs for new

processes. The Chemical Reaction Engineering Module is an optional package that
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extends the COMSOL Multiphysics modeling environment with customized user
interfaces and functionality optimized for the analysis of mass transport and other
transport phenomena coupled to chemical reactions for the modeling of reactors, filtration
and separation units, separation and mixing processes, corrosion, chromatography,

electrophoresis and other equipments common in the chemical and similar industries.

Figure 2.4 In power generators, a steam reformer unit typically produces the hydrogen needed for
different purposes. The reformation chemistry occurs in a porous catalytic bed where energy is
supplied through heating tubes to drive the endothermic reaction system [www.comsol.com]

a) b)

Figure 2.5 Fuel Cells, (a) The pressure distribution and velocity field in the channels of a fuel cell

stack (b) Oxygen and fuel concentration distribution in the channels and the gas diffusion
electrodes [www.comsol.com]
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In addition to its application in traditional chemical industries, it is a popular tool for
investigating clean technology processes and applications such as catalytic monoliths and
reactive filters, micro laboratories in biotechnology, and in the development of sensors
and equipment in analytical chemistry. It is specifically designed to easily couple fluid
flow and mass and energy transfer to chemical reaction kinetics. Firstly, the Chemical
Reaction Engineering Module uses reaction formulas to create models of reacting
systems. It can then solve the material and energy balances for such systems, including
the reaction kinetics, where the composition and temperature vary with time, space, or

both [Pryor, 2009].
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Figure 2.6 Calibrate the model according to experimental data [www.comsol.com]
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The Chemical Reaction Engineering Module allows us to model the chemical reactions,
calibrate the reaction model with experimental data, optimize the chemical processes in
ideal reactors and explore the design in detailed reactor geometries. This allows for the
inclusion of arbitrary expressions, functions, and source terms in the material property,
transport, and reaction kinetic equations. Users also have access to a variety of
thermodynamic and physical property data. Once a model of a product or a process is
ready, it’s possible to improve upon it. The optimization module can be used throughout
the COMSOL Multiphysics product. It is a general interface for computing optimal
solutions to engineering problems. Model inputs such as part shapes, material properties,
or material distribution, can be treated as design variables, and any model output can be
an objective function. The Optimization module computes the analytic sensitivities of the
objective function to the design variables, considers any constraints imposed upon the

problem, and uses a gradient-based optimization technique to find optimal designs.
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3. Technology of Steam Reforming

3.1 Introduction

The use of hydrogen rich gas produced from coal and containing about 50% hydrogen
with the rest mostly Methane and carbon dioxide, for lightening and heating began in
early 1800s [Zittel et al., 1996].The steam reforming reaction was introduced to the
industry in the 19" century and included reactions of hydrocarbons and steam over
calcium oxide and a cyclic process using nickel. The classical Haber Bosch process in
1917 was developed based on the reaction of steam with coke. Laboratory studies on the
reforming reaction were published in the 1920s showing that product gases close to
thermodynamic equilibrium were obtained over nickel catalysts. Fischer and Tropsch
observed no significant differences when steam was replaced by carbon dioxide
[Alzarmora et al., 1981 and Song, 2006]. The first patent on a tubular reformer using
supported nicked catalysts was obtained by BASF in 1912 [Pichler et al., 1965] and the
first industrial reformer was started in Baton Rauge in 1930. The reforming reaction took
place over a catalyst in vertical tubes in parallel rows in a radiant fired furnace. Later,
progress in production, design and use of more stable catalysts, led to the operation of
steam reformers at more economic steam to carbon ratios. It enhanced the resistant to
poisons without excessive carbon formation. The industrial breakthrough of steam
reforming technology came in 1962, when ICI succeeded in stating two tubular reformers
operating at high pressure (15bar) and using naphtha feedstock [Bridger, 1972]. The
introduction of high pressure reforming meant that the energy consumption of the
ammonia synthesis could be decreased significantly and as a result, a number of natural

gas based ammonia plants were built [Rostrup Nielsen, 2008]. The first reformer
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designed by Topsoe was started in 1965 followed by a hydrogen plant in 1966 operating
at 42 bar [Rostrup Nielsen, 1975, 2002]. The Topsoe reforming technology was
pioneered in full-size mono-tube pilot plant during 1960s, running on naphtha and since
then steam reforming process became the preferred technology for synthesis gas for
hydrogen and other petrochemicals production [Froment et. al., 2011]. Discovery of new
solid catalysts and their application to steam reforming technology significantly improved
the efficiency of the process. Catalytic steam reforming (CSR) involves the extraction of
hydrogen molecules from a hydrocarbon or alcohol fuel and water over a base or noble
metal supported catalysts and widely employed to produce hydrogen rich gas from
various gaseous and liquid hydrocarbons fuels. Research in this area is still being pursued
actively and knowledge from natural gas reforming containing methane is applied to

reforming of higher hydrocarbons, alcohols and biofuels.

3.2 Steam Reforming of Light Hydrocarbons
3.2.1 Methane

3.2.1.1 Chemistry

Methane is an odorless and colorless gas and it is the principal constituent of the natural
gas and producer gas from biomass feedstock. Methane from gasified biomass is most
difficult to convert and has to be steam-reformed over a nickel or noble metal based
catalyst at temperatures up to 1000 °C to increase the hydrogen and carbon monoxide
yield. The gas exiting the reformer is cooled to about 350 °C and then subjected to the
water gas shift reaction (WGS), in a high temperature shift converter. However, steam
methane reforming is not just one reaction as indicated in equation 3.1 but involves
contributions from several different catalyzed reactions such as water gas shift reaction
(WGS), reverse water gas shift reaction (RWGS), carbon and methane decomposition

reactions as described in equations 3.2-3.6 [Rostrup- Nielsen, 2011]:
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CH,+H,0 <>3H, +CO AH 298 = +205.9kJ / mol (3-1)

CO+ HO0 <> Hy +COy AH298 = —41kJ / mol (3-2)
CHy +2H»0 <> COy +4H> AH %298 = +165k7 /mol (3-3)
2C0 < CO, +C AH 208 = —172.4kJ | mol (3-4)
CH,<2H,+C AH 208 = +74.6 kJ / mol (3-5)
C+HnO <> Hy +CO AH 998 = +131.3k7 / mol (3-6)

The steps involved in steam methane reforming process for the production of pure
hydrogen can be divided into feed pretreatment, steam reforming, carbon monoxide shift
conversion and hydrogen purification. Pretreatment consists of desulfurization, which
usually consists of a hydrogenator for the conversion of sulfur containing spices into
hydrogen sulfide followed by a zinc oxide bed for hydrogen sulfide scrubbing. After
desulfurization, gas is fed into a reformer reactor, where it reacts with steam through
reactions represented by equations (3.1-3.6). The reformer is composed of several reactor
tubes filled with reforming catalysts and kept in furnace that provide heat necessary for
the endothermic reaction and operated in high temperatures up to 1000 °C and pressure
above 20 atmosphere [Rostrup-Nielsen et al., 2002 and Aparico et al., 2005]. Since the
reaction produces an increase in the net number of product molecules, additional
compression of the products would be necessary if the reaction were run at pressure
smaller than 20 atm. Although the stoichiometry for equation 3.1 suggests that only one
mole of steam is required for one mole of methane, the reaction in practice is being
performed using high steam to carbon (S/C) ratio, typically in the range of (2.5-3.5) in
order to reduce the risk of carbon formation and deposition on the catalyst surface and
reformer wall [Froment, 2001]. In most of the industrial processes, the gas exiting the
steam reformer is further processed for the industrial production of pure hydrogen or
other chemicals. It is also used in Fischer-Tropsch process in order to produce wide

variety of liquid and transportation fuels.
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3.2.1.2 Thermodynamics

As shown in Equation (3.1 and 3.3), steam methane reforming reaction is highly
endothermic; therefore, the reaction requires high temperatures to obtain high hydrogen
productivity. Also, because reforming is accompanied by a volume expansion, it is
favored by low pressure. On the other hand equation (3.2) is a water gas shift (WGS)
reaction that is slightly exothermic and favors a low temperature condition while
unaffected by changes in pressure. The changes in enthalpy and Gibbs free energy can be
calculated; along with the corresponding equilibrium constants. The reaction requires
certain temperatures to achieve sufficient activity Figure 3.1 shows the variation of Gibbs
free energy as a function of temperature in the form of Ellingham type diagram for three
representative reactions during steam methane reforming process: steam methane

reforming, methane decomposition and carbon gasification [Rostrup Nielsen, 1984].
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Figure 3.1 Variation of Gibbs free energy as a function of temperature [Rostrup-Nielsen et al.,
2002]

AG declines as temperature increases for all three reactions, again reflecting the

endothermic nature of these reactions. It can be seen that methane decomposition, (line a)
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which leads to coke deposition, occurs at low temperature, around 500°C [Trimm et al.,
2001]. However, carbon gasification reaction (line b) and the steam methane reforming

(line c) require fairly high temperatures, (>700°C) to move forward.
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Figure 3.2 Equilibrium methane conversions at different temperatures, steam to carbon ratios and
pressures obtained by thermodynamic calculations [Rostrup-Nielsen et al. 2002]

This makes heat transfer a critical reactor design component. It also shows the specific

thermal requirements for material used for reactor manufacture. The equilibrium methane
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conversions with increasing temperature calculated at different steam to carbon ratios and
pressure between 1 and 20 bar are shown in Figure 3.2. The methane conversion
increases with higher steam to carbon ratios and decreases with increasing pressure. A
complete conversion of methane could be achieved at around 700°C at 1 bar pressure and
the steam to carbon ratio of above 2.5, while a temperature above 900 °C would be
required to achieve the complete methane conversion at 20 bar pressure. Presence of
excess steam can suppress carbon deposition and avoid plant shut down caused by
catalyst deactivation [Barthamolew, 1982, Trimm, 1997, and Snoeck et al., 1997a,
1997b]. Therefore, although stoichiometrically only steam to carbon ratios of one is
needed for the steam methane reforming reaction, a 2.5-3.5 ratio is commonly used in
practical applications. This requires an additional amount of energy to produce the steam

[Rostrup-Nielsen 2002].

3.2.1.3 Kinetics and Reaction Rates Expressions

Many studies have been performed to investigate the kinetics of steam reforming, and
while there is general agreement on first order kinetics with respect to methane, the
reported activation energies span a wide range of values. This might be explained by
experimental inaccuracies due to transport restrictions in the sense of diffusion and heat
transfer restrictions in catalytic beds [Twigg, 1989]. A variety of kinetic models or rate
expressions have been reported. The reaction mechanism of steam methane reforming is
dependent on the catalysts, primarily on the active metal, the nature of the support and
operation conditions. An extensive study of the intrinsic kinetics of the reforming and
water gas shift reactions on a nickel based catalyst supported on alumina was performed
by Xu and Froment [Xu et al., 1989a]. They developed a model, based on a Langmuir-
Hinshelwood reaction mechanism, which includes as many as 13 reaction steps. The
reaction rate of each reaction depends on the rate coefficients of the reactions, which
incorporate temperature dependence, adsorption enthalpies, reaction activation energies,

and entropies. It is also a function of partial pressure of each species, equilibrium
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constants and adsorption constants [Hou et al., 2001, Rostrup-Nielsen 2002 and Gokon et
al., 2009]. All of these parameters included in reaction rate expressions can be calculated
experimentally according to different types of catalysts used in the experiments. The rate

equations of the steam reforming reactions (3.1-3.3) can be written as:

r,=k f(p.K)IZ(p.K)  j=123 i=CH,H,0,C0, H,,CO (3-7)

Where &, denotes the rate coefficient of reaction j, which incorporate temperature
dependence, adsorption enthalpies, reaction activation energies, and entropies. f, is a

complex function of the partial pressures and equilibrium constants. Z is a function of
partial pressures and the adsorption constants. The rate equations for the stoichiometric
steam methane reforming reactions to synthesis gas and water gas shift reaction (3.1-3.3)

are written as [Xu et al., 1989a]:
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The temperature dependence of rate coefficients (&, ,k,, k, ), adsorption coefficients of

the gases,(K ,K K ,K ) and equilibrium constants with temperature are
CHy co H»O

Hy

described by an Arrhenius type function [Xu et al., 1989a]:

kj = kj’0 eXp(—E/RgT) j=123 (3-12a)
k, =4.22x10'% exp(~240100/ R T) (3-12b)
k, =1.96x10° exp(~67130/ Ry T) (3-12¢)
k, =1.02x10'% exp(~243900/ R T) (3-12d)

To obtain the adsorption coefficient for each gas, the Arrhenius type function is used:

Kj =k, exp(-AH;/RgT) i=CH, H,0,C0,,H,,CO (3-13a)
K, =665 10™* exp(38280/ Ry T) (3-13b)
K= 1.77x10° exp(~88680/ Ry T) (3-13¢)
K, =612x 1077 exp(82900/ Ry T) (5-13d)
K, =823x107> exp(70650/ RgT) (5-13¢)

The equilibrium constants for reactions 3.1-3.3 were calculated using the standard Gibbs

energy of each reaction at the corresponding temperature.

3

p
Hy CO

K & =—"2C = exp(30.42-27106/T) (3-14a)
pCH4pH20
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p, P
K =—"2S0 —exp(-3.798 +4160/T) (3-14b)
COpH20
4
P p
K, =K|*K) =HZ—C202=exp(34.218—31266/T) (3-14c¢)
p P
CHy4 HO

The kinetic expressions were combined with conservation equations to give the reaction

rates of each component:

r :—(r1 +r3)
r :—(r1 +r +2r3)

Ty = (3r1 o+ 4r3 )

Yeo =(r1 —r2)

rCO2 = (r2 +7r )

CH,
|‘L;3 CDE

CO
Reversible step
L=

Irreversible step

Quasi-equilibrated step
- &

cO

Figure 3.3 Sequence of elementary steps involved in the steam methane reforming an
shift reaction over nickel based catalysts [Wei et al., 2004]
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3.2.2 Ethane and Propane

While natural gas reforming is the primary process for the industrial production of
hydrogen, the reforming of other gaseous hydrocarbons such as ethane and propane, has
been also explored for the production of hydrogen. The reforming of propane received
particular attention in recent years because it is the primary constituent of liquefied
petroleum gas (LPG) which is available commercially and can be easily transported and
stored on site [Ogden et al., 1999 and Trimm et al., 2001]. Chemistry, thermodynamics
and kinetics of steam reforming of ethane and propane are briefly discussed in this

section.

3.2.2.1 Chemistry, Thermodynamics and Kinetics

Steam reforming reactions of ethane and propane are presented by equations (3.16a) and

(3.16b) [Rostrup —Nielsen, 1984]:

CyHe +2Hn0 <> SHo +2C0 AH 0298 = +375kJ /mol (3-16a)

C3Hg +3H0 <> THo +3CO AH 298 = +497 kJ / mol (3-16b)

Steam reforming of ethane and propane are endothermic and the endothermicity increases
with increasing carbon number. These reactions are generally carried out in wide
temperature range between 300 and 900 °C over a nickel or noble metal based supported
catalyst. Under the reaction operating conditions other reactions such as cracking into

carbon and hydrogen, cracking into methane can also occur [Rostrup —Nielsen, 1984]:

CrHg <> 3HA +2C AH 998 = 48547 / mol (-17q)
2Hg 2

CyHg <> 4Hy +3C AHY998 = +104 k7 / mol (3-17b)
3Hg 2
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Similar to steam methane reforming process, the steam reforming of higher hydrocarbons
in practice is also performed at higher steam to carbon ratios, typically between 1.5 and
3.5 in order to reduce the risk of carbon deposition. The nickel based catalysts known for

steam reforming of natural gas is also active for steam reforming of C,-C,

hydrocarbons. These reaction rates of the reactions are greatly attenuated in industrial
tubular reactors by mass transfer resistance within the catalyst pellet and, to a lesser
degree, by heat transfer resistance from the bulk fluid to the catalyst pellet surface. As
with any intrinsic rate relationships, these rate expressions must be used in conjunction
with a reactor model that accounts for these resistances for the model to be useful in
assessing reformer performance and predicting the process as independent conditions are
manipulated. The rate expression for steam reforming of higher hydrocarbons is written

as [ Rostrup —Nielsen, 1984]:

(3-18)

Each rate constant, (k,, K,) is a function of temperature and has its own pre-Arrhenius
factor, as well as an activation energy (for k), and heat of adsorption (for K ;). The same
K, and K, , is used for each reaction. These two are functions of temperature, with
their Arrhenius factors and heats of adsorption. &k, and K, values for each reforming

reaction for hydrocarbons higher than methane are derived from rate data reported in the
literature [Adris, 1996 and Rostrup-Nielsen, 1984], and validated with reformer outlet
compositions measured in industrial furnaces. Each reaction also has an effectiveness
factor associated with it. For higher hydrocarbons, equation (3.18) is expressed as

follow,[ Rostrup —Nielsen,1984]:
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E

1= kj* exp(— RqT

a b c
V(P N * P *p, ) molel(kgears) (3-19)

For a nickel based catalyst the following expression was obtained for a steam reforming

of Ethane and Propane [Rostrup—Nielsen, 1984]:

5 9100
=22%*] )%
r ’ 0~ exp( T )*(

o )22, 70 (0, )P mole (kg ear ) (3-20)

CprHg H»O

wiald
1.35%10"% exp( e

-22.78
B T HyO

" e mole (kg cqr-s)  (3—-21)

0.86
1+5248(p, )
The reaction order with respect to steam decreases with increasing temperature from 0.6
at 700 (K) to 0.2 at 900 (K). Kinetic parameters for the steam reforming of gaseous light

hydrocarbons over various supported catalysts are presented in Table 3.1.

Hydrocarbon Catalyst Temperature  Pressure  Order with Respect to  Activation
Range (°C) (MPa) Energy
Hydrocarbon  Steam (kJ/mol)
CH; Ni/MgO 350400 0.1 0.96 -0.17 60
C,H; Ni/MgO 450-550 0.1 0.60 -0.40 76
C,H; Ni/MgO 300-350 0.1 0.95 -0.46 81
C;H; Ni/a-AlLO; 500-640 0.1 0.75 +0.60 67
C;Hg Ni/MgO 300-350 0.1 0.93 —0.53 45
C,Hy Ni/#Al,O4 425475 30 0.00 1.00 54
CHy Ni/Si10, 400-450 0.1 0.00 1.00 -
C.Hio Pt—Ni/ 330-395 0.1 1.20 —0.18 81
5-Al, 0,

Table 3.1 Kinetic parameters for steam reforming of gaseous light hydrocarbons, over various
supported catalysts [Trimm, 2001]

3.2.3 Ethylene and Propylene

Ethylene and propylene can be steam reformed at high temperatures to produce hydrogen

and synthesis gas. Steam reforming of alcohols such as methanol and ethanol is generally
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considered as promising process for generating hydrogen especially for on-board fuel cell
applications due to their easy availability, ability to transport, and reaction simplicity
[Gencieu, 2002]. Both have high hydrogen to carbon ratio and they could be synthesized
from renewable sources such as biomass [Deluga et al., 2004]. Unlike hydrocarbon fuels,
methanol and ethanol are free from sulfur and this avoids additional sulfur removal step
in the fuel processing. Alcohols can be reformed at lower temperatures of around 300 °C
and this makes the fuel processing relatively simple and less complicated. Steam
reforming is performed over Cu based catalysts or noble metals based supported catalysts
in the temperature range between 200 and 300 °C at atmospheric pressure. Steam to

carbon ratio is usually set between 1 and 2.

100

—100

AG® (kJ/imol)

—2007 4. C,H.OH + H,O
1 2.CO +H,O = H, + CO,
] 3. C,H;OH = CHZCHO + H,
—3007 4. C,H.OH = C,H, + H,O
1 5. C,H;0H =H, + CH, + CO
: 6. CoH;OH + 3H,0 = 6H, + 2CO,
‘—400 LEse, TR R B Pl TS RS S PR S N P SR R i S S R . B . L N R BRSNS GNELSRE] S SLichE SR AN I S e B

100 200 300 400 500 600 700 800 9S00 1000
Temperature (°C)

Figure 3.4 Free energy changes in the steam reforming, decomposition, dehydrogenation and
dehydration of ethanol [Velu et al., 2007]

Higher steam to carbon ratios could favor the water gas shift reaction (WGS) which can
reduce carbon monoxide concentration in the product stream and can also help in
avoiding carbon formation on the catalyst surface. The reaction is highly endothermic

and requires external heat supply. The process is highly efficient as hydrogen is coming
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from both alcohol and water. Several other competing reactions such as dehydration to
ethylene can also occur during steam reforming process at low temperatures. The
variation of free energy values with respect to temperature for steam reforming of ethanol
and accompanying reactions are shown in Figure 3.4. The values for steam reforming
reactions to produce synthesis gas, (line 1) and hydrogen and carbon monoxide (line 6)
become more negative above 200 °C, implying that these reactions are
thermodynamically more favorable with increasing temperature. The free energy changes
for the other reactions such as steam reforming of ethylene which could be formed as

intermediates during the steam reforming of ethanol are shown in Figure 3.5.

150

—250
_,1.CH4+H20 =3H2+C
12. CH,CHO = CH, + CO
—3504 3. CH,CHO + H,0 = 3H, +2CO
] 4 02H4 + 2H20 = 4H2 + 2CO

15. CH3;CHO + 3H,0 = 5H, + 2CO
—450 III1|3IIII|Tlll2|iI[I|I2I-'-II|II23I|IIII|IIII|IIII

100 200 300 400 500 600 700 800 900 1000
Temperature (°C)

Figure 3.5 Free energy changes in the steam reforming of acetaldehyde, ethylene, and methane
[Velu et al. 2007]

Side products like ethylene are steam reformed at high temperatures to produce synthesis

gas. As can be seen a temperature of above 250 °C is required for steam reforming of
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ethylene, (line 4). The reaction rate of ethanol steam reforming reaction is written as
[Therdthianwong et al., 2001]:

=778%(p _ )22x(p (3-22)

r
Ethanol Ethanol Hy0

Akande employed a power law model and expressed the rate equation in an exponential

type function [Akande, 2005]:

E

=k *exp ReT x ca (3-23)

Ethanol

r
Ethanol

Where £, is the rate constant of the reaction, E is the activation energy and T is the

absolute temperature. The kinetic rates of steam reforming of ethanol over various

supported catalysts are listed in Table 3.2.

Catalyst Temperature Rate Constant Order Energy of
(°C) W.I.L Activation
Ethanol (E = kJ/mol)

NifALO, 400 77.8 kmol/kg,,/sfatm®** 2.52 NA
NifY,0, 250-350 2.95 x 107 m¥/kg..fs 1 7.04
NifAL O, 250-350 2.32 x 1077 m¥/kg..s 1 16.88
NifLa, 0y 250-350 19.1 x 107 m/kg /s 1 1.87
NifAlLO, 320-520 NA 0.43 4.41
Cu-plated 250-300 NA 1 149

Raney nickel

Table 3.2 Kinetic data of the steam reforming of ethanol over various supported nickel catalysts
[Velu et al. 2007]

Intrinsic reaction rate relationships have been derived for steam reforming of ethylene
and propylene based on Langmuir-Hinshelwood adsorption and reaction mechanisms.
Regarding propylene reforming reaction, intrinsic kinetic expressions reported by

Figueiredo and Trimm are adopted [Figueiredo et al., 1978]:
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pC H,
r =2.81%1072 —— 376 #exp(—8000/T le/(kg .. 3.24
C3Hg 1+0-09PC3H6 Xp( ) mole ( gcat S) ( )

As mentioned, kinetics expressions for steam reforming of other hydrocarbons are

presented in Table 3.1.
3.3 Catalytic Fixed-bed Reactors

In chemical engineering processes, fixed bed reactors are very widely used, particularly
for solid-catalyzed reactions in which the packing serves as the catalyst. Fixed bed
reactors are preferred because of their simpler technology and ease of operation. As
shown in Table 3.3, the major part of the catalytic processes of today’s chemical and
petroleum refining industries is carried out in fixed bed reactors [Froment, 2011]. In the
fixed bed reactors, reactions take place on the catalyst particles (pellets) which are placed
inside the reactor tubes either randomly or structurally [Agar, 1999]. The feed is given
from one end of the reactor and products are taken from the other end of it. As shown in
Figure 3.6, according to the energetic nature of the reaction, the heat is either supplied to
the tube wall or taken out. In order to model a packed bed reactor, transport phenomena
occurring in the bulk fluid, in the pellet, and at their interfaces must be considered
utilizing the appropriate reaction rate expressions. In the design of these devices, fluid
dynamics plays an important role, since the transport of chemical species, mixing or
contacting catalytic surfaces is entirely described by the fluid dynamical conservation
laws. The contacting of the solid by the gas tends to be quite uniform, and long contact
times are possible. Fixed bed reactors are more difficult to control because of the process
being distributed, nonlinear and sensitivity towards disturbances [Froment, 1972, 1974,
Finalyson et al., 1981, Smith et al., 1982 and Folger, 2011]. Multi-tubular packed bed
reactors composed of several vertical tubes with low tube to particle diameter ratios are
especially selected for strongly endothermic reactions like steam reforming reactions.
Steam reforming reactions take place in a catalytic fixed bed reactor filled with nickel or
noble metal based catalysts particles. Due to the high heat input through the reformer

tube wall and the endothermic reforming reactions, the catalyst tubes are exposed to
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significant axial and radial temperature gradients [Rostrup-Nielsen, 1975 and Rostrup-
Nielsen et al., 1988], therefore, packed beds have low diameter to height ratio to ensure
efficient heat transport in radial direction. Scale up must often be done using many small
diameter tubes in parallel rather than a single, large diameter bed. When the ratio of tube
to particle diameter is low, the presence of the wall causes changes in bed structure, flow
patterns, transport rates and the amount of catalyst per unit volume. In particular, the
particles close to the wall will behave differently to those inside the bed. The velocity
profile is quite complex in fixed bed reactors. When measured at a small distance from
the surface of the packing, velocities are found to be approximately uniform except near

the tube wall. Random packing gives more void space and thus higher velocities near the
wall. Also, the large particle sizes needed to minimize pressure drop lead to diffusional

resistances within the catalyst particles.

Catalysi particles

1

External wall
(Constant Temperature)

=t N = = TV = Y

1=y ] X
AR SN T R R L S D

r

;l\ L
i
Fi
A

Feed gas

Figure 3.6 Schemes of the reformer tube, commercial and equivalent catalyst particles. Low
diameter to height ratio ensures efficient heat transport in radial direction.

If catalyst deactivation is rapid, the fixed bed geometry may cause problems in
regeneration. The tubes are heated by radiation from furnaces or by electrical heating
bends. Effective heat transport to the reactor tubes and further into the centre of the

catalytic fixed bed is a very important aspect during design and operation of steam
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reformers. The challenge is to develop a better understanding of the interactions between
flow patterns, species pellet diffusion, and the changes in catalyst activity due to the
temperature fields near the wall region for modeling and design of these systems. The
number of tubes in one unit is decided by the maximum feasible tube length. It would be
economical to rather have a few long tubes than many short tubes but there is a limit of
tube length determined by the risk of tube bending and by the pressure drop in the fixed
beds. The maximum tube diameter is decided by the ability for efficient radial heat
transport in the packed bed and the minimum tube diameter is restricted to the practical

possibility for catalyst loading.

Basic chemical industry Petrochemical industry Petroleum refining

Steam reforming Ethylene oxide Catalytic reforming
CO conversion Vinylacetate Isomerization
Ammonia synthesis Maleic anhydride Polymerization
Sulfuric acid synthesis Phthalic anhydride Hydrocracking
Methanol synthesis Styrene Hydrodesulphurization

Table 3.3 Main chemical and petrochemical processes using packed bed reactors

In order to model a packed bed reactor, transport phenomena occurring in the bulk fluid,
in the pellet, and at their interfaces must be considered utilizing the appropriate reaction
rate expressions. According to the early classification [Froment et al. 2011], packed bed
reactor models can be grouped in two categories; the pseudo-homogeneous and the
heterogeneous models. Pseudo-homogeneous model consider the bed as a single phase,
and lump the gas and solid phases together in the reactor modeling mass and energy
balance equations. For very rapid reactions with important heat effects, it may be
necessary to distinguish between conditions in the fluid and on the catalyst surface or
even inside the catalyst. In case of heterogeneous models, gas and solid phases are
modeled as separate mass balance and energy balance equations by considering
interfacial gradients of temperature and concentration. In other words, in the pseudo-
homogeneous model, the temperature inside the particles is not important, and the

concentration and temperature in the internal field are the same as those in the external
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field by which the reaction rate is obtained. However, in the heterogeneous model,
transport processes play a finite role and the equations for the internal field have to be
solved in order to obtain the reaction rate [Rostrup —Nielsen, 1988, Quinta et al., 2009
and Kvamsdal et al., 1999]. One of the important pseudo-homogeneous modeling
applications on the methane steam reforming reactions is performed by Xu and Froment
[Xu et al.,, 1989b]. They investigate the diffusional limitations of the intrinsic rate
expressions and made a reactor simulation. There are also other results available
comparing a pseudo-homogeneous and a heterogeneous two-dimensional models [De
Wasch et al., 1972, Wijngaarden et al., 1989, Borkling et al., 1992, De Groothe et al.,
1995, Froment, 2000, Piia et al., 2001 and Cao et al., 2005].

3.3.1 Role of Catalyst

In all reactors the desired conversion takes place on the catalyst and the role of the
catalyst in all processes is to achieve equilibrium conversion as far as possible and
maintain low pressure drop and in tubular and convective reformers to keep low tube
metal temperatures. The catalyst should be mechanically stable under all process
conditions. Breakdown of the catalyst pellets may cause partial or total blockage of the
tube [Rostrup-Nielsen, 1984]. The catalyst must have sufficient activity, resistance to
carbon formation and mechanical strength and are dedicated to serve in high temperature
and high pressure conditions to meet the requirements for the reformer operation. Side
reactions such as carbon formation are eliminated by use of proper catalyst type,
controlled catalyst bed inlet temperature and a given steam to carbon molar ratio
depending to the type of the feed. The particle size plays an important role for steam
reforming catalyst activity. Smaller particles will provide a larger surface for reaction and
hence improved catalyst activity. The catalysts can also be modified by basic metal
oxides to be more carbon resistant. On the other hand, the shape of the catalyst pellet
should be optimized to achieve maximum activity with minimum increase in pressure

drop. The pressure drop depends strongly on the void fraction of the packed bed and
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decreases with increasing particle size. The space velocity is used to determine the
necessary catalyst volume for a given amount of feed but this parameter gives no
information about pressure drop , heat transfer or carbon formation, so advanced models
are necessary to evaluate a design. The catalyst ensures equal distribution of flow across
the catalyst bed to protect the local overheating of the reactor tube leading to the shorter
life of the reactor [Rostrup-Nielsen, 1988]. The activity of a catalyst is related to the
surface area. The higher the active surface area of the catalyst, the greater the number of

product molecules produced per unit time. Therefore, much of the art and science of
catalyst preparation deals with high surface area materials (typically 100400 m’/g).

These are prepared in such a way that they are often crystalline with well-defined
microstructures and behave as active components of the catalyst system in spite of their
accepted name, supports. The (transition) metal atoms are then deposited in the
micropores, and the sample is subsequently heated and reduced to produce small metal
particles. Although the nickel surface area is generally increased with higher loadings, the
dispersion or utilization of the nickel tends to decrease with increasing nickel content.
Hence, the activity will not increase any further. In order to fulfill all the catalyst
requirements in industrial practice, steam reforming of light hydrocarbons is performed
over nickel or noble metal based catalysts. Nickel has been the favored active metal
because of its sufficient activity and low cost compare to noble metals. Nickel is typically

supported on alumina a refractory and highly stable material. The typical 4/,0, support

for steam reforming catalysts is acidic and favors hydrocarbon cracking and
polymerization. These catalysts are shaped into an optimal form, often in the form of
multichannel wheels or cylindrical shape with one or more internal holes, as seen in
Figure 3.6, in order to have a better heat and mass transfer and to minimize the pressure
drop under the industrial operating conditions [Richardson et al., 1999 and Armor, 1999].
The nickel based catalysts suffer from catalyst deactivation by coke formation and
sintering of metallic nickel active phase. Research has been undergoing to address these

issues employing different approaches, including catalyst preparation and support
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materials [Trimm, 1977, 1997, Sehested, 2001 and 2006]. Another major type of steam
reforming catalysts is based on noble metals. The serious coking problem with nickel is
caused by the formation, diffusion and dissolution of carbon in the metal [Rostrup-
Nielsen, 2004]. However, carbon does not dissolve in noble metals yielding much less
coking in those systems. Ru, Rh, Pd, Ir, and Pt were examined for their reforming
performance. Ru and Rh displayed high reforming activity, stability and low carbon
formation rates [Rostrup —Nielsen, 1984, Ridler et al., 1989 and Twigg, 1989]. However,
the cost and availability of noble metals limit their application [Rostrup-Nielsen, 2002
and Nurunnabi et al., 2006].
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4. Modeling of Steam Reforming Reactors

4.1 Introduction

Although the steam reforming process may appear straightforward from an overall
consideration, in reality it is a complex coupling of catalysis, heat and mass transfer and
mechanical design. The progress in steam reforming technology has resulted in less
costly plants, in parts because of better materials for reformer tubes, better control of
carbon limits, and better catalysts and process concepts with high feedstock flexibility.
This progress has been accompanied by a better understanding of the reaction
mechanism, the mechanism of carbon formation and sulfur poisoning, and the reasons for
tube failure. Reactor modeling is an essential step in a scale up of new steam reforming
reactor. Modeling of steam reformers has always been a challenge to chemical engineers
and fixed bed modeling is one of the first applications widely used for steam reforming
[Aris, 1969 and FElnashaie, 1992]. Recently, process modeling and simulation have
attracted more attention because it can provide valuable data for design and optimization
of commercial reactors. Process modeling result can also significantly improve the
efficiency of steam reformer design and development and economic analysis, which is
important for the success of steam reforming industry operation. Commercial processes
for steam reforming use tubular reactors packed with supported nickel or noble metal
based catalysts to improve the efficiency of the process. In the conventional reactors,
strong endothermic reactions occur at high temperatures and conversion rate is high. In
these conditions the reaction becomes diffusion controlled and as it is mentioned earlier,
a suitable catalyst structure design play an important role in obtaining high activity and

stability.
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4.1.1 History of Steam Reforming Process

Numerous studies have focused on the kinetics of methane steam reforming therefore
methane steam reforming kinetics in a conventional fixed bed reactor has been well
described, especially on Ni catalysts [Bridger, 1980, Rostrup-Nielsen et al., 1988, Xu et
al., 1989a, Aparicio, 1997, Luna et al., 1997, Craciun et al., 1998, Hou et al., 2001 and
Kvamsdal et al., 2006]. Currently, the most accurate kinetics to represent the reforming
reactions, particularly the Langmuir—Hinshelwood (Houghen—Watson) type expressions
is reported by Xu and Froment [Xu et al., 1989a]. The mathematical model consists of a
set of coupled ordinary or partial differential equations which can be solved with a
standard numerical technique along the length of the reactor. A key concern is however
that many kinetics and transport correlations have also been developed for the
conventional models. Scale up requires a critical evaluation of all transport correlations,
before they can be applied in numerical models. Conventional modeling of the catalyst
side distinguishes the significance of the catalyst particle itself for the reactor
performance and how heat transfer is taken into consideration. A given reactor can be
modeled in different ways which are grouped in two broad categories: pseudo-
homogeneous and heterogeneous models [Froment 1972, 1974]. Several comprehensive,
reviews have been written about steam reforming of hydrocarbons [Ridler, 1989, Liu et
al., 2010 and Rostrup—Nielsen et al., 2011] and different types of catalytic reactors have
been suggested. In addition, different methods have been used to address and simulate the
steady state and non steady state operation of catalytic steam reformers [Yu et al., 2001,
Robbins et al., 2003, Zanfir et al.,, 2003 and Kolios et al., 2004]. One of the most
important pseudo-homogeneous modeling applications on methane steam reforming
reactions was carried out by Xu and Froment [Xu et al.,, 1989b]. They calculated
diffusional limitations of the intrinsic rate expressions previously obtained by them [Xu
et al., 1989a] and made a reactor simulation. They measured the pore size distribution of
the steam reforming catalyst and calculated the effective diffusivity. A modified

collocation method was used to obtain parallel pressure profiles of the reacting
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components in the catalyst pellet. The simulation results were discussed in detail with an
industrial steam reformer. A two-dimensional pseudo-homogeneous dispersion model
was used to simulate a steam reformer by Kvamsdal et al. [Kvamsdal et al., 2006],
considering the kinetic model given by Xu and Froment [Xu et al., 1989a] with
additionally coke formation. The heat transferred to the reactor tube was calculated by
axially varying overall heat transfer coefficient multiplied with a temperature change.

A heterogeneous model including coupled chemical reactions and diffusional limitations
in catalyst pellet was derived by Salmi and Warna [Salmi et al., 1991], for fixed bed
reactors. Froment [Froment, 2000] generated a model for the conceptual design of new
reactor configurations and given its fundamental kinetics basis, for the development of
more performing catalysts considering the steam and carbon dioxide reforming of natural
gas. Pedernera et al. [Pedernera et al., 2003], analyzed the steady state operation of large
scale primary reformers by means of a two dimensional heterogeneous model. The model
accounts for the strong diffusion limitations in the catalyst particle at each axial and
radial reactor position. The kinetic model reported by Xu and Froment [Xu et al., 1989a]
was adapted, and therefore, to evaluate diffusional resistances the particle mass balances
were numerically solved. The reforming unit which had cylindrical catalyst particles with
cylindrical holes was studied by such a simplification that the complex geometry of the
catalyst particles was represented by an equivalent annular model. As being a
heterogeneous model, the governing equations for the bulk and the catalyst particle were
generated for this system. For the catalyst particle, the effective diffusivities were
calculated using expressions given by Xu and Froment [Xu et al., 1989a]. A two
dimensional heterogeneous model, which accounts for transport in solid and fluid phases
with axial and radial dispersions, was considered by Machac et al. [Machac et al., 2006]
for studying heat and mass transport in a catalytic bed reactor where exothermic carbon
monoxide oxidation reaction takes place. In the model for mass and energy balances,
partial differential equations were considered in the fluid phase, and ordinary differential
equations were used in the solid phase. Quinta et al. [Quinta et al., 2009], solved a

heterogeneous two dimensional model to simulate a methane steam reformer with large-
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pore catalysts, considering the strong internal mass transfer restrictions rigorously. In
spite of this, the reforming reactions were represented by a first order single reaction;
therefore, the diffusion reaction equation has a simple analytical solution. Cao et al. [Cao,
et al., 2005] mathematically described and experimentally demonstrated the micro-
structured catalysts used for steam methane reforming reaction in microchannel reactors.
Two types of structures were evaluated in microchannel reactors and simulated with the
developed heterogeneous reactor model. The modeling technique described in the paper
provides a convenient way to evaluate variables in designing more efficient catalysts for
steam methane reforming process. More recently Dybkjaer et al. and Liu et al. [Dybkjaer
et al., 1995 and Liu et al., 2011] provide a general overview of synthesis gas technologies
as well as in depth analysis of steam reforming process, provide a comprehensive
introduction to this complex field, complete review of the works done in last decades and
give a detailed analysis of the catalyst and process problems. They tackle crucial aspects
in light of the new directions in the energy industry, in particular how to integrate fuel
processing into contemporary systems. It comprehensively covers hydrogen and synthesis
gas production and steam reforming process from its fundamentals to practical

applications.

4.2 Modeling

4.2.1 Pseudo-Homogeneous Models

The model, used in most of the studies, is the pseudo-homogeneous model, which
considers transport by plug flow in the reactor. Pseudo-homogeneous reactor models do
not distinguish between the gas and solid phases in the fixed bed. The temperature
pressure and concentrations are equal inside the catalyst or in the gas phase but rather
involve averaged properties for both phases. The reaction rates are effective rates and
calculated from bulk concentrations and temperatures. The reaction rates include

effectiveness factors to compensate for the concentration differences between the gas and
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internal in the particles [Kvamsdal et al., 2006]. The void fraction in a cross section of the
bed varies from the wall to the central axis and concentration and temperature gradients
occur in axial and radial direction, [Delmas et al., 1988 and Papageorgio et al., 1995].
The Navier Stokes equations for the momentum of the fluid in axial and radial directions

are written as [Ergun, 1952]:

[ 42
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Where ¢ is given by the correlation of Ergun [Ergun, 1952]:
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Where, ¢ is the porosity of the packed bed.

The continuity equations for each gas component and the energy equation need to be
added to the equations above. The continuity equation for the key reacting component i,
and the energy equation can be written as follow in terms of concentration, single

reaction and steady state [Froment et al., 2010]:

o’c, yoc, oc, o,
Der( arz +;§) uza——u 87+pb(1_8)l"l.:0 (4-4)

10 oT
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The effective diffusion in radial direction describes the contribution arising from the

transport in the fluid and corresponds to the mixing.
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D, represents this parameter based upon the superficial flow velocity. Similarly, 4

er er

shows the radial thermal conductivity. The conservation equations can be expressed in
terms of partial pressures, p,, after introducing the ideal gas law and assuming no radial

change in total pressure. The axial dispersion is neglected as it is negligible compared to

the axial convective transport at the operating Reynolds number in steam reformers,
(103 - 104). The axial variations of the partial pressures are calculated as follow:

2
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The boundary conditions at the center line of the reactor and at the wall are written as

follow:

ap.

—l_p at  r=0 and r=R (4-Ta)
or

P;=X; ;P at z=0 (4-7b)

The sum of the balance equations for all the components, gives the total mass balance of
the reactor in the form of the axial velocity:

R
auz por “;0p g

=<~ £ —S-Sv.n.r. 4-8
oz T 0z poz p %-:VUUJF] (4-8)

The energy equation in the reactor is written as follow:

oT 1 10T 8 T
= U O 4 S 4py (=) S (A 1 (4-9)
/4 pf pl. r 81” j
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Where p, is the partial pressure of the component, u_ is velocity along the reactor, 7, is
the effectiveness factor, r, is the reaction rate of the reaction j, D, is diffusion

coefficient, p, is bulk density, 4, is thermal conductivity coefficient and ¢ is porosity of

the packed bed.

4.2.1.1 Boundary and Initial Conditions

The following general boundary and initial conditions are applied to the reformer

[Froment et al., 2011]:

z=0 C:CO

at N (4-10)
0<r<R T=T,
a =0 IR (4-11)
r=R or
at  p; Y A (4-12)
Oor
or h
/ - R N L Wyr _T 4-13
at = TReT) (4-13)

er

Where %, is the wall heat transfer coefficient. No distinction is made between the fluid

and solid phase. The effect of the bed void fraction and, therefore, of the flow velocity

profile is accounted for also in D, and 4, .

4.2.2 Pseudo-Heterogeneous Models

The Pseudo-heterogeneous model considers transport by plug flow again, but
distinguishes between conditions in the fluid and in the solid (catalyst) phase. For very
rapid reactions with important heat effects, it may be necessary to distinguish between
conditions in the fluid and on the catalyst surface or even the conditions inside the

catalyst [Froment et al., 2011, Wesenberg et al., 2001 and Pedernera et al., 2003].
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Heterogeneous models distinguish between the fluid phase and the solid phase to
correctly account for the heat transfer in the steam reformer reactor [De Wash et al.,
1972, Pina et al., 2001 and Wesenberg et al., 2006]. This model consists of separate
conservation equations for fluid and catalyst. Intra and external gradients are included
and kinetics rate expressions are intrinsic multiplied by catalyst effectiveness factors.
These considerations lead to the following mathematical model. The mathematical

formulation is divided in two sections and is written for fluid and solid phase.

4.2.2.1 Fluid Phase

The fluid phase modeling equations is written as [De Wash et al., 1972]:

oc, oC, 15 oc, )
Uz(iaz +I/lr78r ):;5(I”Der;)+kgav(cs _Cl) (4-143)
oT oT oT
S S\_10 S s
I %00, Ty h e (TS - 4-14b
prP(uZ Py tu, or ) rar(’” f o )+ fav( S f) ( )

Where, a,, is the specific surface area of the catalyst bulk per reactor volume.

In term of partial pressure and ideal gas assumption the above equations are written as

follow. No radial change in pressure is assumed:

k
%: ﬁ%+ﬁal_ gav(p._p.5)+i(al)i%+
0z u, 0z T oz ! ! u, or or
5 (4-15)
8pi_DeraiTapi Derapi

Der

8r2 T or or r or

The boundary conditions at the center line of the reactor and at the wall are written as

follow:

Pi

=0 at r=0 and r=R (4-16a)
or
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Pi =XiinD at z=0 (4-16b)

The sum of the balance equations for all the components, gives the total mass balance of

the reactor in the form of the axial velocity:

u_o a
E= 2 EP Vs k(9P (4-172)

The initial velocity at the inlet of the reactor is calculated from the molar input flow and
considering cross section area of the reactor and inlet pressure and temperature:
R, nT,

g
U,o= (4-17b)
PoA

The energy transport in axial direction is dominated by the transport from axial
convection, and thus axial conduction is neglected. With no radial convection, the only
energy transport mechanism in radial direction is the effective conduction. The energy

equation is simplified by assuming constant effective radial thermal conductivity:

or I 107 o%T

oz prPuZ R R

T7-7,5 4-18
er r 81" 81"2 fav( ) ( )

f

h, is convection heat transfer coefficient at the catalyst surface, and a,is the rate of

surface area of the bulk catalyst to the reactor volume. The initial temperature at the inlet

is a constant temperature.

4.2.2.2 Solid (Catalyst) Phase

When the resistance to mass and heat transfer inside the pellet is important, the rate of
reaction is not uniform throughout the particle. The solid phase modeling equations is

written as [De Wash et al., 1972 and Froment et al. 2011]:
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kgav (Cc SS -Ch=p, (=& (4-19a)

hpa (TS =T ):lﬁ(m aﬁ)w (1-e)Y (7.(-AH .)r, (4-19b)
SVES ST por Ter o 7 e T J7J

The steady state diffusion mass transport balance equation for formation of components

in a particle in cylindrical coordinates in term of partial pressures is written as [De Wash

et al., 1972 and Froment et al., 2011]:

ox

Pt _
(e > )——pcé;vl.jrj (4-20a)

9

D .
er,i py

D, . is the effective diffusivity for each component within the catalyst pellet and it is a

function of diffusivity, porosity, tortousity and Knudsen diffusivity. It is calculated by
[Rostrup-Nielsen, 1984]:

p =P - (4-20D)

¢, 1s pellet porosity and r, is the pellet tortuosity factor . At operating pressures which is

typical for steam reformers, it is shown that the Knudsen diffusivity is negligible
[Rostrup-Nielsen, 1984]. The mass balance equation is solved for the active layer of the
catalyst layer which is a fraction of the catalyst radius. The differential equation

describing heat transport in a cylindrical catalyst is written as [Froment et al., 2011]:

2
oT 10T
Al—=+—)=- (-AH .)r. 4-21
o 2+r8r) ZPC(U]( ])F] (4-21)
or j
Where, 4, is the catalyst thermal conductivity and assumed constant.
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4.2.2.3 Boundary and Initial Conditions

The following general boundary and initial conditions are applied to the reformer,

[Froment et al., 2011]:

_ C =C
a 270 N e (4-22)
0<r<R T, =T, =T,
at r=0 - Ezaﬁzo (4-23)
or Or
oT, T
at  r=0 BN A (4-24)
Or Or
% = oCs =0
at r=R - or or (4-25)
at  r=r, — C;=C%; (4-26)
at  r=r - T1=T° (4-27)

Where C*;,T° indicate the conditions at the surface of the catalyst. The above equations
have to be solved simultaneously with the Reynolds averaged Navier Stokes equations
and the Ergun equation given in previous sections to account for the radial void profile
and generate both axial and radial flow velocity components. In these equations it is
assumed that the heat transfer through the fluid and solid phase occur in parallel [Dixon

et al., 1979, 1984, Delgado et al., 2006, Wesenberg et al., 2006].

4.3 Effectiveness Factors

Heterogeneous equations are of second order and highly nonlinear. That means, iterative
solution procedure has to be necessary in each computational node. In order to consider

the intra particle gradients, the effectiveness factors were introduced. The effectiveness
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factors of the reactions are defined as the real reaction rates relative to the reaction rates
for a completely active catalyst with temperature and partial pressures equal to those at
the pellet surface. In the classical sense, an effectiveness factor is a factor that multiplies
the reaction rate at the particle surface conditions to yield the rate that is actually
experienced when the conditions inside the particle are different. For simple rate
expressions and particle geometries, such as spherical and cylindrical, analytical solutions
are available. In this case, the effectiveness factors are proportional to the particle
diameter. For the catalyst particles with holes it is shown that the effectiveness factors
varied linearly with surface to volume ratio and significant variations depending on
kinetics and operating temperatures are found, [Rostrup-Nielsen, 2002]. The

effectiveness factors are calculated by, [Froment et. al. 2011]:

o Rateof reaction with diffusion (4-28a)

n;= : : .
J Rateof reaction with surface conditions

y
p
[r.dv
0 J

n.= (4-28b)

J V rS
pJ

The steam reforming catalysts have a variety of shapes, but for all only a thin layer close
to the external surface is active. Therefore, planar geometry can be assumed. Then, the

volume of the active part of the catalyst is:
Vp =ayXrp (4-29)

Where, X is the radius of the active part of the catalyst. The effectiveness factor for this

system can be written as:

a P
n,=—>Y— [r.dx (4-30)
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Since the molecular diffusivity and thermal conductivity of the pellet catalyst are low,
there is a resistant to heat transfer in the catalyst pellet and according to the literature
effectiveness factors of the steam reformers are less than 0.5 [Rostrup-Nielsen, 2011].
Momentum equation which shows the pressure distribution in the packed bed reactor was
described by the Tallmadge who proposed an extension of Ergun’s equation under higher

Reynolds numbers [Ergun, 1952, Tallmadge, 1970 and Froment et. al., 2011]:

2
Jp cu
P

The friction factor is written as [Froment et al. ,2011]:

f= (1—38) 1'75_'_150(1—8) (4—31b)

& Re
p

For hollow cylinders and rings the equivalent particle diameter is calculated as:

= V(Cylznder? Em (4-31¢)
S(External Cylinder

_ V(Particle)* S(Extenal Cylinder) (4-31d)

S(Particle)* V (External Cylinder)
d
0
i 4-31

m= 2 2 (4-31e)

d.? d?

i i
Where,d and d; are the external and internal diameters of the hollow cylinder

respectively.
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5. Experimental Correlations for Packed bed Reactors

5.1 Introduction

In order to model a reactor correctly, it is necessary to estimate the heat and mass transfer
coefficients exactly. Empirical correlations for describing heat and mass transfer in
packed bed reactors have been studied theoretically and experimentally for long time,
[Dixon et al., 1979]. A great number of researchers have contributed to the knowledge of
the heat and mass transfer mechanisms and how these can be transferred to empirical
correlations. The estimated parameters from these correlations have wide range of variety
because of the various different type of catalysts used, and different experimental
methods and assumptions regarding the dependencies of the correlations. These
dependencies are the geometry and shape of the tube and pellets, the physical properties
of the fluid and the fluid velocity. These variations in correlations will be discussed in
this section. The values or expressions estimated are based on the information in the

literature or on assumptions that are usually used for this type of reactor.

5.2 Radial Effective Dispersion Coefficient

Dispersion plays an important role in reactant and product transport in packed bed
reactors. Dispersion in packed beds depends on length of the reactor, viscosity and
density of the fluid, ratio of reactor to particle diameter, particle shape and size
distribution, effect of fluid velocity and effect of temperature. When a fluid is flowing
through a bed of inert particles, one observes the dispersion of the fluid in consequence of

the combined effects of molecular diffusion and convection in the spaces between
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particles. Generally, the dispersion coefficient in longitudinal direction is superior to the
dispersion coefficient in radial direction by a factor of 5, for values of Reynolds number
larger than 10. For low values of the Reynolds number (Re<1), the two dispersion
coefficients are approximately the same and equal to molecular diffusion coefficient
[Rase, 1990 and Delgado, 2006]. The flow in a packed bed reactor also deviates from the
ideal pattern because of radial variations in flow velocity and mixing effects due to the
turbulence and the presence of the packing. The flux due to this mechanism is described
by Fick’s law equation for mass transfer or Fourier’s law for heat transfer by conduction.
The proportional constants are effective diffusivities and conductivities. At Reynolds
numbers of 10°—10*, as usually seen in steam reformers [Rostrup-Nielsen et al., 1988],
the axial dispersion is negligible compared to the axial convection. Therefore, only the
radial dispersion coefficients exist. The volumetric molar flux caused by dispersion is
modelled by Fick’s law and the effective radial dispersion coefficient of the packed bed,
is calculated as follow [Smith et al., 1982]:

10 Ox;
N.=——(E rC
l rar( tot 8r

(5-1)

Where, N, is total molar flux, and x, is mole fraction of each component.

Depending on the shape of the catalyst and due to wide range of experimental and
theoretical results there are many correlations available for dispersion coefficient in fixed
bed reactors. For design purposes, dispersion coefficient is usually expressed in the form
of Peclet number for dispersion and pellet diameter. One commonly used correlation is

suggested by Froment et al. [Froment et al., 1987]:

0 d
—+194¢F P2y 10(Re(1000 (5-2)
l‘

1

PeE

Where Peclet number is a function of radial dispersion coefficient and is expressed as

follow:
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Pey = dpuz /E,, (5-3)

In this context, it is interesting to consider the predicting accuracy of some alternative
empirical correlations that have been proposed to represent the experimental data in
liquid flow. These equations are dependent on molecular diffusion coefficient which is
presented by dispersion Peclet number such as the equation of Gunn [Gunn, 1969]:

1 1 1 £

_ L (5-4)
Pe p 7 Re Sc
p p

Where Reynolds, Schmidt, Peclet diffusion and Peclet thermal numbers are written as

follow:

u
Re =2 P goo S p - PZ (5-5a)
p D D

Where the Peclet diffusion number can be defined by Wen [Wen, 1975]:

Pep =40— 296_7/Rep for spheres 7, =1.41 (5-5b)
Pep =11- 4e_7 /Re, for solid cylinders 7, =1.93 (5-5¢)
Pep =9 —3.3e_7 /Re, for hollow cylinders 7, =1.8 (5-5d)

There is another empirical equation proposed for all type of catalysts [Wen, 1975]:

Pe=—T5 114 f P It 103 5-6
€E—W+ . or €D—D > (-)
p m

After extensive review of the empirical values and from the experimental results,
dispersion coefficient can be calculated according to the Schmidt and Peclet number
[Delgado , 2006]:

For Sc <550:
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3.83 —1.310g10(Sc) 17.5

bt 1548y, Pep) —12 1114 Pe, <1600
Pep © Per 12 1500 p Re 075
p D p
| 352509
= (0.0585c +14) — (0.58Sc + 2)exp(— 2>=2¢ ) Pe, Y1600  (5-7)
ep PeD
For Sc >550:
Lo U 1 g0 3% pe, )0268 Pe,, <1600
PeE T  Pe p D
p D
L 495-33.9%exp(-125¢ 0.5 P,)1600, (5-8)
PeE PeD

7 1s the tortousity factor for the packed beds and depends on the shape of the catalyst

P

particles [Gunn, 1969]:

v, =1.41, spheres, 7, =1.93, cylinders, 7, =1.8, hollow cylinders

5.3 Radial Heat Transport Parameters

Absolute values of heat transfer parameters that can be used for scale up are difficult to
determine due to very high gas velocities and heat fluxes in industrial units. The steam
reforming reactions are strongly endothermic and limited by chemical equilibrium. This
implies that for a new catalyst, the reaction will be close to chemical equilibrium in the
major part of the reformer tube, so variation in catalyst activities will only have a small
impact on the temperature profile. If, however, heat transfer is increased a corresponding
amount of heat will be absorbed, resulting in a higher equilibrium conversion and a
higher catalyst temperature. The heat transfer coefficient, as a good approximation, can
be considered independent of kinetics, when evaluating heat transfer data from
measurements including reaction, as long as the catalyst is highly active. The energy

transport in axial direction is dominated by the transport from axial convection, and thus
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axial conduction is neglected. With no radial convection, the only energy transport
mechanism in radial direction is the effective conduction. Due to the resistance to heat
and mass transfer in the radial direction the temperatures and conversions are not uniform
in a cross section. There is a need for a model that predicts the detailed temperature and
conversion pattern in the reactor. The heat transfer parameters in this model are the
effective radial conductivity and the wall heat transfer coefficient [Dixon et al., 1979,
1984, 1988, 1998 and Kvamsdal, 2006] and are generally expressed in form of
dimensionless groups and constants. Following is a review of the empirically developed

correlations in the literature.

5.3.1 Radial Effective Thermal Conductivity

Effective thermal conductivity of the packed beds depends not only on the shape and size
of the catalyst pellets but also on heat transfer mechanism and flow characteristics
including stagnation point which are explained by Reynolds and Peclet numbers
[Achenbach, 1995]. Due to dominant axial convection in steam reformers, axial term of
thermal conductivity is usually neglected. This effective conductivity includes conduction
in both the solid pellets and the gas phase and also some contribution from turbulence
and between pellets. There are wide varieties of correlations for the effective radial
conductivity in literature which are based on experimental results. Most of these
correlations include the stagnant term which depends on particle and gas thermal
conductivity and heat transfer [Wijngaarden, 1992, Peters et al., 1988, Borman et al.,
1992 and Dixon et al., 1998]. There is no dependency of effective radial thermal
conductivity on particle and tube diameter, (d,and d,) reported but tube to particle

diameter ratio play an important role in these correlations and usually is larger than 5 to
assure an appropriate packing at industrial conditions [Dixon et al., 1998]. Some of the
most important variables are as follow [Kunii et al., 1960, Dixon et al., 1979, Peters et al.,

1988, Borkling et al., 1992 and Wesenburg et al., 2006]:
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2
€ —21+0.23Re For cylindrs 25<Re, <350 (5-9)
2 p »

S
A, =037+2.54%1073 Re,  Forrings 50 < Re, <1500 (5-10)

sta Re Pr
A a5tas 2 p

o All type 100 < Re , <900 (5-11)
d
_ _p
Pey, =3.2+49.4 :

dp 2
(1-¢e)(—)
8if dt
A =A,+4 (1+ *
er "f e h d ) 5334, o0.1| Forcylinders Re, >40 (5-12)
Wit 14 €y ?
h d
L wp o c
Aoy = )stag +L(;26Rep For cylinders 100 < Re ;, <400 (5-13)
1+46(- 22
d
t
A" is measured in stagnation point:
) ) Ac —Af
0.895(1—¢ )| In| =& —0.5439(— —1) |- 0.4561
) p Af Af Ac
2798 =), A 5-14
e ths 7, (5-14)
0.3521( )

C
In the above equations, Pe,is Peclet thermal number and is calculated according to

Reynolds and Prandtl numbers:

C
Hrtp Pe

= =Re Pr (5-15)
j’f p P

u_p d
Re =2/ P p
p P

,Uf p
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It is proved that effective radial thermal conductivity decreases with increasing the length
of the reactor. It is also observed that effective thermal conductivity decreases strongly in
the vicinity of the wall which is probably due to the variations in the packing density and

flow velocity. It is found that radial thermal conductivity is dependent on d /4 but has

no dependency on d, and d, [Achenbach, 1995]. The shape of the packing catalysts also

effects thermal conductivity and can enhance heat transfer within the reactor.

5.3.2 Wall Heat Transfer Coefficient

The wall convection coefficient is more difficult to correlate due to the large variation in
velocity profile close to the wall. Experimental and empirical correlations show that there
is a relation between tube wall convection coefficient and radial convective coefficient
which is expressed in form of Nusselt or Biot number and is a function of Reynolds,
Peclet or Prandtl number [Dixon et al., 1998]. Different equations for wall heat transfer
coefficient can be found in literature, depending on particle type, size and tube to particle
diameter ratio [Dixon et al., 1988 and 1998 , Tsostas et al., 1990 and Pedernera et al.,
2003]. The power of the Prandtl number is usually 0.33 but it should be noted that it may
change significantly in the reactor from inlet to outlet. This is not only caused by
temperature but also by changes in gas composition, since steam and hydrogen have
different thermal conductivities. The power of the Reynolds number at high velocities has
values between 0.5 and 1 in the literature and any references use 0.75. The most
important correlations for the wall convection coefficient are [Peters et al., 1988, Tsostas

et al., 1990, Derekx et al., 1997 and Pedernera et al., 2003]:

03 20 < Re,, < 7800

Nu,, =0.17Re O X j (516
spheres -

P 0.05 <d—p< 0.3

t

d

N ~0..4 : ]
Blw(d_t) = 3Pep rings 20 < Pe, > 350 (5-17)
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d
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d
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0.1<—£2<0.6
d

t
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0.1<—£2<0.6
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150 < —— <1000
g
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dp

100 < Re, <2000

Rep > 50

1< Pe, <2*10"

d
1.17 < —+ <51
d

p

Dimensionless groups are presented by following equations:

, d dp b C

Nu = —5 Re =u_p,—, Pr_=u

woTw oy p zUf p f
f Hy f
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5.3.3 Component Diffusion Coefficient

Diffusion coefficient of each gas component in the gas mixture is estimated by
correlation of Wilke [Wilke, 1950 and Perry et al., 1997]. The diffusivity of a component
i in a gas mixture is expressed by the binary diffusion coefficients and the mole fractions

of each component:

—

D .=— (5-27a)

> [
k¢iDi,

k

The binary diffusion coefficients are given as a function of diffusion volumes [Fuller et
al., 1966 and Perry et al., 1997]:

0010137175 L 1172
M. M

Dy = Lk 3 (5-27b)
p[(zm“?’ +(2V)“3}
] k

1

5.4 Catalyst Parameters

For very rapid reactions with an important heat effect it may be necessary to distinguish
between conditions in the fluid and on the catalyst surface or even inside the catalyst.
Heterogeneous models use parameters which present heat and mass transfer between
catalyst and gas phase and reaction rates are calculated from the particle internal

concentrations. These parameters are discussed briefly in this section.

5.4.1 Mass Transfer Coefficient of the Catalyst Particles

Mass transfer coefficient of the catalyst pellet is calculated from different correlations.

Following correlations are suggested for k,, [Wakao et al., 1978, Cussler, 1997 and

Comiti et al., 2000]:
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Sh,=2+11Re 9-65c 0-33 5<Re<10* (5-28a)
p

Sh, =1.15u, Re,,** 5¢ = Re <10° (5-28b)
Sh, =0.4548 = Re 4! 5¢ 70 10<Re<1.5*10* (5-28¢)
&
k d
Dimensionless Sherwood number is written as: Sh =-S5P (5-28d)
P p fDm

5.4.2 Convection Heat Transfer Coefficient of the Catalyst Particles

The convection coefficient between the gas and catalyst pellets is calculated, by

following equations [Handley et al., 1968 and Wakao et al., 1979]:

0.255
Nu ) = TPrpo'?’ Re 00 Re <10° (5-292)
Nupy =2+1.1Pr, %3 Re 06 10° <Re <10* (5-29b)
hfd
Dimensionless Nusslet number is calculated as: Nu = : P (5-29¢)
A

5.4.3 Conductive Heat Transfer Coefficient of the Catalyst Particles

Conductive heat transfer of the catalyst pellet depends on the catalyst materials and is

used according to catalyst materials and the data sheet of the manufacturer.

5.5 Thermodynamic of the Gas Mixture

The gas mixture in the packed bed reactors is considered as ideal gas and all its properties

are function of temperature, pressure and composition of the mixture.

5.5.1 Density
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The ideal gas law is used to calculate the gas density of the mixture which is the best

approximation at high temperatures:

Py :—ix.M. (5-30)

5.5.2 Thermal Conductivity

Polynominal equations are used to estimate the thermal conductivity of pure gases. The

polynominal constants are shown in Table 5.1[Reid et al., 1987 and Poling et al., 2001]:

_ 2 3
Al. = Al. +BiT+CiT +DiT (5-31a)

The gas mixture conductivity is calculated by [Reid et al., 1987 and Poling et al., 2001]:

PO L 5-31b
f _%é xi i ( - )
> 9
U+ V200 M)V 42
1 J J 1
4, = 7 (5-31¢)
J B(1+ (M /M )
i=1(CHy) i=2(H,0) i=3(CO) i=4(H,)  i=5(C0))  i=6(N,)

4, -1.869-10° 7341107 05067-10°  8.099-10°  -7.21510°  0.3919-10°
B; 8.727-10°  -1.013-10°  9.125-107 66.89-10” 8.015-10° 9.966-10°
C, 1.179:107 1.801:107  -0.3524-107  -4.158:107 0.05477-107  -0.5067-10~
D, -3.61410"  -9.100-10""  0.8199-10  15.62-10M  -1.053-10"  1.504-10°"

Table 5.1 Constants for calculation of polynominals [Reid et al., 1987]

5.5.3 Specific Heat Capacity

Polynominal equations are used to estimate the specific heat capacity of pure gases. The

polynominal constants are shown in Table 5.1[Reid et al., 1987 and Poling et al., 2001]:
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R
C =2 +BT+CT?>+D 3+ ETY
y2 M. 1 1 1 1 1
1

(5-32a)

The gas mixture specific heat capacity is calculated by Poling [Reid et al., 1987 and

Poling et al., 2001]:
5 xl.Ml.Cp ;
Cp =Y i 2 (5-32b)
i=1 > x.M.
. 1
i=1
i=1(CH,) i=2(H,0) i=3(C0O) i=4(H) i=5(C0O,) i=6(N,)
A, 4.568 4395 3.912 2.883 3.259 3.539
B, -8.975.10°  -4.186.10°  -3.913.10° 3.681-10° 1.356-10°  -2.610-10"
C, 3.631-10° 1.405-107 1.182-10° -7.720-10° 1.502-10° 7.000-10°%
D, -3.407-10° -1.564-10° -1.302:10°% 6.920-10° -2.374.10°® 1.570-10°
E: 1.001.10" 6.320-101 5.150-10" -2.130-10"2 1.056-10! -9.900-1071

Table 5.2 Constants for calculation of specific heat constant [Reid et al., 1987]

5.5.4 Viscosity

There are different methods to calculate the viscosity of a gas mixture. All these methods

are essentially interpolative, and the viscosity values for the pure components, the

molecular weight, dipole moment, critical temperature, and critical pressure must be

available. The methods then lead to estimations showing how the mixture viscosity varies

with composition, [Reid, 1987 and Poling, 2001]:

T
T =—
Te
u.p
. =52461€
72
C

71

(5-33a)

(5-33b)



Based on the calculated i, , there are different criteria to calculate shape and polarity

factor, which is related exclusively to the dipole moment [Poling et al., 2001]:

O, =1 0<p <0.022 (5-34a)

FO ), =143055(0.292 - 2,172 0.0022 < 11 < 0.075 (5-34b)
p — . . C . = ‘Llr = .

FO) =1+30.55(0.292- 2)!72|0.96+ 0.1(T, =0.7]  0.075< 1, <0.075 (5-34c)

Z . is compressibility factor and is given an Table 5.3 [Poling et al., 2001]. According to

the Lucas method, the viscosity of each component is calculated:

0 0 _ _
F F ; 0.449T . 4.058T
H =%Q’l 0.8077, 0618 0357, "ol 10.340e RI o018
i b
(5-35a)
Where ¢, is calculated by:
T~ .
£ =0.176 — &' (5-35b)
i v, 4
i PC,i
The correction factor, FQJO , for all components is equal to 1 but hydrogen:
0 5 /M
FY0,H =1.1708 1+0.00385{(TF’H2 ~12) } 2 SIGN(TF’Hz ~12) ... (5-35¢)

Where, the function SIGNS is equal to +1 or —1 for positive or negative arguments,

respectively. The mixture viscosity is calculated by Wilke method [Poling et al., 2001]:
> Xk

Hy= 3 — (5-36a)

i=1
> ox.9..
j=1 JYy
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(U (g )t 2t ety
b = 1/2 (5-36b)
B(1+ (M /M )
i=1(CH,) i=2(H,0) i=3(CO) i=4(H,y) i=5(C0O,y) i=6(N,)
T. 190.56 047.14 132.85 32.98 304.12 126.20
P, 45.99 220.64 3494 12.93 73.74 33.98
Z. 0.286 0.229 0.292 0.303 0.274 0.289
" 0 18 0.1 0 0 0

Table 5.3 Critical factors for steam methane reforming components [Poling et al., 2001]

5.5.5 Porosity or Void Fraction

Porosity depends on shape and size of the catalyst particles and is considered constant in
modeling. It is preferable to determine void fraction experimentally but whenever it is not

possible it is correlated by Haughy and Beveridge equation [Froment et al., 2011]:

2
g =2
£=038+0.073 1+#2 (5-37)
syq )
p

5.5.6 Partial Pressures

The reaction rates work with partial pressures. Partial pressures of the gas components
are calculated by ideal gas low and the mixture is assumed as an ideal gas. The partial
pressure is the molar fraction multiply by the total pressure. The partial pressure of a
chemical species is calculated from the total pressure and the number of moles of that

species:

(5-38)
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6. Sulfur Poisoning and Carbon Formation

6.1 Introduction

The main constraints for optimum operation of steam reformer are related to poisoning
by sulfur and formation of carbon. Carbon formation can not be tolerated as it may result
in breakdown of the catalyst and increased pressure drop leading to overheating of the
tubes. This will limit the plant capacity or the life of the catalyst tubes. Sulfur poisoning
results in lower activity and hence higher tube wall temperature. This chapter investigates
and formulates sulfur poisoning phenomena and reviews an introduction about carbon

formation.

6.2 Sulfur Poisoning of Reforming Reactions

Steam reforming of light hydrocarbons is a major process for producing hydrogen,
carbon monoxide, carbon dioxide and other chemicals. Hydrocarbons from gasified
biomass which include hydrogen sulfide have to be steam-reformed over a special
catalyst at temperatures up to 1000 °C [Rostrup-Nielsen, 2004]. Generally, reforming
catalysts consist of a base (Ni, Co, etc.) or noble metal supported on stabilized supports
(alumina, ceria, ceria promoted alumina, zeolite, etc.). Studies reveal that Ni based
catalysts promoted with Rh supported on alumina are fairly active for reforming of light
hydrocarbons [Rostrup-Nielsen, 1984 and Twigg, 1989]. Group VIII metals are
susceptible to sulfur poisoning and hydrogen sulfide is known to deactivate nickel-based

steam reforming catalysts by chemisorption on the metal surface. Numerous studies of
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this phenomenon have revealed that the metal-sulfur bond is so strong that catalytic
activity is substantially reduced, even at extremely low (ppm levels) gas-phase
concentrations of hydrogen sulfide [Bartholomew et al., 1982 and Owens et al., 1994]. To
fully exploit the activity of the catalyst, it would be necessary to remove the hydrogen
sulfide before the steam reforming reactor. Using conventional sulfur cleaning and
desulfurization methods, which are usually run at ambient temperatures, requires the
product gas to be initially cooled down and then reheated after sulfur removal. To
circumvent this procedure, which has a negative effect on process efficiency; steam
reforming has to be run without cleaning the gas prior to the reactor. The early study of
methane steam reforming [Rostrup-Nielsen, 1984], has suggested improvements in
catalyst performance to protect against deactivation by sulfur. The process known as
sulfur passivated reforming has been commercialized in natural gas steam reforming. It
utilizes the fact that sulfur actually dilutes the active metal and reduces the effective
ensemble size. Adsorbed sulfur will deactivate nickel surface but will also delineate
ensembles of sites where sulfur is not adsorbed. The size of these ensembles was critical
in allowing steam reforming with minimal formation of coke. Since most of the sulfur
containing organic compounds present in the steam reforming feed is transformed to
hydrogen sulfide under process conditions, it is chosen as the poisoning compound
containing sulfur. The aim of this study has therefore been to investigate the steam
reforming of hydrocarbons from gasified biomass, in the presence of variable amounts of
hydrogen sulfide. These amounts were in the range of 0 - 200 ppm, which is typical for
gasified biomass. In addition, this study investigates the possibility to describe sulfur
deactivation and steam reforming in a combined kinetic equation. This can provide

important data for reactor modeling and optimizing exercises.

6.2.1 Chemisorption of Hydrogen Sulfide

As shown in Figure 6.1, the catalysts which belong to the group five of metals are

susceptible to sulfur poisoning and nickel is the most sensitive metal.
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Figure 6.1 Chemisorption of hydrogen sulfide on metals [Rostrup-Nielsen, 2011]

Prior to steam reforming, sulfurous compounds must be removed from the feed stream
because of their poisonous effects on the catalysts used. Sulfur poisoning occurs because

sulfur adsorbs strongly on the active metal surface area of the catalyst, forming surface
sulfides.

Figure 6.2 Sulfur poisoning scheme of the nickel catalysts

Sulfur is a selective poison and a partial surface coverage is sufficient for the catalyst to
become essentially non-active which leads to the point that hydrocarbon conversion stops
or is no longer at acceptable levels. This procedure is shown in Figure. 6.2. Due to the
drop in steam reforming activity, tube wall temperatures can increase to non-optimal

levels. In addition, the suppression of the reforming reaction can increase the possibility
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to form carbon leading to pressure drop build-up. In industry, desulfurization
accomplished either with an absorption process or via a two-step process, consisting of a
hydrogenation of sulfur compounds to hydrogen sulfide and the corresponding
hydrocarbons and a following chemisorption of the hydrogen sulfide, typically on zinc
oxide. In Giissing plant in Austria, synthesis gas produced by steam reforming of
hydrocarbons is used for synthesis of mixed alcohols. Due to the use of MoS catalysts,
sulfur is necessary for the desired reactions to take place efficiently and should not be
removed before the steam reforming process. The main challenge with the above
described process scheme, however, is that typical steam reforming catalysts are
poisoned by sulfur components. Poisoning effects are often correlated with the poison
concentration in the feed stream which of course is the important parameter in practical
operation and in a more detail analysis this approach can hardly be justified. The
adsorption equilibrium depends on temperature and composition of the gas phase which
varies through the reactor as well as within the single catalyst pellet. Therefore, it appears
more rational to correlate the deactivation with the amount of poison present on the
catalyst rather than with the poison concentration in the feed stream. However the
correlation between sulfur in the feed and in the catalyst may be complex as illustrated
below. Under reforming conditions, all sulfur compounds will be converted to hydrogen

sulfide which is chemisorbed on the Ni surface:

H,S+Ni< Ni—-S+H, (6-1)

This takes place at H,S/H, ratios far below those required for formation of bulk sulfides
[Rostrup-Nielsen, 1988]. Hydrogen sulfide chemisorbs on nickel and stable saturation of

sulfur is observed at ratios of 107> up to close to 1073 above which bulk sulfide is

formed. The thermodynamic of nickel sulfide phases indicates that the formation of a

bulk phase sulfide, Ni,S,at temperatures around 500-700 °C requires a

H,S/ H,concentration ratio in the order of 10~. This ratio is about 100-1000 times above

what would normally cause poisoning at these temperatures [Rostrup-Nielsen, 2011].
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6.2.2 Chemisorption Equilibrium

It is evident that the degree of deactivation likely depends on the sulfur adsorption
equilibrium (Equation 6.1) as well as on the reaction of sulfur with the support. Both
depend on the partial pressures of hydrogen sulfide and hydrogen in the gas-phase.
Hydrogen addition, therefore, strongly enhances the attainable conversion when sulfur is
present in the feed. As the amount of sulfur is fixed by the inlet conditions, the ratio is
mainly governed by the hydrogen partial pressure, which in turn is determined by the

conversion profile along the reactor length. It means the effective rate constant, (&, ) is

positively influenced by high hydrogen partial pressures and, as expected, negatively by
sulfur in the feed. One approach to model the effect of sulfur poisoning is to relate the
effective rate constant to the intrinsic rate constant under sulfur free operation multiplied
by an activity factor, ®, which depends on the nickel surface coverage with sulfur

,0, [Rostrup-Nielsen, 2011]:

kp=0*gp . D=f(6)) (6-2)

k°,, is the reaction rate when there is no sulfur in the feed.

The experimental data, shown in Figure 6.3 are represented by linear isobars expressed as

follow [Rostrup-Nielsen, 2011]:

p
05 =1.45-9.53%10 7> *T +4.17%10 7> * T In(—2%) (6-3)

Hp
This reflects a Temkin isotherm as shown below:

A Langmuir isotherm satisfies the ideal adsorption conditions and can be written as:

p
08 _pe, R (125 (6-4)
Py,
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If it is assumed that the adsorption heat is independent of the sulfur coverage,6;, a

Temkin isotherm results :
— AH 4q5 =—AH 4 1- abg) (6-5)

If these two equations are combined, the left hand side still reflects the Langmuir
assumption that the rate of adsorption and desorption is proportional to the number of
free and occupied sites, respectively. For dissociative adsorption as in equation (6-1) it is
likely that the desorption rate of hydrogen sulfide is proportional to the non occupied
sites available for hydrogen adsorption. If so it is more appropriate to represent the
isotherm as a Temkin isotherm, where the heat of adsorption is independently calculated

from equation (6-1) as:

Py,

AGggs = AH gqg —TAS g = —Rg T In( ) (6-6)

szS

Insertion of equation (6-5) in equation (6-6) and rearrangement give:

V4 AS
In(—225) = AH O g5 (1 - 05) —RL"S (6-7)
sz g

Which after solving for 6, can be written as:

R,T p
o5 =l_ TAS B g In( H)S ) (6-8)

a a*AHOadS a*AHOadS Py,

Equation (6-3) corresponds to the constants: a=0.69, AH Oads =289 kJ/molH>S, and

AS 4ds =—0.019 kJ/mol H»S/K in equation (6-8).

Equation (6-1) implies an entropy of adsorption being independent of 6 .
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Figure. 6.3 Isobars for chemisorption of hydrogen sulfide on nickel catalysts [Rostrup-Nielsen,
2011]

The initial heat of chemisorption of 289 kJ/mol.H S corresponds to 189 kJ/mol.H,S at
0,=0.5. These values are well above the heat of formation of bulk sulfur, Ni3S,, 83

kJ/mol HyS . This demonstrates that the chemisorbed sulfur is strongly bond to the

nickel surface.

6.2.3 Impact of Sulfur on Reforming Reactions

Sulfur has a strong impact on the reforming activity of nickel catalysts. The deactivation
is strong at small coverage of sulfur and the catalyst is completely deactivated at full

coverage, 6, =1. The nonlinear behavior is demonstrated in Figure 6.4. The intrinsic rate

of the poisoned catalyst is around two sizes of orders less than that of the non poisoned
catalyst. The rates are compared by referring to free nickel surface and using a simple

Maxed model for poisoning [Rostrup-Nielsen, 2011]:

Ry =RV (1-05)" (6-92)
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Figure. 6.4 Specific activity of sulfur poisoning on nickel catalyst [Rostrup-Nielsen, 2011]

As shown in Figure 6.4., n=3 leads to a reasonable agreement for Rspo with the data for

sulfur free catalyst extrapolated to higher temperature. The activation energy in the sulfur
passivated reforming reaction in the presence of sulfur, in Figure 6.4 is estimated to 227
kJ/mol and the value of the sulfur free test is 110 kJ/mol .This can be explained by the
heat of chemisorption of hydrogen sulfide by comparing the rate expressions for the
sulfur poisoned and the sulfur free catalysts. The intrinsic rate of the poisoned catalyst

could be fitted to the kinetic expression:

-32100
T

0.8 4 0.3 4 ~0.9 (6-9b)

— * *
RSP _kSP ¢ pCH4 Py szs

Rate expressions for sulfur free catalyst are discussed in section (3.2.1.3) and rate of
reaction for all species are calculated. They are expressed in terms of partial pressures in
combination to Arrhenius equation and activation energy .The rate of reaction of methane

is expressed as :
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k1 Py Peo
25| Peny Pio ™ 12<
p 1
ro=— 5 (6-10a)
DEN
i Pt p
3 » p2 _ Hy CO2
p3'5 CHy Hr0 K3
H
ro=— . (6-10b)
DEN
RO, =—(n+13) (6-10¢)
CH4,sp
Where
KH OPH o
DEN=1+K P +K P +K P +—%X 2% (6-10d)
CHy  CHy co” co Hy  Hj P

It was shown that equation (6-8) for sulfur coverage in the range of interest can be

simplified to the following equation [Rostrup-Nielsen, 2011] :

4300

— P
1-0g =0293¢ T (25,703 (6-11)

Py,

Rate of reaction with sulfur poisoned catalysts could be achieved by following equation:

=RV, *(1-0g)° (6-12)

CH y4,sp

6.3 Carbon Formation

At the operating temperatures some of the reactant may completely decompose and
deposit a thick layer of inactive carbon on the catalyst surface (coke). Especially with
nickel based catalysts, steam reforming involves the risk of carbon formation, which may

cause serious operational problems and catalyst deactivation. Generally, higher
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hydrocarbons are more prone to carbon formation than methane. This is related to the fact
that for higher hydrocarbons the initial surface carbon intermediates are more readily
formed. The concentration of these intermediates is an important factor, and is critical in

influencing the delicate balance between carbon forming and carbon removing reactions.

Carbon type Reactions involved Phenomena Critical parameters

Gum C.H, — (CH.), — gum Blocking of surface by Low S/C ratio, absence
polymerisation of of Hs, low temperature
adsorbed C,H,, radicals: {below —-500°C),
progressive presence of aromatics
deactivation

Whisker carbon, CH; — C + 2H. Break-up of catalyst Low 5/C ratio, high

amorphous 200 - C+ 00 pellet temperature (above

carbon CO+Hs — C+ HO (whisker carbon: ko ~450°C), presence of

C,.H, s nC + m/ 2 deactivation of the olefins, aromatics
i surface)

Pyrolytic coke  C,H,, — olefins — coke Encapsulation of High temperature
catalyst pellet {above ~6007C), high
(deactivation), deposits residence time, presence
on tube wall of olefins, sulfur

puisoning

Table 6.1 Routes to carbon formation [Rostrup-Nielsen, 2002]

On nickel surfaces, carbon formation may take place mainly by three routes [Rostrup-
Nielsen, 1984, Rostrup-Nielsen, 2002], as summarized in Table 6.1 and the equilibrium

constants for the carbon formation reactions are written as follow:

k, =exp(-9573/T —11.62)  methane to carbon (6-13a)
k, =exp(13640/T —14.84) carbon monoxide to carbon (6-13b)
k, =exp(18150/T —19.08) carbon monoxide and hydrogen to carbon (6-13¢)

Whisker carbon is formed as characteristic fibers (nano-tubes) from carbon monoxide,
methane and higher hydrocarbons and is formed by dissociation of hydrocarbons or
carbon monoxide on the surface of the catalyst. According to the classic model, adsorbed

carbon atoms are dissolved in the metal particle. Carbon diffuses through the particle and
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nucleates into the fiber at the rear interface, as shown in Figure 6.5. It may result in

breakdown of the catalyst pellets [Wang et al., 1998, 2006 and Van der Lee et al., 2006].

m
~Cads

Carbon whisker

Coke content wt%

0 100 200 300
Time min.

Figure 6.5 Rate of carbon formation, Nickel catalysts, 1 bar abs., 500 °C, n-heptane, 1:steam to

carbon ratio=1.3, 2: Steam to carbon ratio=1.5, 3: steam to carbon ration=2 [Rostrup-Nielsen,
1984]

The low temperature phenomenon, gum formation, involves blockage of the metal
surface by a film of polymerized carbonaceous material. Pyrolytic carbon is a result of
thermal reactions as experienced in steam crackers and result in deposits on the tube wall
or catalyst pellets. At lower temperatures (500°C and below), adsorbed hydrocarbons
may accumulate on the surface and slowly be transformed into a non-reactive polymer
film (gum) blocking and deactivating the surface. This phenomenon can be retarded by
hydrogen. Note that because of the endothermic nature of the steam reforming reaction,
high catalyst activity leads to a low temperature at the reaction site, resulting in a higher
risk for carbon formation. At higher temperatures, whisker carbon is the principal product

of carbon formation on nickel catalysts. The underlying mechanism is quite

84



comprehensive; it involves diffusion of carbon atoms through the metal particles
[Rostrup-Nielsen, 1984]. The rate of carbon formation depends strongly on the type of
hydrocarbons is illustrated in Figure 6.6 with alkenes being the most reactive [Rostrup-
Nielsen, 1984]. After an introduction time; the carbon grows at a constant rate. The
growth mechanism appears to be the same, irrespective of the type of hydrocarbon or
whether it results from the endothermic dissociation of methane or the exothermic
dissociation of carbon monoxide, Table 6.1 [Rostrup-Nielsen, 1984]. However, the
carbon formation and degree of graphitization depends on parameters such as type of
hydrocarbon, metal particle size and temperature. Hence, there might not be a unique
growth mechanism for the formation of carbon fibers and nano-tubes. The catalyst
particle size has an impact on the nucleation of carbon. The smaller the crystal, the more
difficult is the initiation of carbon formation, [Rostrup-Nielsen, et al., 2002]. The rate of
carbon formation was found to be far less on noble metals than on nickel [Rostrup-
Nielsen, 1993]. This result may be explained by the fact that the noble metals do not
dissolve carbon. The carbon formed on the noble metals was observed to be of a structure
that was difficult to distinguish from the catalyst structure. The carbon formation
mechanism is also blocked by sulfur poisoning of the catalyst surface. The carbon
formation depends on the kinetic balance between the surface reaction of the adsorbed
hydrocarbons with oxygen species and the further dissociation of the hydrocarbon into
adsorbed carbon atoms. For a given hydrocarbon feed, carbon is formed below a critical
steam to carbon ratio [Twigg, 1989, Rostrup-Nielsen, 2002]. This critical steam to carbon
ratio increases with temperature and is dictated by thermodynamics. In practice however,
carbon formation generally occurs before the thermodynamic limit is reached by poisons,
temperature and concentration gradients, etc. By using noble metal catalysts, it is possible
to push the carbon limit even beyond the thermodynamic limit. As already indicated in
Table 6.1, not all carbon formation necessarily leads to catalyst deactivation. It is the
nature of the deposited carbon that determines to what extent the catalytic activity will be

effected. For instance, for dry reforming of methane it is shown that the relative ease with
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which carbon is removed (oxidized) from the surface, affects the catalytic activity more

than the actual amount of carbon that is present on the catalyst surface.
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Figure 6.6 Rate of carbon formation from different hydrocarbons, steam to carbon ratio=2, 1 bar

abs., 500 °C [Rostrup-Nieslsen,1984]

It was concluded that graphitic carbon is more reactive than amorphous carbon, which in

turn causes the varying catalytic activity and stability of the catalyst. This is consistent

with Table 6.1: Whisker carbon, which does not necessarily lead to deactivation, is

known to be graphitic [Rostrup-Nielsen, 1984].
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7. Experiments and Modeling Results

7.1 Material and Reaction Kinetic Apparatus

The reaction mechanism of the steam-reforming process strongly depends on the catalyst
pellets. The higher the active surface area of the catalyst, the greater the number of
product molecules produced per unit time. Therefore, much of the art and science of
catalyst preparation deals with high-surface-area materials. The catalyst used in these
experiments is a commercial catalyst with noble metal as the active metal supported in
alumina. It is a cylinder shape catalyst with center hole. It has a constant outside diameter
of 7 mm and inside diameter of 4 mm. The gases used in this study were chemically
completely pure. The schematic diagram of the experimental system is shown in Figure
7.1. The gas flow rate system consists of mass flow controllers which provide inlet gas in
various blends of different gases, hydrogen, methane, carbon monoxide, carbon dioxide
and Nitrogen as carrier gas. A bypass was inserted around the reactor allowing sampling
of feed gas. Water is evaporated through heating tubes and a high performance liquid
pump is used to control the liquid water flow rate. The liquid water was vaporized and
mixed with the feed gas stream before entering the reactor. The reactor is made from a
glass tube with 8 mm inside diameter. The height of the catalysts in the tube differs
according to each experimental condition and the bulk density of the catalyst

is760 (kg/m’). The reactor tube is heated by an electric heater and the reactor is

completely insulated. Thermocouples are placed on the surface of the reactor and are

connected to a temperature indicator, computer monitoring system and temperature
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controllers. Different height of catalyst beds was packed within the reactor, where
reactions of hydrocarbons and steam occur to produce hydrogen, carbon monoxide and
carbon dioxide. A conventional condenser was attached to the junction of the bypass and
the reactor outlet. The gas leaving the reactor column was cooled in a condenser where
liquid water is removed. Finally, the dry gas stream were routed into the online analyzer
where their concentrations are analyzed, measured and presented in Lab view program
which controls the online analyzer. The exiting gas goes to the venting system where the
outlet flow rate can be measured. Using the outlet flow rate and cross sectional area of

the reactor, outlet velocity can be calculated.
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Reactar
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Figure.7.1 Schematic diagram of experimental setup.
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7.2 Experimental Procedure

Inlet gas conditions at different steam to carbon ratios, space velocities, sulfur
concentrations and temperatures (depending on each experiment) were conducted in the
reactor. For the laboratory experiments typically 11 g of catalyst was loaded into the
reactor and the height of the catalyst bed is about 11 cm. The reactor wall temperature is
kept at 1123 (K) while line temperature was kept at a temperature above 130 °C to
prevent condensation of the water vapor. The gases from the outlet of mass flow
controllers are directed to come exactly above the packed bed and nitrogen is used as
carrier gas. The feed conditions used are typical values for producer gas from the Giissing

plant and are presented in Table 7-1.

Volume fraction (vol%)

Hydrogen | Carbon monoxide | Carbon dioxide | Methane | Nitrogen

39 22 26 11 2

Table 7.1 The feed inlet dry mole concentration used for laboratory experiments

Different amount of water is fed into the reactor in order to adjust the desired steam to
carbon ratio. In the system, gas temperatures and flow rates are fully controlled according
to the set values. A thermocouple is sliding near the tube wall to measure and control
reforming temperatures. Calibrations were done for the mass flow controllers in the range
of flow necessary for the desired feed conditions. These calibrations were performed
using a constant flow rate comprised of different concentrations of individual gas phase
species balanced with inert nitrogen. To check that the flow rate that is flowing through
the system is correct, the bypass section was left open, while the reactor sector was
closed. The sample is then analyzed and checked if the results correspond to the
calibration curve. After this, the bypass section was closed again and the reactor section
opened. Different flow rates were employed covering temperatures 1000 (K) to 1150 (K)

and steam to carbon ratios from 1.5 to 3.The reformer pressure is regulated at 1
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atmosphere and space velocities are in the range of 6000 to 10000 1/hr. The simulations
are done with the same parameters with COMSOL Multiphysics software and
experimental and modeling results are compared and shown in the following sections.

The following definitions are set to investigate the process and represent the reaction

conditions:
m o—m ,out
Xcp, % =—"4 100 (7-1a)
mCH4,in
mC Hyp ; _mC Hy out
Xc,H, %=—" 227 %100 (7-1b)

m
CrHy,in

XcH, and X, C,H, are methane and ethylene conversion respectively.

m
COgp] = Cf’f’“’ *100 (7-2)
CO,out m COy ,out

CO,, is carbon monoxide selectivity.

mH j mH t
% =0.25—2" 2% %100 (7-3)

m
CHy,in

12, v14

H,,, is hydrogen yield.

n COy,in n COy ,out
XCO2,methane % = : , *100 (7-4)

m
CHy,in

X cormemane 18 carbon dioxide conversion to methane.

sV = _in__ (7-5)
Veatalyst

. . 1
svis space velocity, o
r
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7.3 Comparisons of Experimental and Modeling Results

In this section modeling and experimental results are compared. The input parameters to
the reactor models are the inlet and initial conditions including different feed
compositions, the physical properties and the geometry of the tube and of the catalyst
pellets, and the heat flux profile located on the outer wall of the reactor tube which is kept
constant for each experiment by electrical heating. The parameters that are varied are the
temperature at the outer surface of the wall and therefore input heat flux into the reactor;
steam to carbon ratio and space velocity .Sulfur concentration in the feed gas is changed
from 0 to 160 ppm, which is typical for the feed gas produced from biomass gasification
process. Pseudo-Heterogeneous model is used and appropriate correlations depending on
catalyst type, dimension, and shape and process conditions are selected. The correlations

for reactor model are listed in appendix 3.

7.3.1 Steam to Carbon Ratio Effects

The effect of steam to carbon ratio on methane conversion and hydrogen yield from
simulation is shown in Figures 7.2-7.4. The reactor wall temperature is set at 1123 (K),
the space velocity is 10000 1/hr. As it is shown by increasing steam to carbon ratio the
methane conversion and hydrogen yield are increased. Sulfur has huge negative effect on

conversion process and decreases the methane conversion and hydrogen yield drastically.

91



CH4 conwersion (%)

45

40

3

— s/c=3
L | — sic=25 LA
— 5/C=2 ?
5/C=1.5 ]
g
E
T 8
a
@
>
| =]
M| o
L5
=t
I
o
4] 0.02 0.04 0.06 0.08 8.1
z coordinate (m) (b)

| — sle=3 T
— sfc=2.5 1
— sfe=2 P

r sfe=1.5 P

,//
.

- ./ -

_ _./' -

F _4// B

0 0.02 0.04 0.06 0.08 0.1

z coordinate (m)

Figure 7.2(a,b) Comparison of methane conversion in the reactor, T=1123 (K), sv=10000 1/hr (a)

without sulfur (b) sulfur amount=160 ppm

CH4 conversion (%)

(a)

45

40

35

30

25

— without sulfur, 5/C=3
without Sulfur,S/C=2.5

— without sulfur, 5/C=2 P

—— without sulfur, S/C=1.5 A .

—— 5=160 ppm, S/C=3 e
s=160 ppm, S/C=2.5 il

—— 5=160 ppm, §/C=2 s

—— s5=160 ppm, 5/C=1.5 L

7 ~

0.04 0.08
z coordinate {m)

0.02

CH4 conversion (%)

45

40

35

30

25

20

15

10

— without sulfur, s/c=3
—— sulfur=160 ppm, sfc=3

0 0.02

0.04 0.06 0.08

z coordinate {m)

0.1

Figure 7.3 (a,b) Comparison of methane conversion in the reactor, T=1123 (K), sv=10000 1/hr (a)
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Steam to carbon ratio effects on temperature distribution in radial and axial direction in

the reactor, are shown in Figures 7.5-7.7 while outer reactor wall temperature is fixed at
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Figure 7.6 (a,b) Graphical view of temperature distribution along the reactor S/C=3, T=1123 (K),
sv=10000 1/hr (a) without sulfur, (b) sulfur amount=160 ppm

When sulfur is not included in the gas, temperature in radial direction decreases as soon
as gas enters the reactor. It is because of high endothermic nature of the steam reforming
reactions when gas enters the reactor, the reactions take place and decreases the
temperature at very close distance to the entrance of the reactor. Later heat transfer from
the wall into the reactor increases the temperature again. When sulfur is included in the
gas, deactivates the catalyst and decreases the reaction rate, therefore decreasing
temperature is not significant. Radial temperature distribution for S/C=3, are shown in
Figure 7.7 at different distances from the inlet. When sulfur is not included in the gas, the
radial changes in the gas temperatures at the reactor are high because of the high gradient
of the effective radial thermal conductivity at the wall and high reaction rate of the
reforming reactions. Both axial and radial temperature distributions are affected by
change in steam to carbon ratio. Increasing steam to carbon ratio makes the temperature
distribution more uniform within the reactor. Increasing too much steam to carbon ratio
can be a bad option because it raises the flow and a higher flow needs a higher heat

contribution and maybe the reaction does not have the necessary heat contribution to
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reach the desired range of conversion. It should be taken into account that thermal effects

could be higher than the chemicals.
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Figure 7.7 (a,b) Radial temperature distribution at different levels in the reactor, S/C=3, T=1123
(K), sv=10000 1/hr (a) without sulfur, (b) sulfur amount=160 ppm

Carbon monoxide selectivity and carbon dioxide conversion to methane are shown in
Figure 7.8. It is shown that increasing steam to carbon ratio decreases carbon dioxide
conversion and carbon monoxide selectivity in the reactor. The reason is that increasing
the steam is not in the favor of water gas shift reaction and produces more carbon

monoxide in the other direction and decreases also the carbon selectivity.
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Figure 7.8 (a,b) Carbon dioxide conversion to methane and carbon monoxide selectivity in the
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Figure 7.9 Comparison of modeling and experimental results of methane conversion in the reactor

Experimental and modeling results are compared in following graphics and it is shown

that modeling results fit well to the experimental results.
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Figure7.10 (a-d), Outlet mole concentration in the reactor, T=1123 (K) (a) S=0 ppm, S/C=1.5 (b)
S=160 ppm, S/C=1.5 (¢) S=0 ppm, S/C=3,(d) S=160 ppm, S/C=3

7.3.2 Sulfur Effects

The numerical model presented in this work provides the temperature and concentration
profiles along the reactor radial and axial coordinates for both cases, with and without
presence of sulfur in the gas. The effect of different amount of sulfur on methane
conversion and reactor performance is investigated in following graphics. The reactor
wall temperature is set at 1123 (K), the space velocity is 10000 1/hr and steam to carbon
ratio is set at S/C=3.
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Figure 7.12 Carbon monoxide selectivity and carbon dioxide conversion to methane in the reactor,
T=1123 (K), sv=10000 1/hr, S/C=3 (a) carbon monoxide selectivity, (b) carbon dioxide conversion to
methane

Figure 7.11(a,b) shows the effect of different amount of sulfur included in the
hydrocarbon feedstock on methane conversion and hydrogen yield along the reactor
catalytic bed. Sulfur can have a significant negative effect on reforming reactions,
methane conversion and hydrogen yield. Even small amount of sulfur, (50 ppm), leads to

around 50% reduction of methane conversion at the end of the reactor.
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Figure 7.13 (a,b) Temperature distribution in the reactor, T=1123 (K), sv=10000 1/hr, S/C=3 (a)
axial temperature, (b) outlet radial temperature

In Figure 7.13(a) the temperature distribution along the reactor bed is displayed. The
result shows that when sulfur is not present in the gas, the temperature dropped suddenly
at the inlet of the reactor from the initial temperature of 1123 K to about 1115 K and then
increased gradually to the outlet. This phenomenon is attributed to the large amount of
heat required at the initial stage of the reactions due to the high endothermic nature of the
reactions. The rising temperature after a sudden drop along the axial bed of the catalyst is
due to the heat supplied by the outer surface of the reactor into the catalytic bed. Presence
of sulfur in the gas leads to the catalyst deactivation and lower methane conversion rate.
Therefore, small amounts of heat are consumed and temperature decreases gradually

along the reactor bed.
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Figure 7.14 (a,b) Axial temperature distribution in the reactor, T=1123 (K), sv=10000 1/hr, S/C=3
(a) without sulfur, (b) sulfur amount=200 ppm

Figure 7.13(b) shows radial temperature distribution at the outlet of the reactor for
different amounts of sulfur included in the gas and compares it to the result when the gas
is free of sulfur. It is shown that when sulfur is not included in the gas, the outlet
temperature is lower compare to the cases when sulfur is included in the gas. Figure
7.14(a,b) shows the graphical view of the phenomena which is described in Figure 7.13
(a,b). Radial temperature distribution at different axial positions from the inlet are shown
in Figure 7.15(a,b) The tube skin temperature is set at 1123 (K) and as shown significant
radial temperature gradients close to the wall of the reactor are observed. When sulfur is
not included in the gas, thermal radial gradients are more significant close to the wall due
to the high endothermic nature of the process and distribution of the catalyst close to the
wall. For all cases, the radial temperature gradients tend to decrease towards the outlet
and center of the reactor and sulfur deactivation effects make temperature distribution

more uniform at the outlet.

101



1123 F : : . . . 1123 F : : . . : .
11225} 7, 1
.{,
1122 | o 1122.8 | R
S
11215 F 4 1
1121 F 1 1122.8 | 1
< 11205} s
et et
2 1120 4|2 11227 R
o o
g 5 g
211195 g (12
2 — 2
1119 1 1122.6 1
1118.5 | 1
LELES — 2=0.025 | ] i — 2=0.025 | T
rrpall —— 2=0.05 —— 2=0.05
— 2=0.075 — 2=0.075
1117 | =0.1 1 11224 F——— z=0.1 1
l‘{f 1 L 1 1 1 f— 1 L 1 1 1
0 0.001 0.002 0.003 0.004 0.005 0 0.001 0.002 0.003 0.004 0.005
(a) Radial coordinate (m) (b) Radial coordinate {m)

Figure 7.15 (a,b) Radial temperature distribution in the reactor at different distances from the
inlet, T=1123 (K), sv=10000 1/hr, S/C=3 (a) without sulfur, (b) sulfur amount=200 ppm

Exp. vs. Mod. T=1123 (K), 5/C=3 .sv=10000 1/hr

S0

45 T

35

30 i .
"“‘x* —e— Experimental

25 _

a0 x‘l;\. —=— Modeling

15 \\-\

10 e

5 \\\'_‘_'&:-._

D T T T T T T
a 25 S0 5100 150 200

sulfur amount {ppm)

Methane comversion (%)

Figure 7.16 Comparison of modeling and experimental results of methane conversion in the reactor

Comparison of modeling and experimental results, are shown in the following graphics,

Figures 7.16 and 7.17.
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7.3.3 Temperature Effects

Increasing reactor wall temperature, heavily affects conversion of methane, hydrogen

yield, carbon monoxide selectivity and carbon dioxide conversion to methane. In the

following graphics, the space velocity is 10000 1/hr , steam to carbon ratio is 3 and sulfur

amount is constant and is set to 160 ppm . The temperature varies from 1000 to 1150 (K).
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Figures 7.18 and 7.19 indicate the effect of the temperature variation on methane
conversion and hydrogen yield in radial average position along the reactor length. As it is
shown, increasing the wall temperature which leads to increasing the reaction
temperature within the packed bed of the reactor increases the conversion of methane and
hydrogen yield. At temperature of 1150 K the conversion of methane is at the highest
level and corresponds to the highest level of hydrogen yield.

Carbon monoxide selectivity and carbon dioxide conversion to methane are shown in
Figure 7.20 (a,b). It is shown that at low reaction temperatures, (1000 K) the carbon
monoxide selectivity decreases. It is due to the fact that low temperatures are in favor of
water gas shift reaction. At higher temperatures methane steam reforming reactions, (3-
1,3-3) are dominant therefore, carbon monoxide selectivity increases along the axial bed
of the catalyst. Higher temperatures are in favor of methane steam reforming reactions
and by increasing the wall temperature conversion of carbon dioxide to methane also
increases. In general higher temperatures lead to more uniform profile distributions. As

mentioned earlier sulfur has negative effect on the process.
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Figure 7.21 Axial temperature distribution within the reactor, S/C=3, sv=10000 1/hr, (a) without
sulfur, (b) sulfur amount=160 ppm
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Figure 7.22 Axial graphical temperature distribution within the reactor, S/C=3, sv=10000 1/hr,
T=1150 (K) (a) without sulfur (b) sulfur amount=160 ppm

Axial and radial temperature profiles are shown in figures 7-21 to 7-24. Figure 7-21
shows the profile of the predicted reactor temperature along the bed length at various

reaction temperatures. As soon as the gas enters the reactor due to the endothermic nature
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of the reactions, the gas temperature is decreased. Then heat is conducted into the reactor
via reactor wall and the temperature of the process gas increases from center of the

reactor toward the wall.
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Figure 7.23 Radial temperature distribution within the reactor, S/C=3, sv=10000 1/hr, T=1150(K),
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There is a temperature gradient between the centerline and wall of the reactor along the
reactor length. It is shown that radial temperature gradients tend to decrease towards the
reactor outlet because of the lower local heat fuxes and reforming reaction rates. The rate
of reforming reactions is more rapid near the wall because the gas temperature is higher.
It is shown that increasing reaction temperatures lead to the more uniform temperature
profiles along the axial bed that finally results in a more efficient usage of the reactor.

Comparison of modeling and experimental results is shown in the following graphics.
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Figure 7.26 (a,b,) Outlet mole concentration in the reactor, (a) sulfur=0 ppm (b) sulfur=160ppm
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Figure 7.27 (a,b,) Outlet mole concentration in the reactor, (a) sulfur=0 ppm, (b) sulfur=160ppm
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Figure 7.29(a,b,) Outlet mole concentration in the reactor, (a) sulfur=0 ppm (b)sulfur=160ppm

7.3.4 Space Velocity

Space velocity is an important parameter for design and optimization of steam reformers

and has a high impact on methane conversion and hydrogen yield. In the following

graphics, it is shown how changing space velocities effect the reformer performance.

Steam to carbon ratio is S/C=3 and sulfur amount is constant and is set to 160 ppm and

outer reactor wall temperature is 1123 (K).
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Figure 7.30.(a,b) Comparison of methane conversion at different space velocities within the reactor,
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Figure 7.31(a,b) Comparison of hydrogen yield at different space velocities within the reactor,
S/C=3, T=1123 (K), (a) without sulfur, (b) sulfur=160 ppm

Figures 7-30 and 7-31 show the effect of different space velocities on Methane
conversion and hydrogen yield with and without presence of sulfur in the gas. It is
evident that decreasing space velocity increases methane conversion. The reason is that at
lower space velocities the contact time between gas and catalyst pellets increases and as a
result methane conversion increases which corresponds to the highest level of hydrogen
yield within the reactor. When sulfur is included in the gas, the same effect is seen but
methane conversion and hydrogen yield are decreased due to negative effect of sulfur on
reforming reactions.

Effect of changing space velocity on temperature distribution within the reactor is shown
in Figures 7-32 to 7-34. As shown in Figure 7-32(a,b), the gas temperature decreases
after entering the reactor due to reforming reactions. Heat transfer from the wall increases
the temperature again along the reactor bed. Sulfur deactivates the catalysts and
reforming reaction rates decreases. Therefore, temperature decreases slowly along the
reactor. Decreasing space velocity increases the time for heat transfer into the reactor

from the wall of the reactor. Therefore, the outlet temperature increases, Figure 7-33(a,b).
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Figure 7.32(a,b) Axial temperature distribution at different space velocities within the reactor,
S/C=3, T=1123 (K), (a) without sulfur, (b) sulfur=1160 ppm
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Figure 7.33(a,b) Radial temperature distribution at different levels within the reactor, sv=10000
1/hr, S/C=3, T=1123 (K), (a) without sulfur, (b) sulfur=160 ppm

Figure 7-34 shows the radial temperature distribution at different axial position within the

reactor. Due to the void fraction of the catalyst close to the wall and heat fluxes, there are

radial temperature gradients along the reactor close to the wall. As shown in Figures 7-33
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and 7-34, decreasing space velocity increases the contact time between gas and the

catalyst. The process increases the outlet temperature of the reactor and makes

temperature distribution along the reactor more uniform.
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Comparison of modeling and experimental results, are shown in the following graphics:
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Figure 7.36 Comparison of modeling and experimental results of methane conversion in the reactor
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Figure 7.37 (a,b,) Outlet mole concentration in the reactor,(a) sulfur=0 ppm (b) sulfur=160 ppm
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Figure 7.40 (a,b,) Outlet mole concentration in the reactor ,(a) sulfur=0 ppm (b) sulfur=160 ppm
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7.4 Experimental Results from Giissing Plant, Austria

In the following section the modeling results are compared to the actual experimental
results with real producer gas from Gilissing plant. Dimension of the tubular steam
reformer in Giissing is 48.3x2.6 mm. The reformer is filled with reforming catalyst and
according to each experiment, the height of the catalyst varies from 0.25 to 1.44 (m).
Sulfur, which also is incorporated in the biomass structure, is released into the product
gas during gasification as hydrogen sulfide, [Koningen et al., 1998]. Sulfur amount is

measured as 150 ppm. Following gas composition is used in the experiments:

Volume fraction (vol% )

co coz CH4 N2 C3He H2

22 25 11 2 1 39

Table 7.1. Producer gas composition from Giissing plant

7.4.1 Experiment No. 1

250 gram of catalyst filled in the steam reformer and the height of the catalyst is 0.25

(m). Inlet temperature is 290°C and the flow rate is 1.3 Nm?

/ hr . Outer temperature of the
reformer is kept at 900°C and space velocity is 3650 1/Ar. The experiments are
conducted at atmospheric pressure and 3 liter of water per hour entered into the reactor.
Following experimental and modeling results were obtained.

Figure 7.41 (a,b) shows methane and propylene conversion and hydrogen yield in the
reactor. It is visible that when sulfur is not included in the gas, at very close distance from
the inlet of the reactor propylene is almost 100 percent converted and methane is also
completely converted at the end of the reactor. These are also corresponding to the

highest level of hydrogen yield. When sulfur is included in the gas, deactivates the

catalyst and conversion of the hydrocarbons is drastically decreases.
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Figure 7.41(a,b) Methane and propylene conversion and hydrogen yield in the reactor, S/C=3,
T=1173 (K), sv=3650 1/hr, sulfur= 150 ppm, (a) methane and propylene conversion, (b) hydrogen
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Figure 7.42 (a,b), Dry mole concentration of different species in the reactor, S/C=3, T=1173 (K),
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Figure 7.42 (a,b) shows dry mole concentration of different species in the reactor. The
modeling is also done when sulfur is included in the producer gas and the results are
compared. For both cases, with and without sulfur in the gas, hydrogen concentration
increases which is due to conversion of methane and propylene. When sulfur is not
included in the producer gas, reforming reactions increases carbon dioxide concentration
and decreases carbon monoxide concentration. Later, high concentration of hydrogen due
to conversion of methane and propylene, cause water gas shift reaction to proceed in
other direction. Therefore, carbon dioxide conversion decreases and carbon monoxide
conversion increases along the reactor. Sulfur has negative effect on reforming reactions;
therefore, hydrogen yield decreases. Lower reforming reaction rates due to sulfur

deactivation effects, makes concentration profiles more uniform in the reactor.
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Figure 7.43 (a,b),Temperature distribution in the reactor with and without sulfur , S/C=3, T=1173
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(K), sv=3650 1/hr, (a) axial temperature distribution, (b) Radial outlet temperature distribution

Temperature distribution in the reactor is shown in Figure 7.43 (a,b). Results show that as
soon as gas enters into the reactor, due to high endothermic nature of the reforming
reactions, temperature drops suddenly at the inlet of the reactor from the initial

temperature of 1173 K to about 940 K and then increased gradually to the outlet. The
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rising temperature after a sudden drop along the axial bed of the catalyst is due to the
completion of methane and propylene conversion and heat supplied by the outer surface
of the reactor into the catalytic bed. Presence of sulfur in the gas leads to the catalyst
deactivation and lower methane and propylene conversion rate. Therefore, temperature
decreases uniformly along the reactor bed. The graphical view of the phenomena, with

and without sulfur included in the gas, can be seen in Figures 7.44 (a,b)and 7.45 (a,b).
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Figure 7.44 (a,b),Graphical view of modeling results of temperature distribution in the reactor
without sulfur, S/C=3, T=1173 (K), sv=3650 1/hr, (a) axial temperature distribution, (b) radial
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Figure 7.45 (a,b), Graphical view of modeling results of temperature distribution in the reactor
S/C=3, T=1173 (K), sv=3650 1/hr, sulfur= 150 ppm, (a) axial temperature distribution, (b) radial

outlet temperature distribution.

Conducting the modeling with the same experimental conditions allows to compare the

modeling and experimental results in Figure 7.46.
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Figure 7.46 Comparison of experimental and modeling results of outlet dry mole concentration of

different species in the reactor, S/C=3, T=1173 (K), sv=3650 1/hr, sulfur= 150 ppm
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7.4.2 Experiment No.2

750 gram of catalyst filled in the steam reformer and the height of the catalyst is 0.7

(m).Inlet temperature is 290°C and the flow rate is 1.5 Nm> / hr. Outer temperature of the
reformer is kept at 900 °C and space velocity is 15001/Ar. The experiments are
conducted at atmospheric pressure and 2.5 liter of water per hour entered the reactor. The
gas composition is shown in Table 7.1.

Figure 7.47(a,b) shows modeling results of methane and propylene conversion and
hydrogen yield in the reactor. Sulfur is also included in the gas and it is shown that in
both cases propylene conversion is much more rapid than methane conversion. Even
when small amount of sulfur are included in the producer gas, methane and propylene

conversion and therefore, hydrogen yield decrease significantly.
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Figure 7.47(a,b) Methane and Propylene conversion and hydrogen yield in the reactor, sv=1500
1/hr, S/C=2, sulfur= 150 ppm, T=1173(K), (a) Methane and propylene conversion, (b) Hydrogen
yield
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Figure 7.48 (a,b), Dry mole concentration of different species in the reactor, sv=1500 1/hr, S/C=2,
T=1173(K), (a) without sulfur, (b) sulfur=150 ppm.

Figure 7.48(a,b) shows dry molar concentration of different spices of the gas along the
reactor length and compares the results to the case when sulfur is included in the gas. As
it is shown in both cases, methane and propylene concentrations decrease along the
reactor packed bed, therefore, hydrogen concentration increases. It is due to the
consumption of methane and propylene in both reforming and water gas shift reactions.
When sulfur is not included in the gas, it can be shown that the concentration of methane
and propylene decrease sharply at very close distance to the entrance of the reactor which
corresponds to the highest level of hydrogen yield. When sulfur is not present in the gas
composition, it is shown that, the carbon monoxide concentration dropped and carbon
dioxide concentration increases sharply at very close distance from the reactor entrance.
Then, carbon monoxide gradually increases and carbon dioxide decreases along the axial
bed of the catalyst. It is due to composition of the biogas and the fact that the rate of
water gas shift reaction is higher than reforming reactions, therefore, carbon monoxide
concentration decreases and carbon dioxide concentration increases. Later; hydrogen
reaction with carbon dioxide is suppressed and cause the water gas shift reaction to

proceed in other direction. Therefore, carbon monoxide concentration increases and
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carbon dioxide concentration decreases along the reactor. Due to the sulfur presence in

the gas and catalyst deactivation effects, carbon dioxide and carbon monoxide

concentrations increase and decrease uniformly along the reactor length, respectively.
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Figure 7.49 (a,b), Pressure drop and velocity change along the reactor, sv=1500 1/hr, S/C=2, sulfur=
150 ppm, T=1173(K), (a) Pressure drop, (b) velocity
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Figure 7.50 (a,b), Temperature distribution in the reactor with and without sulfur, sv=1500 1/hr,
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temperature distribution
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Figure 7.49(a,b), shows pressure drop and velocity change along the reactor bed. Pressure
drop is in good agreement with experimental results and according to the modeling
results; the outlet velocity is about 6 m/s.

Axial temperature distribution and radial outlet temperature distribution are shown in
Figure 7.50(a,b). As mentioned earlier, when sulfur is not included in the gas, due to high
endothermic nature of reforming reactions, temperature sharply decreases as soon as gas
enters the reactor. At this time, conversion of methane and propylene is almost completed
and heat transfer from the outer surface of the reactor increases the temperature. Sulfur
deactivates the catalysts and decreases the reaction rate of methane and propylene.
Therefore, temperature decreases uniformly along the reactor bed. It is shown that when
sulfur is not included in the gas, outlet temperature is higher than the case when sulfur is
included. Graphical view of this phenomena and temperature distribution in axial and

radial direction, is shown in Figures 7.51 and 7.52.

A1173 A1173
0.6 T 0.6 T 1170
1150
1160
1100
. ) 1150
0.4 N 0.4
1050 1140
{1130
0.2 ™ 0.2
1000
1120
4 4
y.L'R S"_L';{
S 950 :
1110
(a) o N ¥ 940.81 (b) o g ¥1109.9

Figure 7.51 (a,b), Graphical view of axial temperature distribution in the reactor, sv=1500 1/hr,
S/C=2, sulfur= 150 ppm, T=1173(K), (a) without sulfur (b) sulfur=150 ppm
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1/hr, S/C=2, sulfur=150 ppm, T=1173(K), (a) without sulfur (b) sulfur=150 ppm

Modeling and experimental results of outlet dry mole concentration of different species in

the reactor are compared in Figure 7.53.
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Figure 7.53 Comparison of experimental and modeling results of outlet dry mole concentration of
different species in the reactor, sv=1500 1/hr, S/C=2, sulfur=150 ppm, T=1173 (K)
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7.3.3 Experiment No.3

1600 gram of catalyst filled in the steam reformer and the height of the catalyst is 1.44

(m). Inlet temperature is 290 °C and the flow rate is 2 Nm> / hr. Outer temperature of the
reformer is kept at 900 °C and space velocity is 9501/ 4r . The experiments are conducted
at atmospheric pressure and 2.5 liter of water per hour entered the reactor.

Figure 7.54(a,b) shows methane and propylene conversion and hydrogen yield along the
reactor. It is shown that propylene conversion is very rapid and even when sulfur is
included in the producer gas, at very short distance from the inlet of the reactor,
propylene is completely converted. Sulfur has negative effect on methane conversion and
therefore hydrogen yield and methane conversion decreases more than 50% at the outlet
of the reactor. Figure 7.55(a,b) shows this phenomena by drawing dry mole distribution
of different species along the reactor bed. Negative deactivation effects of sulfur on
decreasing dry mole concentration of methane and hydrogen are more noticeable than

propylene.
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Figure 7.54 (a,b) methane and propylene conversion and hydrogen yield in the reactor, sv=950 1/hr,

S/C=5, sulfur=150 ppm, T=1173 (K), (a) methane and propylene conversion, (b) hydrogen yield
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Axial and radial temperature distributions along the packed bed are shown in Figure

7.56(a,b). As shown in Figure 54(a,b), high steam to carbon ratio, (S/C=5) is in favor of

reforming reactions and enhances decreasing the temperature, as soon as gas enters the

reactor. Later, heat transfer from the outer surface of the reactor, increases the outlet
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temperature distribution in both cases: without sulfur and when sulfur is included in the

producer gas.
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Figure 7.57 Comparison of experimental and modeling results of outlet dry mole concentration of

different species in the reactor, sv=950 1/hr, S/C=5, sulfur=150 ppm, T=1173 (K)

Comparisons of modeling and experimental results are also shown in Figure 7.54. It is
shown that modeling results fit well with experimental results and modeling can be used

as tool for design and optimizing of steam reformers.
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Conclusion

A theoretical and experimental study of catalytic steam reforming of hydrocarbons
produced by biomass gasification is presented. A steady state pseudo-homogeneous and
heterogeneous model mathematically has been developed to address hydrogen and
synthesis gas production. The catalytic conversion of all hydrocarbons present in the
product gas such as methane and ethylene, to synthesis gas, a mixture of hydrogen and
carbon monoxide are modeled and the results were compared to experimental results.

The aim of this study was a better knowledge of the reforming reactions and investigation
of the influence and effect of different parameters on reforming process. The reforming
unit is a fixed bed reactor packed with supported nickel or noble metal catalyst. The
chosen geometry is a tubular reactor and due to the high endothermic nature of the
process an electrical heating is used to keep the outer wall of the reactor at constant
temperature in order to provide heat into the reactor. Therefore, reactor tube and catalyst
particles are exposed to significant axial and radial temperature gradients.

A critical literature review is done to derive empirical correlations used in packed bed
models in general, and to evaluate and find the suitable correlations for reactor models of
steam reformers in special, including wall heat transfer coefficients, diffusion and
dispersion coefficients and the reaction effectiveness factors. For this purpose, the reactor
model comes in two versions: a heterogeneous model and a pseudo-homogeneous model.
Temperature and heat flux profiles of the reactor tube wall are modeled carefully and the
species transport is described by radial dispersion, axial convection and chemical
reaction. The heat transport is modeled with terms for radial conduction, axial convection
and the heat sink related to the net endothermic reactions. It is shown that due to the high
heat input through the reformer tube wall and the endothermic nature of the reforming
reactions, the catalyst tubes are exposed to high axial and radial temperature gradients.
The chemistry of hydrocarbons steam reforming is addressed, including the
thermodynamics and reaction kinetics. Simulation is done with Finite Element Method

software, COMSOL Multiphysics, and an axial symmetrical model is created to
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simultaneously solve mass and energy balance equations within the reactor and catalyst
pellets. The kinetic model reported by Xu and Froment is adopted, and reaction rates and
effectiveness factors are studied in detail. The partial differential equations included in
the model were the mass transfer equations for all the components coupled with the
energy balance equation. In order to evaluate the diffusional resistances the particle heat
and mass balance equations are simultaneously solved in both axial and radial direction
within the reactor and catalyst pellets.

The effect of varying operating parameters like steam to carbon molar ratio, temperature,
gas composition, space velocity and different sulfur amount on the hydrogen yield and
reforming efficiency are investigated. It is shown that increasing steam to carbon ratio,
increases methane conversion and therefore hydrogen yield increases at the outlet of the
reactor. Both axial and radial temperature distributions are affected by change of steam to
carbon ratio. Increasing steam to carbon ratio makes the temperature distribution more
uniform within the reactor. Increasing too much steam to carbon ratio can be a bad option
because it raises the flow and a higher flow needs a higher heat contribution and maybe
the reaction does not have the necessary heat contribution to reach the desired range of
conversion.

The results show that reactor wall temperature plays a key role in reforming process and
as a result the hydrocarbon conversion in the reactor. Increasing the wall temperature,
which leads to increasing the reaction temperature within the packed bed of the reactor,
increases the conversion of methane and hydrogen yield. There is a temperature gradient
between the centerline and wall of the reactor along the reactor length. It is shown that
radial temperature gradients tend to decrease towards the reactor outlet because of the
lower local heat fluxes and reforming reaction rates. The rate of reforming reactions is
more rapid near the wall because the gas temperature is higher. It is shown that increasing
reaction temperatures lead to the more uniform temperature profiles along the axial bed
that finally results in a more efficient usage of the reactor.

The results show that at decreasing the space velocity, increases the contact time between

gas and catalyst pellets and as a result methane conversion increases which corresponds
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to the highest level of hydrogen yield within the reactor. When space velocity decreases
there is also more time for heat transfer from the wall into the reactor. This process
increases the outlet temperature of the reactor and makes temperature distribution along
the reactor more uniform.

Sulfur, which is also incorporated in the biomass structure, is released into the product
gas during gasification as hydrogen sulfide and deactivates the steam reforming catalysts
by chemisorptions on the metal surface. The steam reforming of hydrocarbons from
gasified biomass, in the presence of variable amounts of hydrogen sulfide is investigated
and it is shown that even at extremely low (ppm levels) gas-phase concentrations of
hydrogen sulfide, the reforming efficiency is dramatically decreased. This modeling also
describes sulfur deactivation and steam reforming in a combined kinetic equation which
can provide important data for reactor modeling and design exercises. The obtained
results show that when sulfur is not presented in the gas, the temperature dropped
suddenly at the inlet of the reactor from the inlet temperature and then increased
gradually to the outlet. This phenomenon is attributed to the large amount of heat
required at the initial stage of the reactions due to the high endothermic nature of the
reactions. The rising temperature after a sudden drop along the axial bed of the catalyst is
due to the heat supplied by the outer surface of the reactor into the catalytic bed. Presence
of sulfur in the gas leads to the catalyst deactivation and lower methane conversion rate.
Therefore, small amount of heat is consumed and temperature decreases gradually along
the reactor bed. These effects are carefully investigated and seem to fit well when
compared with experimental results achieved by choosing similar operating conditions in
terms of inlet composition and temperature. The obtained results play a key role in

optimization and design of a commercial reactor.

133



Outlook and Future Work

The purpose and main focus of this thesis has been to develop a mathematical model to
calculate and investigate the simulation of the steam reforming reactions of hydrocarbons
produced from biomass gasification plant, which are further used in the synthesis to
mixed alcohols or Fischer-Tropsch products. Production of liquid hydrocarbons fuel
from biomass by Fischer-Tropsch synthesis is already among the ongoing projects in
Giissing plant. The modeling in this thesis can be adjusted in a way to combine and
simulate biomass gasification, steam reforming and Fischer- Tropsch synthesis in order to
produce biofuels. Both of the reactor mathematical models investigated in this thesis,
(Peseudo-Homogeneous and Peseudo-Hetrogeneous models) can also be applied to any
other types of reactors and be used to exactly model wide variety of chemical processes,
such as methanation, partial oxidation, authothermal reforming, hydrogenation and
membrane technologies. . In addition, the simulation results can be used for operating,
developing and improving reactors when process conditions are changed. A parametric
study may be done to investigate the critical and optimum operating conditions and use
the simulation results for control and evaluating optimum geometry and configuration for
a given requirement of a reactor. Simulation and modeling in this thesis has this potential
to be adjusted into another mathematical model to describe and predict the operation and
control of other chemical processes such as thermal cracking of higher hydrocarbons.
Thermal cracking of higher hydrocarbons like naphtha is one of the most important
aspects of a petrochemical plant and the cracking reactor is the heart of the process to
produce lower hydrocarbons like olefins, aromatics, methane and hydrogen. Moreover,
there is possibility to model coke formation which is one of the main problems in the
thermal cracking process. The coking model may be combined with a kinetic model in
order to exactly predict thermal cracking process, which leads to accurate optimization

and design of the reactor.
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Product gas produced by biomass gasification contains small amounts of sulfur compounds (hydrogen sulfide)
which can reduce catalyst activity during steam reforming process. Sulfur removal has a negative effect on process
efficiency and steam reforming has to be run without cleaning the gas prior to the reactor. It is therefore of interest
to investigate the effect of sulfur on the performance of steam reforming reactions. In this work a packed bed
reactor filled with nickel based catalysts is mathematically modeled to simulate the steady state pseudo-
heterogeneous equations representing heat and mass transfer in the reactor tube. Catalytic bed is subjected to hy-

g:::rﬁ :[isfcrm] ng drogen sulfide and an isotherm model for the sulfur coverage on the Ni surface is considered to exactly investigate
Methane sulfur poisoning effects on methane conversion, hydrogen yield, carbon dioxide and carbon monoxide concentra-
Sulfur poisoning tion. It is shown that even when present in the hydrocarbon feedstock in small quantities, (ppm) levels, sulfur can
Packed bed have a significant effect in methane conversion and temperature distribution within the reactor.

Heat transfer
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1. Introduction

Energy prices and climate change are the most important challenges
facing the world today and in the transition to sustainable energy,
hydrogen plays a key role as energy carrier [1,2]. Among the renewable
energies, one of the most important energy sources in near future is
biomass. Potential of biomass has been widely recognized because of
its widespread availability, renewable in nature and potential in rela-
tion to global warming [3-5]. Steam reforming of hydrocarbons from
biomass gasification (product gas) is one of the most important and
economic processes for production of hydrogen and synthesis gas (Ha
and CO), which can subsequently be converted to numerous valuable
basic chemicals needed in many refinery and petrochemical processes
[6-9]. Gaseous products of biomass gasification are mainly hydrogen,
carbon monoxide, carbon dioxide and methane. Steam reforming pro-
cess is highly endothermic which is carried out by passing a mixture
of steam and product gas over a nickel based or noble metal catalyst
in a tubular reactor operated at high temperature to increase methane
conversion and hydrogen yield. Sulfur, which is also incorporated in
the biomass structure, is released into the product gas during gasifi-
cation process as hydrogen sulfide. Hydrogen sulfide is known to
poison and deactivate nickel based steam reforming catalysts even
at extremely low (ppb levels) gas-phase concentrations, by chemi-
sorptions on the metal surface, therefore methane conversion is re-
duced [10,11]. Different methods are used to desulfurize the gas
prior to the reforming process [12], which decreases the efficiency.
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Different methods have been used to address and simulate the
steady state and non steady state operation of catalytic steam re-
formers, and several reviews have been written about reforming of
methane [13-19]. More recently comprehensive reviews are written
by Rostrup-Nielsen and Christiansen [20] and K. Liu et al. [21].
Rostrup-Nielsen et al. provide a general overview of synthesis gas
technologies as well as in depth analysis of steam reforming process,
provide a comprehensive introduction to this complex field, com-
plete review of the works done in last decades and give a detailed
analysis of the catalyst and process problems. K. Liu et al. tackle cru-
cial aspects in light of the new directions in the energy industry, in
particular how to integrate fuel processing into contemporary sys-
tems. It comprehensively covers hydrogen and synthesis gas produc-
tion and steam reforming process from its fundamentals to practical
applications. However, published papers about the application of
models for simulating industrial steam reformers including sulfur
are very few in numbers [22-24]. More recently Wang et al. [25],
also developed a novel highly active and sulfur-tolerant catalyst for
steam reforming of liquid hydrocarbons. |J. Strohm et al. [26] studied
low temperature over Rh and Rh-Ni catalysts for fuel cells in the ab-
sence and presence of different amounts of organic sulfur. S. Lakhapatri
et al. [27], studied deactivation due to sulfur poisoning and coke depo-
sition on Rh-Ni based catalysts during steam reforming of sulfur-
doped n-hexadecane. This work mathematically models the steam
reforming of methane from gasified biomass, at high temperature
(1173 K) in the presence of reasonable amount of hydrogen sulfide
(80 ppm), which is typical for producer gas from biomass gasification.
The choice for such a high temperature is driven by the reason
that the poisoning effects of sulfurous contaminants in producer gas
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A mathematical model is developed to simulate synthesis gas production by methane steam reforming
process in a fixed bed reactor filled with catalyst particles. Due to the endothermic nature of the
reforming reactions heat is supplied into the reactor by means of electrical heating, therefore, the reactor
and catalyst particles are exposed to significant axial and radial temperature gradients. A pseudo
heterogeneous model is used in order to exactly represent diffusion phenomena inside the reactor tube.
Heat and mass transfer equations are coupled with detailed reaction mechanisms and solved for both the
flow phase and within the catalyst pellets. The reaction has been investigated from a modeling view
point considering the effect of different temperatures ranging from 873 to 1073 (K) on methane
conversion and hydrogen yields. The result provides temperature and concentration distribution along
the reactor axial and radial coordinates and strong radial temperature gradients particularly close to the
entrance of the reactor have been found.

Methane
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1. Introduction

In recent years, there are growing concerns worldwide over
climate change and greenhouse gas emissions. Environmental
problems derived from different energy generation sources and the
increment of fossil fuels prices, have enhanced the development of
new technologies for energy production (Liguras et al., 2004) .In
addition, significant reduction of carbon dioxide emissions in
production of energy and fuels are essential to ensure sustainable
developments, therefore, the energy supply system of the future
features electricity and hydrogen as the dominant energy carriers.
Although, steam reforming of natural gas has been the most suit-
able process for hydrogen production for years (Hoffmann and
(FRW) Dorgan, 2012), hydrogen would be produced from a very
diverse base of other primary energy feedstocls like biomass using
the resources and processes that are economically or consciously
preferred. Steam reforming of methane from biomass gasification
(Yoshioka et al,, 2005; Faaij, 2006) is one of the most important
chemical processes for the production of hydrogen and synthesis
gas which is one of the most important building blocks in chemical
and refinery industry, for ammonia production or as feedstock to
the Fischer—Tropsch process for liquid hydrocarbons production
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(McKendry, 2002a; Rauch, 2011; Hofbauer et al., 1997; Adris et al.,
1996; McKendry, 2002b). Methane is a very stable molecule and
steam reforming takes place in packed bed reactors where methane
reacts with excessive steam at high temperature over a Ni or noble
metal based catalyst, because a reasonable conversion of methane
is required (Rostrup-Nielsen et al.,, 2002; Rostrup-Nielsen and Bak
Hansen, 1993).

Due to the strongly endothermic nature of the process, a large
amount of heat is supplied into the reactor by means of electrical
heating which keep the outer surface of the reactor at certain
temperature, therefore reformer tube wall and the catalyst tubes
are exposed to significant axial and radial temperature gradients
(Rostrup-Nielsen et al., 1988). In developing of these kind of reac-
tors the knowledge of the temperature profiles and gas composi-
tions within the reactor play an important role and are important
for designing and optimizing the catalysts structure and the reactor
geometry to achieve the best performance. Although several
models have been purposed to address mass transfer, operation
conditions, kinetic modeling, gas composition of the methane
steam reforming process (Kvamsdal et al,, 1999; Quinta Ferreira
et al., 1992; Rostrup-Nielsen, 1993; Adris et al., 1996; Elnashaie
and Elshishini, 1993), there are a few paper describing exactly
heat transfer behavior in a fixed bed catalytic reactor. The present
work investigates a heterogeneous model to exactly represent heat
and mass transfer distribution in a catalytic steam methane
reforming reactor, The reaction system was mathematically
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Nomenclature

A Cross sectional area of the reactor......cceeeeeeveeeeennnn.

Bi, Biot NUMDer....cccvitiiiiiiiiiiiiiiiriiiiiinniieiinneancenns
C. Concentration of reactant j.......cccceevviiiiinniieiiinnnnes
C*; Concentration of reactant ; at catalyst surface..........
C, Specific heat capacity.........cooeviiiininiiniiiiiniiiiinnn,
C,, Specific heat capacity of component ;.....................
C, Solid concentration at catalyst surface.....................
C°s Solid concentration at catalyst surface....................
C,, Total concentration.........cccovvvvvriiiiiinnriciinnnnncecens
C, Initial concentration........c.ccceevviiiinnniiiiiinniiicnnnnns
DEN Denominator in the expressions of reaction rates......
D, Effective radial diffusion coefficient ......................
D, , Effective diffusion coefficient of component i...........
D,, Binary diffusion coefficient....................coiiiall.
D, Knudsen diffusivity .....cocovviiiiiiiiiiiiiiinniiiiinnnnnes
D, Diffusion coefficient of the gas mixture...................
D, , Diffusion coefficient of component i......................
d. Particle inner diameter..........cccoveevviiiiiiiiniiiiiinnnnnn
d, Particle outer diameter.........cocovveeiiiiiinniiiiiiinniinn

P
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a, External pellet surface area per unit reactor volume.....

d, Equivalent particle diameter............c.covvevviiiiinnnnen.

kmol | m’

v kmol |/ m’

J l(kg.K)

veeJ (kg K)
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E
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F
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Fi
f
J;

hy

Tube diameter....eeeeeieeeereereereeeeeeeoseesscoseoscosesasesnns

m
ACtivation €Nergy......ccceeeeerrieeeiinneiccesinssccssnnnssccnnns kJ | kmol
Effective radial dispersion coefficient...................... m? /s
Number of moles of component ;.......cceevuvviiiiiiiennnns -
F°,; Polarity factor of component i.........cccevvvevniiniininnnnn. -
F%.; Correction factor of component i.......c.ccovevveiierennnnee -
Number of total moles in the mixture ....................... -
Friction factor.......c.ccovvivviiiiiiiiiiiiiiiiiiiiiinnniennnnes -
Complex function of reaction j.......ccceeevviiiinnnnnennnn. variable
Heat transfer coefficient at catalyst surface.........c...... W /(m* K)
Wall heat transfer coefficient........cceeeeveeiiineeeeennennnn W (m* K)
Adsorption constant of component i.......cceeeviennninnnnn. variable
Equilibrium constant of reaction j.........cccevvvivnnnnnnns variable
Mass transfer coefficient from fluid to solid interface....m’, /m*
Rate coefficient of reaction j.......ccccevviiiiiiiiiiceccecnnes variable
Pre-exponential Arrhenius factor for component ;....... -
Pre-exponential Arrhenius factor of reaction | ............ -
Rate coefficient of reaction with sulfur, Chapter 7........ mol /(m* Ni.s)
Rate coefficient of reaction without sulfur, Chapter 7.... mol /(m* Ni.s)
Reaction rate for carbon formation.........c.cccceceviieeeeennee mol /(m* Ni.s)
Equilibrium constant of reaction 1...........cccveeiinnnneen. bar?
Equilibrium constant of reaction 2..........ccccvviiiiinnnenns -
2

Equilibrium constant of reaction 3
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T X X &

=

Pc
Pc,i
p;
p’i
Pe,,
Pe,
Pe,

Prp

R Radius of the reactor

R, Gas constant

Thermal Peclet number

Particle Prandtl number

Rate coefficient of reaction 1.........ccccevviinnnnnenn..
Rate coefficient of reaction 2..........cceeviiiinnnnnennnns
Rate coefficient of reaction 3.........cccevviiiiiniiiinnnns
Molar Weight ....covvviiiiiinniiiiiimmiiiiiiinnnnnieccissssssneessenes
Molar weight of component i........ceeeecrreeeccinneecnnes
Molar weight of component & ........cceeeveeeecsneeecssnneens
Molar flow rate of component i.......cceeevviieiiiennnns
Total molar fluxX......ccceviiiiiiiiiiiiiiiiiiiiiiiinnniene.
Particle Nusslet number.........cccceviiiiiiniiiiinnnnnnen.
Nusslet number......ccoviiiiiiiiiiiiiiiiiiiiiiiiiineeeenees
Molar flow rate.......coeeeeeiiiiiinneiiieiiiennrcciennnnncens
Pressure.....ccoiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiittiiiiecinnnns
Initial Pressure......cccoeviiiiiiiiiiniiiiiiiinniieiinnnnenns
Critical pressure.....c.cccoceeiiiiinnneerecteccssscenssssnnnes
Critical pressure of component i.......cccevvevnnrnnnnn.
Partial pressure of component i......c.cccevviiinennnnnn.
Partial pressure of component ; at catalyst surface..........

Diffusion Peclet number.....c.cceeviireeieeeereencesennens

Dispersion Peclet number.........cccovviiiiniiiiiinnnnenn.
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kmol.bar™ (kg _,.5)
kmol/(kg ,, .bar.s)
kmol.bar " (kg _,,.5)
kg | kmol

kg | kmol

kg | kmol

kmol /s

..... kmol /s

....... kJ /(kmol.K)



R, Reaction rate of component ; with sulfur, Chapter 7........ mol /(m* Ni.s)

i,sp

R’ Reaction rate of component ; without sulfur, Chapter 7....mol /(m’ Ni.s)

R, Outer particle radius.......ccocoeeiiiiniiiiiiiiiiiiiinin. m

R, Reaction rate of reaction with sulfur, Chapter 7............ mol /(m* Ni.s)
R’;, Reaction rate without sulfur, Chapter 7...........cccceeee..... mol /(m* Ni.s)
Re, Particle Reynolds number..........c.cccooiiiiiiiiiiiiiini. -

r Radial coordinate.........cccoveviiiiiiiiiiiiiiiiiniiiiiiinnnencnn m

r, Reaction rate of component i......c..cceeeviiiiniiiiiiiinnnnnens mol /(kg ,,,-S)
r,  Reaction rate of reaction j.........c.cooeieiiiiiiiiiiiiiiniii, mol /(kg ,,-S)

r*;  Reaction rate of reaction ; at the catalyst surface.............mol /(kg ., .5)

r,  Particle radius........ccooiiieiiiiiiiiiiiiiiiii, m

r,  Reaction rate of reaction 1.......cccovvviviiiiiinnniiiiinnnnnen. mol /(kg ,,-S)
r,  Reaction rate of reaction 2..........ccoeevvviiiiiiinniiiiinnnnn. mol /(kg ,,,-S)
r,  Reaction rate of reaction 3..........cceviiiiiiiiiiiiinniiiinnnns mol /(kg ., -S)
S | 05’05 9 111 111§ £: 1Y S PP m’

Sc Schmidt numMber.......coiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiinneenn -

Sh, Particle Sherwood number.............cooiiiiiiiiiiiii -

VAR N 11 0123 2111 ) o R K

T, Critical temperature........ccceeviiiieriiiiiineiciiiinnrececeennens K

T¢,; Critical temperature of component i ........cccoeviieiniieninnn. K

T, Fluid temperature........ccceeuiieiiieieiiiieiniiineiieieeinncnnn. K

T°; Fluid temperature at catalyst surface.........cccccceeviveinnennne. K

T, Outer radius temperature.......coeeveeeerieiireicecienssneeconenss K

T. Reduced temperature......cceeeveeiinereieciieeceinerennsnnnn K



T, ; Reduced temperature of component i.......cccevvevvvriinniennne K

T, Solid temperature.......ccceeeeiiiiienereeciirensrccienssesccsencasces K
T°  Surface temperature .......cccevviiienriiiiiiniieiiinnnercenenens K
T’s Solid temperature at Catalyst surface.........c.ccceevvveeennenss K
Ty, Wall temperature ....c.ceevviieeieiiiieeeeeiiieeeciinniieccnnneenens K

7, Initial Temperature .....cccevveeiiiineiiiineiiineeiiineecinececnnnn K

VAN 1 U111 IR Y71 (1T U m/s
u, Fluid velocity in radial direction..........cccceviiniiineinnnnnen. m/s
u,  Fluid velocity in axial direction ............c..coooiieiiiiiaii. m/s
u,, Initial Fluid velocity in axial direction ......................... m/s
L 1) 111 11 U m’
V. Total inlet volume flow rate.........c.cccveviiiiieiiniieininnn m’ | hr
v, Particle volume ..........coooiiiiiiiiiiiiiiiiiii, m’
W WHhisKer carbon.....cccvviiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiieiineennn -

X  Radius of the active part of the catalyst....................... m

X;  Conversion of component j......ccccceveveiieiiiecieeiinecnnnen. -
X, j Conversion of component ;to component j................... -

x,  Molar fraction of component i.........coceeiiniiiiiiiiiiinnannn -

x,;  Molar fraction of component ; at the catalyst surface....... -

y  Depth coordinate for catalyst particle..........ccccceevveennnee. m

Function of partial pressures and adsorption constants...variable

. Compressibility factor.......cccceeviiiiiiiiiiiiiiiiiiiiieniinnn. -
z AXIal COOrdINAte..c.ueeerieriieeeiereeereeeeeeereneesneceecennoones m
Greek letters
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AYCII €; 1011 13 1 T5) ) kJ

AG" Standard Gibbs energy .......c.ccceevieiiiiiiiiieiieieneninenss kJ
AG,_,. Gibbs energy of adsorption.......ccccceeviiieiiiiniiiinnnnnnns kJ
AH _, Enthalpy of adsorption.........cccevviviiinniiiiniiiinnennne. kJ / mol
AH'.; Standard enthalpy of adsorption..........ccceevvvenvinnenn. kJ | mol
AH»s; Standard enthalpy of formation .........cccovevveiiainnnen. kJ [ mol
AH, Enthalpy of adsorption of component..i.................... kJ | mol
AH ; Enthalpy of reaction j.........ccooeveniiiiiiiiiiiiininn kJ | mol
AS . Entropy of adsorption......cc.cccevvieviiiiiniiiiniiiiinicinn kJ [(mol .K)
& Void fraction of packed bed .......cccovviiiiinniiiiiiiinnnnns -

g, CatalySt porosity.......cceeeiiieiiininiiiiiiiiiiiiiiiinininae. -

n,  Effectiveness factor of reaction j....................cooeii. -

A, Catalyst thermal conductivity.......cceeeviiiiiniiiiiinnnnnn. W (m.K)
A,  Effective thermal conductivity......ccccevvviiiinniiiiiinnnne. W I(m.K)
A,  Fluid thermal conductivity...........ccocoeieiiiiininanai.e. W /(m.K)
A, Thermal conductivity of component i............cceuvene. W (m.K)
2519 Fluid thermal conductivity at stagnation point.......... W l(m.K)
7 VISCOSIEY euuunriiiiiiiniiiiiiietetiiiinnreiciiensrccssnnsscennnns kg /(m.s)
u, Viscosity of the fluid.............coooiiiiiiiiiiiii kg /(m.s)
. Viscosity of component i......ceevviiiiniiiiiiinniiiiiiinnin kg /(m.s)
t,  Dipole moment.......coceeiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiieiiaee. -

v., Stoichiometric coefficient of component ; in reaction ; ..-

t, Packed bed tortousity factor............ccceuiuininiiiiiiiii.n. -

P, Fluid density ...cccveininiiiiiiiiiiiiiiiiiiiiiiiiiiininee, kg/m
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pp Catalyst bulk density....ccoevvieviiieiiiiiieiiiieiiiieecinnnenn. kg/m
o R OF:1 7:1 A Al [ 1 13 1 5 /2N kg/m
¢  Ergun correlation.......cccceveviiiiiiniiiniiiiiiineeenenencnnns kg [(m .s)
¢;j Factor for estimating mixture conductivity and viscosity....-
¢ Reduced inverse viscosity of component i.......ccceeinvennnne -
® Catalyst activity factor.......ccceevviiiiiiiiiiiniiiiiiinniceincnnne -
05 Sulfur surface COVerage......c.cceevvieeiiiiniiiiniiiiineeiineeecnnn -
Subscripts

0 Initial condition........coovveviiiiiiiiiiiiiiiiiiiiiiiiieiiiiiinnnnne -
2 51T | e -
(G @5 ¢ 11 11 1 -

PR ©F- 1 7 1 | 4] St -
er EffeCtive...civiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiinntiiiiiennnnes -
7 2 1) (s e -

i Reactant number ......ccoiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiieiiiee. -
7 11 U e -
j Reaction NUMDber ......cccviiiiiiiiiiiiiiiiiieiiecseteecececcssscnes -
k Reactant number .......cccceviiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiinnnn, -
m  Number of moles in hydrocarbon compound.................. -
n  Number of moles in hydrocarbon compound.................. -
A 1113 ] e -
B 1 1 (1 e -
R RadiUS...ueeiiiiiiiiiiiiiiiiinerantiieesssssssssssssassssssescsssssssses -
r Radial direction.......cocvviiiinnnnniiiiieicisieinnnnrsssecccsscsnnns -
R 1) 10 -
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RET AN T STt 1 -

K72 4 11 1 B 11 1 . -
AN 1 1: T S ) (10l 1 -
Y 1 11 o e -
707 X1 1 P N -
L 741 L1 1 1 1V -
Z V4 11 T <) -
w  Reactor wall....covviiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiciiiennne. -
7 A " - [ -
EA- S £+ 1 N0 11T 1 11) | DO -
Superscripts

0 Standard condition........ccoveeviiiiiiinniiiiiiiiiiiiiiinnicnen. -
a  Order with respect to hydrocarbon...........ccccoeeveneennn..
b Order with respect to hydrocarbon..........c..ccccevennneaee. -
¢ Order with respect to hydrocarbon..........c..ccceeveinnnnen. -
d  Order with respect to hydrocarbon.............cccccceeeeee.e. -
s Condition at the catalyst surface..........cccoeeevvviiiiinnnnn. -
stag Stagnation POINt......ccvviiiiiiiiiiiiinrtiiiiinnriceiennnrccnnnns -
Abbreviations

CSR  Catalytic steam reforming.........ccccoeeeviiiiinriccniinnnnes -
F—T Fischer - Tropsch....c.ccceiiiiiiiiiiiiiiiiinnnniiiiiissesscnnnnns -
LPG Liquefied petroleum gas........ccceviiiinnniiiiiininnicnnnnee -
RWGS Reverse water gas shift reaction...........ccoovveieviiinnnnna. -
S/C Steam to carbon ratio.......c.coeeeviiiiiiiiniiiiiiniiiiiiiinnnne -
WGS Water gas shift reaction.........cccovvviiiiiiiiiiniiiiiiinnnen. -
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Appendix 1
Enthalpy of formation

3
Enthalpy coefficients in H (kl/mol) H; = }'E, e
(el

E) B Es E Eq
0, 1962663 10° 2.42798210° 9023752 10% -3.098198 10° 4552447 10"
Hy 8838190107 3.01657210% -2.325840 10° 2.027647 10° 3426771 10°
HO  -251382810° 3106223107 2641890 10° 2466168 10° 6372514 10°
Ny -827033810° 2702524107 2168403 10° 8503154 10 3202777 10
00 -LIS673710° 2.62183210° 3759823 10° 2129007 10™ -1.733685 10"
0, 4029275 10° 2448608107 2651733 10° -9.591309 107 1423390 10
CHy  -821111110" 1405654 107 3554687 10° -2.975929 10 -1.066366 10™
CHs 9266902 10" 4343278 10* 1007521 10% -3.255931 10% 4787174 10
CHy  -140735210° -2.401684 10° 1952472 10* 6701212 10% 1.002040 10°"
CHye 2131201 10° 4456496 10° 3353877 10* -1.191684 107 1.837205 10"
CH,OH -210993110° 2014756 107 4225563 10° 4233056 10" 4017644 10™
(CHy)0 -1.966958 10° 1.646284 107 9291303 10° -2,199279 10° 1358183 107
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Table values with enthalpies of formation at selected temperatures, kJ/mol
0y, H,, H;O, Nz, CO, CO,, CH.q., C;H.g, C.;H]u, C-;Hug Methanol and DME.

Temp.

°C 0O, H, H,O N; CcO CO,

0 -0.72 -0.73 -242.65 -0.71 -111.23 -394.45
25 0.00 0.00 -241.83 0.00 -110.52 -393.51
50 0.73 0.73 -240.99 0.71 -109.81 -392.55
75 1.46 1.46 -240.15 1.43 -109.09 -391.57
100 2.20 2.19 -239.31 2.15 -108.37 -390.57
123 295 2.92 -238.46 2.88 -107.64 -389.54
150 371 3.65 -237.60 3.61 -106.91 -388.50
175 447 4.38 -236.74 434 -106.17 -387.43
200 5.24 5.11 -235.86 5.08 -105.43 -386.35
225 6.02 5.84 -234.99 5.82 -104.69 -385.25
250 6.80 6.57 -234.10 6.56 -103.94 -384.13
275 1.59 7.30 -233.21 7.31 -103.18 -382.99
300 8.38 8.03 -232.32 8.06 -102.43 -381.83
325 9.18 8.76 -231.41 8.81 -101.66 -380.66
350 9.99 9.50 -230.50 9.57 -100.90 -379.48
375 10.80 10.23 -229.58 10.33 -100.13 -378.28
400 11.62 10.96 -228.65 11.10 -99.35 -377.06
425 12.44 11.70 -227.72 11.87 -98.57 -375.83
450 13.27 12.43 -226.78 12.64 -971.79 -374.59
475 14.10 13.17 -225.83 13.42 -97.00 -373.34
500 14.93 13.91 -224 88 14.20 -96.21 -372.07
525 15.77 14.65 -223.91 14.98 -95.41 -370.79
550 16.62 15.39 -222.94 15.77 -94.61 -369.50
375 17.47 16.13 -221.96 16.56 -93.81 -368.20
600 18.32 16.88 -220.98 17.36 -93.00 -366.89
625 19.17 17.63 -219.98 18.16 -92.19 -365.57
650 20.03 18.37 -218.98 18.96 -91.38 -364.24
675 20.90 19.12 -217.97 19.77 -90.56 -362.90
700 21.76 19.88 -216.95 20.58 -89.73 -361.55
725 22.63 20.63 -215.93 21.39 -88.91 -360.19
750 23.51 21.39 -214.89 2221 -88.08 -358.83
775 24.38 22.15 -213.85 23.03 -87.25 -357.46
800 25.26 2291 -212.80 23.86 -86.41 -356.08
825 26.14 23.67 -211.75 24.68 -85.57 -354.69
850 27.02 24.44 -210.68 25.51 -84.73 -353.30
875 27.91 25.20 -209.61 26.35 -83.88 -351.90
900 28.80 25.97 -208.53 27.18 -83.04 -350.50
925 29.69 26.75 -207.44 28.03 -82,18 -349.09
950 30.58 27.52 -206.35 28.87 -81.33 -347.67
975 31.48 28.30 -205.25 29.72 -80.47 -346.25
1000 32.38 29.08 -204.14 30.56 -79.61 -344 82
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Temp.

25
50
75
100
125
150
175
200
225
250
275
300
325
350
375
400
425
450
475
500
525
550
575
600
625
650
675
700
725
750
775
300
B25
850
875
900
925
950
975
1000

CH,

-75.69
-74.85
-73.97
-73.05
-72.09
-71.09
-70.06
-68.98
-67.87
-66.72
-65.53
-64.31
-63.05
-61.76
-60.43
-59.07
-57.67
-56.24
-54.77
-53.28
-51.75
-50.19
-48.60
-46.99
-45.34
-43.66
-41.96
-40.23
-38.47
-36.68
-34.87
-33.04
-31.18
-29.30
-27.40
-25.47
-23.52
-21.56
-19.57
-17.56
-15.54

C,H,
-85.91
-84.67
-83.33
-81.91
-80.40
-78.81
~77.13
-75.37
-73.53
-71.61
-69.63
-67.56
-65.43
-63.24
-60.97
-58.65
-56.26
-53.81
-51.30
-48.73
-46.12
-43.44
-40.72
-37.95
-35.13
-32.26
-29.35
-26.39
-23.39
-20.35
-17.27
-14.15
-10.99
-7.80
-4.57
131
1.98
5.31
8.67
12.06
15.47

CiHo
-128.13
-125.79
-123.27
-120.59
-117.73
-114.72
-111.55
-108.23
-104.76
-101.15
-97.40
-93.52
-89.51
-85.37
-81.12
-76.75
-72.26
-67.67
-62.97
-58.17
-53.27
-48.28
-43.19
-38.02
-32.76
-27.42
-22.00
-16.51
-10.94
-5.30
0.41
6.18
12.01
17.91
23.87
29.88
3595
42.07
48,24
54.46
60.72
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C7Hye
-191.64
-187.65
-183.36
-178.78
-173.92
-168.79
-163.39
-157.74
-151.85
-145.71
-139.35
-132.76
-125.95
-118.94
-111.73
-104.32
-96.72
-88.95
-80.99
-72.88
-64.59
-56.16
-47.57
-38.84
-29.96
-20.96
-11.82
-2.56
6.81
16.31
2591
35.62
45.43
55.35
65.35
75.45
85.63
95.90
106.25
116.68
127.19

CH,;0H
-202.35
-201.25
-200.10
-198.90
-197.65
-196.35
-195.00
-193.60
-192.16
-190.67
-189.13
-187.55
-185.92
-184.25
~182.53
-180.78
-178.98
-177.14
-175.26
-173.35
-171.40
-169.41
-167.39
-165.33
-163.24
-161.12
-158.97
-156.79
-154.58
-152.35
-142.19
-147.81
-145.51
-143.19
-140.85
-138.50
-136.13
-133.74
-131.35
-128.94
-126.53

(CH;),0
-185.71
-184.10
-182.40
-180.61
-178.73
-176.77
-174.72
-172.58
-170.37
-168.07
-165.70
-163.25
-160.73
-158.14
-155.47
-152.74
-149.94
-147.08
-144.15
-141.16
-138.11
-135.00
-131.83
-128.61
-125.34
-122.01
-118.63
-115.21
=111.73
-108.22
-104.65
-101.05
-97.40
-93.72
-90.00
-86.24
-82.44
-78.62
-74.76
-70.87
-66.95



Appendix 2
Chemical equilibrium constants

Coefficients in equilibrium function:

G,
In(K, ;)=C,,-In(T)+ :;:"+~'f33u,.-i-(}'.,u,-T:"+ICSJ-‘i"z+{2‘ﬁ_j-i"3

CH4+H,0=CO+3H, CO+3H,=CH4+H,0 CO+H;0=C0O;+H;

G 8.611124 10° -8.611124 10" -3.161652 10™
C; -2.264%01 10° 2.264%01 10* 5.016474 10°

C -2.898252 10" 2.898252 10' -4,104367 10°
C; P (bar) -2.895619 10' 2.895619 10’ -4.104367 10°
o -4.980062 107 4.980062 107 2.139623 107

Cs 3.977411 107 -3.977411 107 -6.044372 107
Cy 2.013436 107" -2.013436 107" 7.582519 107"

COy+H;=CO+H,0 CH4+CO=2C0+2H, C;Hg+2H,0=2C0+5H,

Cl 3.161652 10-1 8.927289 100 1.702761 101
c2 -5.016474 103 -2.766448 104 -3.775312 104
C3 4.104367 100 -2.487816 101 -5.358552 101
C3 P (bar) 4.104367 100 -2.485183 101 -5.353287 101
C4 -2.139623 10-3 -7.119686 10-3 -1.324748 10-2
C5 6.044372 10-7 1.002178 10-6 2.273621 10-6
Cé -7.582519 10-11 -5.569083 10-11 -2.234181 10-10
Note:

The constant C; (bar) is calculated by inserting the reference pressure so that the pressure
unit of measurement must be in bar abs.
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Equilibrium constants in reforming reactions at selected temperatures.

Temp. CH;4;+H-,O=

°C

100
150
200
225
250
275
300
325
350
375
400
425
450
475
500
525
550
575
600
625
650
675
700
725
750
775
800
825
850
875
900
925
950
975
1000

CO+3H,
2.6892 107'®
8.1934 10713
4.8681 107"
7.4724 107"
8.9260 107'°
8.5795 107
6.8220 10°®
4.5925 107
2.6689 10°
1.3613 107°
6.1800 1073
2.5279 107
9.4142 10*
3.2213 107
1.0208 102
3.0168 107
8.3663 107
2.1890 10"
5.4296 107!
1.2823 10°
2.8945 10°
6.2665 10°
1.3052 10’
2.6229 10!
5.0980 10'
9.6062 10"
1.7585 10°
3.1333 10°
5.4436 10°
9.2360 10°
1.5326 10°
2.4907 10°
3.9691 10°
6.2091 10°
9.5454 10°

C0+3H2=

CH4+H,0

3.7186 10"
1.2205 10™
2.0542 10"
1.3383 10"
1.1203 10°
1.1656 10°
1.4658 107
2.1775 10°
3.7468 10°
7.3462 10°
1.6181 10*
3.9559 10°
1.0622 10°
3.1044 102
9.7962 10"

3.3147 10"
1.1953 10'
4.5684 10"
1.8418 10°
7.7985 10!
3.4548 107!
1.5958 107!
7.6615 107
3.8126 107
1.9615 107
1.0410 107
5.6867 107
3.1915 107
1.8370 107
1.0827 107
6.5248 107
4.0149 10*
2.5195 10™
1.6105 107
1.0476 10°*

CO+H,0=
CO,+H,

3.5870 10°
7.6626 10°
2.2943 10°
1.3802 10°
8.7377 10"
5.7805 10'
3.9731 10"
2.8235 10’
2.0662 10"
1.5517 10'
1.1924 10’
9.3521 10°
7.4704 10°
6.0662 10°
4.9994 10°
4.1757 10°
3.5303 10°
3.0177 10°
2.6056 10"
2.2705 10°
1.9952 10°
1.7669 10°
1.5758 10°
1.4146 10°
1.2776 10°
1.1603 10°
1.0593 10°
9.7169 10"
8.9532 10!
8.2838 10"
7.6941 10
7.1723 10!
6.7084 107!
6.2943 10!
5.9232 10"
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Pressure unit is bar,

COs+Hs=

CO+H,0

2.7878 10™
1.3050 107
4.3586 107
7.2453 107
1.1445 102
1.7300 102
2.5169 102
3.5417 102
4.8398 107
6.4445 107
8.3866 1072
1.0693 107!
1.3386 10!
1.6485 10!
2.0002 10"
2.3948 107!
2.8326 10"
3.3138 107!
3.8379 107!
4.4043 10"
5.0120 10!
5.6597 107!
6.3459 107!
7.0690 107!
7.8271 107
86182 10!
9.4403 10!
1.0291 10°
1.1169 10°
1.2072 10°
1.2997 10°
1.3943 10°
1.4907 10°
1.5887 10°
1.6883 10°

CH+CO,=
2CO+2H,
7.4971 1022
1.0693 10°"7
2.1218 104
5.4140 107"
1.0215 107"
1.4842 107'?
1.7171 107
1.6265 10°®
1.2917 107
8.7726 1077
5.1829 10°
2.7030 107
1.2602 107
5.3101 107
2.0418 107
7.2247 107
2.3698 107
7.2537 107
2.0838 10"
5.6477 10™!
1.4507 10°
3.5467 10°
8.2829 10°
1.8541 10"
3.9902 10!
8.2787 10"
1.6601 10°
3.2245 10°
6.0800 107
1.1149 10°
1.9919 10°
3.4727 10°
5.9166 10°
9.8645 10°
1.6115 10*

C2H6+2H20
=2CO+5H,
3.8926 1072
2.8934 102°
1.3665 10°'°
1.3610 1073
8.8782 102
4.0128 107
1.3168 10
3.2617 107
6.3030 10°°
9.7702 10°°
1.2441 107
1.3284 107
1.2105 10
9.5608 10!
6.6330 10°
4.0903 10'
2.2654 10°
1.1372 10°
52172 10°
2.2033 10*
8.6210 10*
3.1438 10°
1.0741 10°
3.4543 10°
1.0503 107
3.0306 107
8.3291 107
2.1873 10®
5.5046 10°
1.3312 10°
3.1011 10°
6.9749 10°
1.5178 10'°
3.2018 10'°
6.5590 10'°



Coefficients in equilibrium function:

L
(K, )=C, -ln(T}+-?'—+C3d. +C,; T+Cs,; - T*+C;,-T°

CO+2H,=CH;0H 2CH;0H= N;+3H,=2NH,
(CH;3),0+H;0
C -7.986366 10° 8.695637 10" 1.372121 10
Ca 8.977513 10° 3.138192 10° 1.548699 10*
& 2.381310 10" -9.077292 10° -1.178399 10°
C; P (bar) 2378677 10 -9.077292 10° -1.177873 107
Cs 5.189461 107 1.328249 10° 3.052080 107
Cs -2.196947 107 -1.225171 10°® 2.960918 107
Cs -1.266439 107 3.510445 10" -8.885442 10"
COS+H,0=H,5+C0, H,8+2H,0=80,+3H,
C; -1.198941 10° 3.450676 10°
Cx 3.199162 10° -2.388664 10
Cy 7.283090 10° -1.638488 10’
C; P (bar) 7.283090 10 -1.637172 10
i 1.207978 10° 3.945482 10°
Cs -1.912639 107 -5.425752 107
Cs 1.258838 10! 9.033646 107"
Note:

The constant C; (bar) is calculated by inserting the reference pressure so that the pressure
unit of measurement must be in bar abs.
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Temp.
°C
100
150
200
225
250
275
300
325
350
375
400
425
450
475
500
525
550
575
600
625
650
675
700
725
750
775
800
825
850
875
900
925
950
975
1000

Equilibrium constants in syngas reactions at selected temperatures.

CO+3H.,=
CH;0OH

1.1584 10
3.1673 107
1.7636 10°
5.0970 102
1.6455 107
5.8490 107
2.2621 10*
9.4244 107
4.1940 10
1.9793 10°*
9.8453 10
5.1343 10
2.7942 10
1.5806 10°®
9.2603 107
5.6020 107
3.4896 107
2.2329 107
1.4644 107
9.8254 10*
6.7320 10°®
4.7030 10
3.3452 10
2.4195 10°*
1.7774 10*
1.3248 10°®
1.0009 10°*
7.6577 10°
5.9286 10°
4.6410 107
3.6710 107
2.9322 107
2.3636 107
1.9218 10°
1.5753 107°

Pressure unit is bar.

CH;0OH=
(CH3),0+H,0

1.2465 10°
5.2833 10'
2.7184 10'
2.0578 10
1.6031 10
1.2801 10!
1.0440 10"
8.6740 10°
7.3234 10°
6.2710 10°
5.4371 10°
4.7665 10°
4.2197 10°
3.7686 10°
3.3923 10°
3.0752 10°
2.8056 10°
2.5745 10°
2.3749 10°
2.2014 10°
2.0495 10°
1.9158 10°
1.7975 10°
1.6923 10°
1.5983 10°
1.5141 10°
1.4382 10°
1.3697 10°
1.3076 10°
1.2512 10°
1.1998 10°
1.1529 10°
1.1100 10°
1.0706 10°
1.0345 10°

N2+H2=
2NH;

4.6793 10°
2.2917 10'
2.6115 10°
1.1115 10°
5.3474 10"
2.8556 107
1.6676 10
1.0518 10
7.0927 107
5.0693 107
3.8124 1072
2.9985 107
2.4533 107
2.0786 107
1.8168 107
1.6325 107
1.5037 102
1.4161 107
1.3604 1072
1.3306 1072
1.3226 107
1.3341 107
1.3636 107
1.4106 10
1.4752 1072
1.5581 10
1.6606 102
1.7845 102
1.9321 107
2.1064 107
2.3108 107
2.5497 1072
2.8280 107
3.1519 107
3.5285 10*
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COS+H,0=
H.S+C0O,

9.7124 10°
3.1985 10°
1.3258 10°
9.1098 10°
6.4838 10°
47578 10°
3.5854 10°
2.7658 10°
2.1779 10°
1.7466 10?
1.4238 10°
1.1776 10?
9.8685 10'
8.3683 10!
7.1724 10
6.2075 10
5.4201 10
4.7710 10
4.2308 10'
3.7774 10"
3.3937 10'
3.0667 10"
2.7860 10'
2.5435 10"
2.3328 10'
2.1487 10!
1.9869 10'
1.8442 10"
1.7177 10!
1.6050 10"
1.5042 10
1.4138 10'
1.3324 10'
1.2588 10'
1.1920 10'

H;S+2H,0=
50;+3H;

9.9322 10%
2.9551 10
1.6898 10°
2.5385 10"
2.9659 107'*
2.7881 10717
2.1689 10'*
1.4292 107
8.1366 107"°
4.0690 10"
1.8130 10"
7.2860 107"
2.6687 102
8.9909 10"
2.8083 10"
8.1894 10"
2.2433 10"
5.8035 10"
1.4248 107
3.3336 107
7.4619 10°
1.6033 10
3.3173 10°®
6.6271 10°
1.2815 107
2.4042 107
4.3849 107
7.7894 107
1.3500 10
2.2863 10°°
3.7891 10
6.1531 10°¢
9.8026 10°¢
1.5338 107
2.3593 10°



Coefficients in equilibrium function:

ln(Keg, j

CH=

C+2H,
C, 5291666 10"
C,  -761084610°
G, 2449759 10"
C, 244844310
P (bar)
C, 2023153107
G -1.593520107
Ce 7797205 10"

Note:

The constant C, (bar) is calculated by inserting the reference pressure so that the pressure

CHe=

C(whisker) +2H,

0

10779 10¢
1.268 10"
1.269 10"

0
0
0

unit of measurement must be in bar abs.
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2C0=
C+C0,

3635623 10°
2005364 10*
3.805679 10"
3.674049 10"

5096533 10°
-1,161530 10°
1.336629 107

L

e,
i=(, -ln(r)+%+clj +C,; T+Cy T 4G, T

CO+H;=
C+H,0
3319458 10
1503716 10*
4484935 10°

4471772 10"

—J

2956910 10°
5.570931 10
5783769 10™



Temp.
"C

100
150
200
225
250
275
300
325
350
375
400
425
450
475
500
525
550
575
600
625
650
675
700
725
750
775
200
825
850
BTS
900
925
950
975
1000

Equilibrium constants in syngas reactions at selected temperatures.

CO+3Hy=
CH;0H

1.1584 10'
3.1673 10"
1.7636 107°
5.0970 107
1.6455 107
5.8490 10*
2.2621 10°
9.4244 10°
4.1940 10°
1.9793 10°
9.8453 10°
5.1343 10
2.7942 10
1.5806 10°°
9.2603 107
5.6020 107
3.4896 107
2.2329 107
1.4644 107
9.8254 10°®
6.7320 10°*
4.7030 10°*
3.3452 10
2.4195 10°®
1.7774 10°*
1.3248 10°*
1.0009 10°*
7.6577 107
5.9286 107
4.6410 107
3.6710 107
2.9322 10°
2.3636 10°
1.9218 107
1.5753 107

Pressure unit is bar.

CH]DH=
(CH;):0+H:0

1.2465 10°
5.2833 10"
2.7184 10!
2.0578 10
1.6031 10
1.2801 10
1.0440 10
8.6740 10°
7.3234 10°
6.2710 10°
5.4371 10°
4.7665 10°
4.2197 10°
3.7686 10°
3.3923 10°
3.0752 10°
2.8056 10°
2.5745 10°
2.3749 10°
2.2014 10°
2.0495 10°
1.9158 10°
1.7975 10°
1.6923 10°
1.5983 10°
1.5141 10°
1.4382 10"
1.3697 10°
1.3076 10"
1.2512 10°
1.1998 10°
1.1529 10°
1.1100 10°
1.0706 10°
1.0345 10°

Na+Hy=
2NH;
4.6793 10¢
2.2917 10"
2.611510°
1.1115 10°
5.3474 107
2.8556 10
1.6676 10"
1.0518 10!
7.0927 107
5.0693 107
3.8124 107
2.9985 107
2.4533 107
2.0786 107
1.8168 107
1.6325 107
1.5037 107
1.4161 10°
1.3604 107
1.3306 107
1.3226 10°7°
1.3341 10*
1.3636 107
1.4106 102
1.4752 10
1.5581 107
1.6606 107
1.7845 107
1.9321 107
2.1064 107
2.3108 107
2.5497 10?
2.8280 107
3.1519 107
3.5285 107
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COS+H,0=
H,S+C0,
9.7124 10°
3.1985 10°
1.3258 10°
9.1098 10°
6.4838 10°
4.7578 107
3.5854 10°
2.7658 10°
2.1779 107
1.7466 10°
1.4238 10°
1.1776 10°
9.8685 10/
8.3683 10'
7.1724 10'
6.2075 10/
5.4201 10'
4.7710 10!
4.2308 10'
3.7774 10
3.3937 10
3.0667 10'
2.7860 10"
2.5435 10
2.3328 10'
2.1487 10'
1.9869 10'
1.8442 10
1.7177 10
1.6050 10
1.5042 10
1.4138 10°
1.3324 10'
1.2588 10"
1.1920 10

H,8+2H;0=

S0;+3H;

9.9322 10
2.9551 10
1.6898 10
2.5385 10"
2.9659 10°"*
2.7881 10"
2.1689 10'¢
1.4292 107
8.1366 10"°
4.0690 10
1.8130 10"
7.2860 10"
2.6687 10"
£.9909 102
2.8083 10"
8.1894 10"
2.2433 10°1°
5.8035 10°°
1.4248 107
3.3336 10
7.4619 10*
1.6033 10*
3.3173 10°%
6.6271 10*
1.2815 107
2.4042 107
4.3849 107
7.7894 107
1.3500 10°®
2.2863 10
3.7891 10°
6.1531 10°
9.8026 10*
1.5338 10°
2.3593 10°



Appendix 3

Empirical correlations used in reactor model

Radial dispersion coefficient:

d
=Q(1+19.4(d—p)2) 10(Re (1000  Fromentetal, 1987  (5-2)
&

t

PeE

Effective radial thermal conductivity:

sta Re Pr
A a5tas » 'p

Pe

d
_ _P
PeD =3.2+494 P

t

D Alltype 100 <Re, <900 Peters etal., 1988 (5-11)

Y Y Ac —Af
0.895(1—¢ )| In| =& —0.5439(— —1) |- 0.4561
/ g S Af Ae
stag _
A AfeerAf /lc‘/lfz
0.3521(——2)
A
C
Kunii et al., 1960 (5-14)

Wall heat transfer coefficient:

100 < Rep < 8000

d cylinders d
Nu =41(L)039Re 05p, 1/3 &Y 0.1<—2 <06
w ) p P ,
Peters et al., 1988 (5-20)
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Diffusion coefficient in gas mixture:

[u—

D == Wilke 1950 (5-27a)
b z l-
k ¢iDi,

k

Binary diffusion coefficients:

0010137175 L 1172
M. M

D, = ik 5 Fuller et al., 1966 (5-27b)
p[(zm“?’ +(2V)“3}
i k

Mass transfer coefficients:

Shp = 2+1.1Repo'6 sc 033 5<Re, < 10 Wakao et al., 1978  (5-28a)

Interphase heat transfer coefficient:

_ 0.255 Pr

0.3 0.6
Nup A p Rep

Re, <10’  Handley etal., 1968 (5-29a)

166



