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Abstract
This master thesis deals with the solution of boundary value problems using the MATLAB

code bvpsuite developed at the institute for Analysis and Scientific Computing of the
Vienna University of Technology. Motivated by an international cooperation with P.M.
Lima from the University of Lisbon and M.L. Morgado from the University of Tras-os-
Montes e Alto Douro, Portugal, we are concerned with a singular free boundary problem
for a second order nonlinear ordinary differential equation, where the differential operator
is the degenerate m-Laplacian. The aim is to find a real M > 0 and a positive solution of
the equation

(|y′|m−2
y′)′ +

N − 1

x
|y′|m−2

y′ + f(y) = 0, 0 < x < M,

which belongs to C2((0,M)) ∩ C1([0,M ]) and satisfies the boundary conditions

y′(0) = 0, y(M) = y′(M) = 0, M > 0.

In [42], a numerical method has been proposed to approximate the solution of the
above free boundary problem, where smoothing variable transformations are applied to
deal with the singularities at x = 0 and x = M . The problem was discretized by means
of a finite difference scheme.

In Section 2, we consider a new numerical approach. First we transform the free
boundary problem into a boundary value problem on a fixed interval featuring an unknown
constant λ. By applying to the resulting equations smoothing variable transformations,
described in [42], we obtain a new problem, which we solve using the open domain
MATLAB code bvpsuite [36].

Another cooperation with C. Budd from the University of Bath, United Kingdom,
deals with the analysis of a self-similar blow-up solution of the generalized Korteweg-
de Vries equation, computed in [20], which satifies the following third order nonlinear
ordinary differential equation, subject to boundary conditions:

2

3(p− 1)
w +

ξ

3
wξ + (wξξ + wp)ξ = 0, ξ ∈ R,

2

3(p− 1)
w(ξ) +

ξ

3
wξ(ξ)

ξ→±∞−−−−→ 0, wξξ(ξ)
ξ→∞−−−→ 0.

This problem is posed on the infinite interval (−∞,∞). The structure of the self-similar
solution ω(ξ) is numerically studied with the MATLAB code bvpsuite by reducing ξ
to a finite interval [−L,L]. The behaviour near the peak of the solution is analyzed, by
decreasing p to 5 and comparing it to the homoclinic solution of a related second order
linear ordinary differential equation. An asymptotic theory, which is under development,
predicts that the self-similar solution becomes oscillatory and blows-up in the H1 norm.
The derivative of the self-similar solution - necessary for the calculation of the H1 norm -
is approximated by a sum of at most eight Gaussian functions. Further results, supporting
an emerging asymptotic theory as p→ 5, can be found in Section 3.
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1 Introduction
In this section, we first consider the state of the art on boundary value problems (BVPs)
in ordinary differential equations (ODEs) and then briefly call in mind the classical an-
alytical results describing the convergence properties of numerical schemes applied to
solve BVPs in ODEs [32, 33]. Finally, the open domain MATLAB code bvpsuite [36]
including not only the algorithm providing the numerical approximation to the solution
of the analytical problem but also all necessary controlling mechanisms, error estimation
procedure and grid adaptation strategy implemented in order to enhance the efficiency of
the code is described.
This section is closely aligned with Section 1 of [55], where the analytical background
about approximation methods for nonlinear problems and the code bvpsuite are also
introduced.

In this thesis we focus on ODEs, but in more general situations, such models can take the
form of partial differential equations or differential-algebraic equations (DAEs). ODEs
play a fundamental role in technology and the natural sciences, since many technical
processes and natural laws can be modelled by them. All these equations are subject to
boundary condition (BCs) and/or initial conditions (ICs) prescribed to guarantee that the
solution of the analytical problem is unique, or at least locally unique.
The next step towards a numerical solution consists of providing a suitable numerical
method approximating the analytical solution in a reasonable way which means that with
growing effort put into the numerical approximation its accuracy improves. In this work,
we deal with the so-called discretization methods. This means that on the interval of
integration a grid with a stepsize h is introduced and on this grid the values of the ap-
proximation are computed. Alternatively, we can also try to approximate the unknown
solution by analytical functions, piecewise polynomials, for instance. Clearly, providing
to the user an approximation without any information on its accuracy is not very helpful.
Usually, the user will expect that the approximation satisfies the prescribed absolute and
relative tolerance requirement, which can be roughly of the form

‖ error ‖ ≤ TOLa + TOLr‖ exact solution ‖,

where TOLa, TOLr are the absolute and relative tolerances, respectively. Clearly, it
would be very advantageous to provide a numerical solutions satisfying the above re-
quirement with possibly the least amount of work (on a grid with the least number of
grid points). To this aim, since the exact error is not known, we need an error estimate
correctly reflecting the size of the true error. Moreover, it turns out that working on
nonequidistant grids is very often more advantageous, especially in cases when the solu-
tion behavior is different in different regions of the integration interval, see Subsection1.3.
In practice, the above error control is replaced by the executable requirement

‖ error estimate ‖ ≤ TOLa + TOLr‖ approximate solution ‖.
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1.1 Boundary value problems with singular points
In recent years, scientific work carried out at the Institute for Analysis and Scientific Com-
puting, Vienna University of Technology, included the analysis and numerical treatment
of BVPs in ODEs which can exhibit singularities. Such problems often have the following
form:

z′(t) =
1

tα
M(t)z(t) + f(t, z(t)), t ∈ (0, 1], (1)

b(z(0), z(1)) = 0, (2)
z ∈ C[0, 1] ∩ C1(0, 1], (3)

where α ≥ 1, z is an n-dimensional real function, M is a smooth n×n matrix, and
f ∈ Rn, b ∈ Rm are smooth functions. For α = 1 the problem is called singular with a
singularity of the first kind, for α > 1 it is essentially singular (singularity of the second
kind). In general, m < n holds and condition (3) is equivalent to n − m linearly inde-
pendent conditions z(0) must satisfy. These boundary conditions, augmented by (2), are
necessary for the solution z to be isolated and for the problem (1) to be well-posed. In
particular, problems posed on infinite intervals are frequently transformed to this problem
class, with α > 1.

The search for efficient numerical methods to solve (1)–(3) is strongly motivated by nu-
merous applications from physics [16, 17, 31, 60] chemistry [22, 50, 56], mechanics [21],
ecology [37, 43], or economy [25, 27, 30]. Also, research activities in related fields, like
the computation of connecting orbits in dynamical systems [45], differential algebraic
equations [47] or singular Sturm-Liouville problems [?], benefit from techniques devel-
oped for problems of the form (1)–(3).

Motivated by the above applications, a sound theoretical basis and the implementation of
an open domain MATLAB code sbvp for the numerical solution of BVPs with a singu-
larity of the first kind, α = 1, have been provided. To compute the numerical solution
of (1), polynomial collocation, with the collocation points placed in the interior of a col-
location interval, was proposed [29, 57]. The decision to use collocation was motivated
by its advantageous convergence properties for (1). For problems with smooth solutions,
the convergence order is at least equal to the so-called stage order of the method. For
the collocation schemes (at equidistant inner points or Gaussian points) this convergence
results mean that a collocation scheme with s inner collocation points constitutes a high
order basic solver (O(hs) uniformly in t), robust with respect to the singularity of the first
kind. Here, we denoted by h the maximal stepsize in a nonequidistant grid.

In order to solve the ODE systems efficiently the meshes have to be adapted to the solution
behavior. For singular problems, it is important to obtain meshes which are not affected
by the steep direction field, staying coarse also close to the singularity when the solution
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is smooth in that region. To design a mesh adaptation procedure, we need an efficient
asymptotically correct a posteriori estimate for the error of the numerical solution. We
control the global error because in the context of singular problems, the values of the
residual (a local error measure) are as a rule orders of magnitude larger than the global
error. Thus, it often turns out that grids generated via the equidistribution of the residual
are too fine and generate solutions whose global errors are dramatically smaller than the
prescribed tolerance, which is inefficient. The global error estimate was introduced in [5]
and is based on the defect correction principle. It could be shown that for a collocation
method of order O(hs), the error of the estimate (the difference between the exact global
error and its estimate) is of order O(hs+1), see [8, 38]. This asymptotically correct error
estimate yields a reliable basis for an efficient mesh selection procedure. The respective
grid adaptation procedure results in grids which adequately reflect the solution behavior.
Experimental evidence showing that the procedure works efficiently and dependably for
singular problems can be found in [5], and a theoretical justification is given in [9].
In the final step an open domain MATLAB code for explicit first order singular problems
including an error estimation routine and a grid selection strategy was implemented. This
code, sbvp1.0 for MATLAB 6.0, has been published in 2002, and is available from

http://www.mathworks.com/matlabcentral/fileexchange >
Mathematics >

Differential Equations > SBVP1.0 Package.

Comprehensive information on the program and its performance can be found in [6, 5].
Due to the robustness of collocation, this method was used in one of the best established
standard FORTRAN codes for (regular) BVPs, COLNEW, see [2, 3], and in bvp4c, the
standard MATLAB module for (regular) ODEs with an option for singular problems, cf.
[53]. In the scope of the FORTRAN code COLNEW are explicit systems of at most or-
der four with multi-point boundary conditions. The code is using the h−h/2 strategy
for the error estimation which means that the expensive collocation method is carried out
twice, on the original mesh and on the refined mesh with the doubled number of mesh
points. The Matlab code bvp4c solves also explicit ODE systems and is based on
Lobatto collocation. As already mentioned, the control of the defect used in this code
is especially disadvantageous for singular problems compared to controlling the global
error in sbvp. Therefore, the meshes provided by bvp4c become unnecessarily dense.
Comparing sbvp with COLNEW and bvp4c indicates a very satisfactory performance
of the code. It is competitive with COLNEW and for the above reasons strongly superior
to bvp4c. For details see [7].

Nevertheless, a further development of sbvp was necessary and resulted in a new code
bvpsuite which will be described in more detail in Subsection 1.3. The scope of this
new code is much wider than that of COLNEW, bvp4c, and the BVP SOLVER [54]
and includes, among others, fully implicit ODE systems with multi-point boundary con-
ditions, arbitrary degree of the differential equations including zero, module for dealing
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with infinite intervals, a module for eigenvalue problems, free parameters, and a path-
following strategy for parameter-dependent problems with turning points [36].

1.2 Analytical background
Here, we recapitulate the analytical results provided in [32]. We study nonlinear operator
equations of the form

F (x) = 0, F : B1 → B2, (4)

were B1, B2 are suitably defined Banach spaces. A Banach space is complete, which
means that all Cauchy series converge in the underlying norm. We first introduce two
important properties of solutions of (4), stable and isolated solutions. We will also deal
with properties of the discrete problem class related to (4),

Fh(xh) = 0, F : Bh
1 → Bh

2 ,

where Bh
1 , B

h
2 are appropriately defined finite dimensional Banach spaces.

1.2.1 Stable and isolated solutions

Here, we discuss in more detail the stable and isolated solutions of (4), especially the
question how these two attributes are related to each other. We stress, that we do not aim
at showing the existence of solutions to (4). A solution is assumed to exist. From the nu-
merical point of view the stability and the isolatedness of the solution are the key issues.
As we will see these two properties are closely related.

We note that stability will be a crucial property for the convergence of the scheme, also
in context of numerical schemes and for the Newton method, used to solve the involved
nonlinear system of algebraic equations.

Let u ∈ B1 be a solution of F (x) = 0 and let us introduce the sphere Sρ(u) defined by

Sρ(u) := {x |x ∈ B1, ‖x− u‖ ≤ ρ}.

In the following, when it cannot be misleading, we use the abbreviation Sρ := Sρ(u).

Definition 1. The mapping F (·) is stable on Sρ, iff there exists a constant Kρ > 0 such
that

‖w − v‖ ≤ Kρ‖F (w)− F (v)‖

for all w, v ∈ Sρ.

Definition 2 (Stable solution). A solution u of (4) is stable, iff F (·) is stable on Sρ for
some ρ > 0.
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Lemma 1. A stable solution is unique in Sρ (locally unique).

Proof. Let u1 and u2 be two different stable solutions of (4). This means that

F (u1) = F (u2) = 0.

Since u1 and u2 are stable, F is stable and therefore,

‖u1 − u2‖ ≤ Kρ‖F (u1)− F (u2)‖ = 0.

This implies that u is unique.

Another important notion in this context is an isolated solution. In the following, we
denote the Fréchet derivative of F at point x by L(x). The operator L(x) is a linear
bounded operator, L(x) : B1 → B2, such that

r(x, y) =
‖F (x+ y)− [F (x) + L(x)y]‖

‖y‖
→ 0 as ‖y‖ → 0. (5)

The definition of an isolated solution can now be introduced.

Definition 3 (Isolated solution). A solution u of (4) is isolated, iff L(u) exists and is
nonsingular; that is

L(u)y = 0 ⇔ y = 0,

where L(u) : B1 → B2.

The above condition means that L(u) is injective. From now on we assume that B1 is
the domain of L(u), and that L(u) maps B1 onto B2. This means that the range of L(u),
R(L(u)) = B2. Consequently, this implies that

L(u) : D(L(u)) = B1 → R(L(u)) = B2

is bijective and L−1(u) : B2 → B1 exists.
For below Theorem 2, we need more than that. In the proof, we use that L(u) has a
bounded inverse. If for the operator L(u) specified above, we additionally assume that
L(u) is bounded, then it follows from the Open Mapping Theorem thatL−1(u) is bounded.

Remark 1. The notion nonsingular is ‘borrowed’ from linear algebra. Let us consider
the linear system of equations

Ay = 0, A ∈ Rn×n.

Then the matrix A is nonsingular iff

Ay = 0 ⇔ y = 0.

Here, we have a finite dimensional situation and therefore, if A is nonsingular, A is bi-
jective, and consequently, A−1 exists. Equivalently, for any b ∈ Rn there exists an unique
x ∈ Rn, such that Ax = b.
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We now investigate how these two important properties of the solutions of (4) are related.
We first show that stability implies isolatedness.

Theorem 1. Let u be a stable solution of (4). Then, if L(u) exists, it is nonsingular, and
consequently, u is isolated.

Proof. The proof is indirect. We assume that L(u)y = 0 but ‖y‖ 6= 0. In this case, for all
positive scalars a < ρ/‖y‖ it follows that v(a) = u+ ay ∈ Sρ.
The fact that F (·) is stable on Sρ yields

‖u− v(a)‖ ≤ Kρ‖F (u)− F (v(a))‖.

We now set x := u and y := ay in r(x, y), and obtain

r(u, ay) =
‖F (v)− [F (u) + L(u)ay]‖

‖ay‖
and therefore,

r(u, ay)‖ay‖ = ‖(F (v)− F (u))− L(u)ay‖.

From the triangle inequality,

r(u, ay)‖ay‖+ ‖L(u)ay‖ ≥ ‖(F (v)− F (u))‖,

and we conclude that

‖u− v(a)‖ ≤ Kρ{r(u, ay)‖ay‖+ ‖L(u)ay‖}.

This is equivalent to
a‖y‖ ≤ Kρr(u, ay)a‖y‖.

If we choose a > 0, so small that Kρr(u, ay) < 1, then ‖y‖ = 0 holds which contradicts
the assumption.

Stability is such a strong condition that it implies that L(x) is nonsingular wherever it
exists in the interior of Sρ(u).

This result suggests a further question: Let u be isolated. Does this imply that u is stable?
The next theorem shows, that in this case we need an additional assumption on L(x), its
Lipschitz continuity w.r.t.x.

Theorem 2. Let us make the following assumptions:

(a) L(u) is nonsingular and has a bounded inverse for some u ∈ B1.
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(b) Let L(x) exist and be Lipschitz continuous on Sρ0(u) for some ρ0. This means that
for some constant KL > 0, ‖L(x)− L(y)‖ ≤ KL‖x− y‖ for all x, y ∈ Sρ0 .

Then, F (·) is stable on Sρ for ρ < (KL‖L−1(u)‖)−1 and the stability constant is

Kρ = ‖L−1(u)‖(1− ρKL‖L−1(u)‖)−1.

Proof. We want to show that under the above assumptions, there exists a constantKρ > 0
such that

‖x− y‖ ≤ Kρ‖F (x)− F (y)‖

for all x, y ∈ Sρ. From the generalized Mean Value Theorem, we see that for any x, y ∈ Sρ
with ρ ≤ ρ0,

F (x)− F (y) = L̃(x, y)(x− y),

where

L̃(x, y) =

∫ 1

0

L(tx+ (1− t)y)dt.

Now, we show that (L̃(x, y))−1 exists and that its norm, L̃−1(x, y), is bounded. Then, we
immediately have

(L̃(x, y))−1(F (x)− F (y)) = x− y ⇒ ‖x− y‖ ≤ ‖(L̃(x, y))−1‖︸ ︷︷ ︸
Kρ

‖F (x)− F (y)‖.

Let us write
L̃(x, y) = L(u) + [L̃(x, y)− L(u)]

and note that

‖L̃(x, y)− L(u)‖ ≤
∫ 1

0

‖L(tx+ (1− t)y)− L(tu+ (1− t)u)‖dt

≤ KL

∫ 1

0

‖t(x− u) + (1− t)(y − u)‖dt

≤ KLρ, (6)

where we used the fact that L is Lipschitz continuous. Now we use the so-called Banach
Lemma, see [40], to find an upper bound for ‖L̃−1(x, y)‖.

Lemma 2 (Banach Lemma). Let A, C : B1 → B2, be two linear bounded operators, and
B1, B2 two Banach spaces. Let A−1 exist and ‖A−1C‖ < 1. Then, (A− C)−1 exist and

‖(A− C)−1‖ ≤ ‖A−1‖
1− ‖A−1C‖

.
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We apply this lemma in the following way: Let A = L(u) and C = −L̃(x, y) + L(u).
If ρ is so small that ρKL‖L−1‖ < 1 holds, then the Banach Lemma implies that L̃ is
nonsingular and

‖L̃−1(x, y)‖ ≤ ‖L−1(u)‖
1− ρKL‖L−1(u)‖

.

This means that F (·) is stable and the norm of L̃−1 is the stability constant of F . This
completes the proof.

We summarize: If u is an isolated solution of (4) and L(u)−1 exists, then it is nonsingular.
In addition, ifL(x) exists and is Lipschitz continuous in some Sρ0(u), then u is stable.

Remark 2. It follows from the above considerations that stable problems are well-posed.
By definition, the problem F (x) = 0 is well-posed, when a unique solution u exists.
Moreover, if each of the problems F (xi) = fi has a solution, then

lim
‖fi‖→0

‖u− xi‖ = 0.

In other words, the solution is unique (at least locally) and it depends continuously on the
problem data.

Remark 3. We now try to interpret the result formulated in Theorem 2. Consider the
system of nonlinear algebraic equations

F (x) = 0, F : Rn → Rn.

Assume

• L(u) = ∂F (u)
∂x

is nonsingular for the solution u.

• Let L(x) be continuous on U ⊂ Rn.

Then, there exist Sρ1(u) and Sρ2(0) such that there exists a continuous local inverse F−1 :
Sρ2(0) → Sρ1(u), or equivalently, for each g ∈ Sρ2(0) there exists a unique x ∈ Sρ1(u)
with F (x) = g. This is the theorem about the ‘local invertibility’. We know about this
fact in the context of systems of nonlinear equations, but an analogous result holds for
nonlinear operator equations.
The local invertibility is crucial for the convergence of the Newton method.
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1.2.2 Approximation problems

This section is devoted to the properties of discretization schemes applied to solve the
analytical problem.

For the family of Banach spaces Bh
1 , B

h
2 , we consider the family of approximating prob-

lems, for 0 < h ≤ h0,

Fh(xh) = 0, (7)

where Fh : Bh
1 → Bh

2 .

Example: We consider the following nonlinear scalar problem:

N(y) =

{
y′(t)− f(t, y(t)), t ∈ [0, 1]
a1y(0) + a2y(1)− a3,

, (8)

where y : [0, 1] → R and f : [0, 1] × R → R. A very simple example of a family of
approximating problems is resulting from the so-called forward Euler rule.

Let us introduce a mesh on the interval [0, 1],

∆h := {ti | ti = ih, i = 0, 1, . . . , N, h = ti+1 − ti}.

Then the discretization scheme takes the form

Nh(yh) =

{
yi+1−yi

h
− f(ti, yi) = 0, i = 0, . . . , N − 1,

a1y0 + a2yN − a3 = 0,
(9)

where yi ≈ y(ti) and yh = (y0, y1, . . . , yN)T .

To relate the problems F (x) = 0 and Fh(xh) = 0, we require that there exists a family of
linear mappings P h

1 , P
h
2 , such that

(a) P h
ν : Bν → Bh

ν , (b) lim
h→0
‖P h

ν x‖Bhν = ‖x‖Bν , ∀x ∈ Bν . (10)

We use the notation from [32],

P h
ν x := [x]h, ν = 1, 2,

where, [x]h ∈ Bh
ν if x ∈ Bν . In our example above [y]h = (y(t0), . . . , y(tN))T . We now

study the so-called global discretization error,

‖[y∗]h − yh‖

10



with appropriately chosen norm in Bh
1 , where y∗ is the exact solution of (8). Especially,

we are interested in answering the question if and how fast the global error tends to zero
for h tending to zero.

lim
h→0
‖[y∗]h − yh‖ = O(hp), p > 0.

The Fréchet derivative of Fh at xh is denoted by Lh(xh), where Sρ(xh) is the sphere in
Bh

1 with radius ρ about xh. As a next step we introduce the necessary concepts. In the
following, we always assume that a stable (and therefore locally unique) solution u ∈ B1

with F (u) = 0 exists.

Definition 4. The family {Fh(·)} is stable for u ∈ B1, iff for some h0 > 0, ρ > 0 and
some constant Mρ, independently of h,

‖xh − yh‖ ≤Mρ‖Fh(xh)− Fh(yh)‖,

for all xh, yh ∈ Sρ([u]h) and all h ∈ (0, h0].

Definition 5. The family {Fh(·)} is consistent of order p with F (·) on Sρ(u), iff

‖Fh([x]h)− [F (x)]h‖ := ‖τh(x)‖ ≤M(x)hp

for all x ∈ Sρ(u) and some bounded functional M(x) ≥ 0 independent of h.

We first interpret the last definition in the context of our example. What we need to look
at is,

Nh([y]h)− [N(y)]h,

where

Nh([y]h) =

{
y(ti+1)−y(ti)

h
− f(ti, y(ti)), i = 0, . . . , N − 1,

a1y(t0) + a1y(tN)− a3 = a1y(0) + a1y(1)− a3,

and

[N(y)]h =

{
y′(ti)− f(ti, y(ti)), i = 0, . . . , N − 1,
a1y(0) + a1y(1)− a3,

which means

Nh([y]h)− [N(y)]h =

{
y(ti+1)−y(ti)

h
− y′(ti), i = 0, . . . , N − 1,

0.

Note that for the solution y∗, with N(y∗) = 0,

Nh([y
∗]h)− [N(y∗)]h =


y∗(ti+1)−y∗(ti)

h
− f(ti, y

∗(ti))︸ ︷︷ ︸
(y∗)′(ti)

, i = 0, . . . , N − 1,

0.
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The quantity τh(y∗) = Nh([y
∗]h) − [N(y∗)]h = Nh([y

∗]h) is called residual, sometimes
also local discretization error.

The significance of these definitions can be seen in the next theorem where we use sta-
bility to ‘sum up’ the local errors in order to obtain an a priori bound for the global
discretization error.

Theorem 3. Let F (u) = 0 and Fh(vh) = 0 for some vh ∈ Sρ([u]h), ρ > 0 and all
h ∈ (0, h0]. Let {Fh(·)} be stable for u and consistent with F (·) of order p on S0(u).
Then

‖[u]h − vh‖ ≤MρM(u)hp.

Proof. We set xh = [u]h and yh = vh and use the stability to obtain

‖[u]h − vh‖ ≤Mρ‖Fh([u]h)− Fh(vh)‖.

From Fh(vh) = 0 and [F (u)]h = 0, we have

‖[u]h − vh‖ ≤ Mρ‖Fh([u]h)− Fh(vh)‖ = Mρ‖Fh([u]h)− [F (u)]h‖
≤ MρM(u)hp,

and the result follows by consistency with ρ = 0.

This theorem is often summarized by the famous

Stability + Consistency = Convergence.

For a particular scheme Fh, we still need to answer the following questions:

• Does the approximating problem Fh(xh) = 0 have a solution in some sphere
Sρ([u]h)?

• Can we verify stability?

• Can we determine the order of consistency?

The difficulty of these questions varies with the schemes we are considering. Stability of
explicit difference schemes can be often easily verified, but it is hard to verify stability for
implicit schemes. Often consistency can be investigated by a simple Taylor argument. In
case of the forward Euler and y ∈ C2, it immediately follows

Nh([y]h)− [N(y)]h =
y(ti+1)− y(ti)

h
− y′(ti) =

h

2
y′′(ηi), i = 0, . . . , N − 1,

with order of consistency p = 1. Because stability is very difficult to show, in general, it
is useful to know under which circumstances this analysis can be restricted to the study
of the linearized problems.

The aim of the next lemma is to formulate sufficient conditions for {Fh(·)} to be stable.

12



Theorem 4. Let the family of mappings {Fh(·)} have Fréchet derivatives, i.e., lineariza-
tions, {Lh(xh)} on some family of spheres Sρ0(zh) and satisfy for all h ∈ (0, h0]:

(a) {Lh(zh)} have uniformly bounded inverses at the centers of the spheres; that is, for
some constant K0 > 0, ‖L−1

h (zh)‖ ≤ K0.

(b) {Lh(xh)} are uniformly Lipschitz continuous on Sρ0(zh); that is, for some constant
KL > 0,

‖Lh(xh)− Lh(yh)‖ ≤ KL‖xh − yh‖

for all xh, yh ∈ Sρ0(zh).

If zh = [u]h for some u ∈ B1, then the family {Fh(·)} is stable for u.

The proof of Theorem 4 is essentially identical to the proof given in Theorem 2.

To ensure the existence of a family of solutions {vh} approximating a solution u, we need
only to add consistency to the above. This is done in the next theorem.

Theorem 5. Let x = u be a solution of F (x) = 0. Let the family {Fh(·)} be consistent
of order p with F (·) on S0(u). Let the hypotheses (a) and (b) from Theorem 4 hold with
zh = [u]h. Then, for ρ0 and h0 sufficiently small and for each h ∈ (0, h0], the problem
Fh(xh) = 0 has a unique solution xh = vh ∈ Sρ0([u]h). The solutions vh satisfy

‖[u]h − vh‖ ≤Mρ0M(u)hp.

Proof. To show the result we use the Banach Fixed Point Theorem. Therefore, we define
a family of mappings {Gh(xh)} by

Gh(xh) := xh − L−1
h ([u]h)Fh(xh)

and show that they are uniformly contracting on Sρ0([u]h), provided that ρ0 and h0 are
sufficiently small. For any xh, yh ∈ Sρ0([u]h) we have

Gh(xh)−Gh(yh) = xh − yh − L−1
h ([u]h)(Fh(xh)− Fh(yh))

= L−1
h ([u]h){Lh([u]h)(xh − yh)− (Fh(xh)− Fh(yh))}

= L−1
h ([u]h){Lh([u]h)− L̂h(xh, yh)}(xh − yh),

where

L̂h(xh, yh) :=

∫ 1

0

Lh(txh + (1− t)yh)dt,

with txh + (1− t)yh ∈ Sρ0([u]h), because Sρ0([u]h) is convex. From (b) in Theorem 4, it
follows that

‖Lh([u]h)− L̂h(xh, yh)‖ ≤ KLρ0

13



and thus, from (a) in Theorem 4 we have

‖Gh(xh)−Gh(yh)‖ ≤ α ‖xh − yh‖, α = K0KLρ0.

At the center of the sphere, xh = [u]h, we have, by consistency and since F (u) = 0,

Gh(xh) := xh − L−1
h ([u]h)Fh(xh) ⇒ Gh([u]h) := [u]h − L−1

h ([u]h)Fh([u]h) ⇒

‖[u]h −Gh([u]h)‖ ≤ ‖L−1
h ([u]h)‖‖Fh([u]h)− [F (u)]h‖ ≤ K0M(u)hp.

If α < 1 and K0M(u)hp ≤ (1 − α)ρ0, the Banach Fixed Point Theorem (Contraction
Mapping Theorem) applied to xh = G(xh) implies the existence of a unique solution in
Sρ0([u]h). The error estimate from Theorem 3 is now applicable.

Clearly, since we do not know [u]h we cannot carry out the Newton iteration in a way
discussed in the last theorem. Our final result deals with the convergence of the Newton
method applied to solve Fh(vh) = 0 on Sρ0([u]h).

Theorem 6. Let the hypotheses of Theorem 5 hold. Then, for any h ∈ (0, h0], if ρ0, h0

and ρ1 ≤ ρ0 are sufficiently small, the Newton iterates {v(ν)
h } defined by

(a) v(0)
h ∈ Sρ1([u]h),

(b) Lh(v
(ν)
h )
(
v

(ν+1)
h − v(ν)

h

)
= −Fh(v(ν)

h ), ν = 0, 1, . . . ,

converge quadratically to the solution v∗h of Fh(xh) = 0, xh ∈ Sρ0([u]h).

Proof. We write

Lh(xh) = Lh([u]h) + [Lh(xh)− Lh([u]h)]

= Lh([u]h)
(
I + (Lh([u]h))

−1 [Lh(xh)− Lh([u]h)]︸ ︷︷ ︸
=:−B

)
.

From Theorem 4 (a) and (b), we have

‖B‖ = ‖(Lh([u]h))
−1 [Lh(xh)− Lh([u]h)]‖ ≤

‖(Lh([u]h))
−1‖︸ ︷︷ ︸

≤K0

‖[Lh(xh)− Lh([u]h)]‖︸ ︷︷ ︸
≤KLρ0

.

For sufficiently small ρ0, K0Klρ0 < 1. Thus, the inverse of I − B exists by the Banach
Lemma, and consequently, also the inverse of Lh(xh). Moreover,

‖(Lh(xh))−1‖ ≤ ‖(I −B)−1‖︸ ︷︷ ︸
≤ 1

1−‖B‖

‖(Lh([u]h))
−1‖︸ ︷︷ ︸

≤K0

≤ K0

1−K0KLρ0

=: Kρ0 , (11)
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for all xh ∈ Sρ0([u]h).
This is really important: We would like to stress at this point that (Lh(xh))

−1 exists for all
xh ∈ Sρ0([u]h) and not only for the center [u]h of Sρ0([u]h), as it was assumed in Theorem
4 (a).
Now, from (b) and ν = 0, we calculate v(1)

h − v
(0)
h ,

v
(1)
h − v

(0)
h = −(Lh(v

(0)
h ))−1Fh(v

(0)
h )

= −(Lh(v
(0)
h ))−1

(
Fh(v

(0)
h )− Fh([u]h) + Fh([u]h)

)
= −(Lh(v

(0)
h ))−1Fh([u]h) + (Lh(v

(0)
h ))−1

(
Fh([u]h)− Fh(v(0)

h )
)

= −(Lh(v
(0)
h ))−1Fh([u]h) + (Lh(v

(0)
h ))−1L̂h([u]h, v

(0)
h )︸ ︷︷ ︸

=:D

([u]h − v(0)
h )).

We first rewrite D,

D = (Lh(v
(0)
h ))−1L̂h([u]h, v

(0)
h ) = I + (Lh(v

(0)
h ))−1

(
L̂h([u]h, v

(0)
h )− Lh(v(0)

h )
)
,

and have
‖D‖ ≤ 1 + ‖(Lh(v(0)

h ))−1‖︸ ︷︷ ︸
≤C1, see (11)

‖L̂h([u]h, v
(0)
h )− Lh(v(0)

h )‖︸ ︷︷ ︸
≤C2

≤ C.

Consequently,

‖v(1)
h − v

(0)
h ‖ ≤ ‖(Lh(v(0)

h ))−1‖ ‖Fh([u]h)‖+ ‖D‖‖([u]h − v(0)
h ))‖

= ‖(Lh(v(0)
h ))−1‖ ‖Fh([u]h)− [F (u)]h‖+ ‖D‖‖([u]h − v(0)

h ))‖
≤ Kρ0M(u)hp + Cρ1.

Clearly,
‖v(1)

h − v
(0)
h ‖ ≤ ρ0 (12)

provided that h ≤ h0 and ρ1 ≤ ρ0 are sufficiently small. Remark: conditions (11)–(12)
and Theorem 4 (b) are sufficient for the quadratic convergence of the Newton method on
Sρ0([u]h), see [48].

Let us summarize: If the nonlinear problem F (x) = 0 has an isolated solution u, the
family of approximations {Fh(·)} is stable for u and consistent of order p with F (·) = 0
on Sρ0([u]h), then there exists a stepsize h0 such that for all h ≤ h0 the approximating
problems Fh(xh) = 0 have solutions vh in Sρ0([u]h), provided ρ0 is sufficiently small.
For h → 0 these solutions vh converge to [u]h and the global error is of order p, ‖vh −
[u]h‖ = O(hp). Moreover, there exists a constant ρ1 ≤ ρ0 such that the Newton iteration
converges quadratically in Sρ0([u]h) from any starting value v(0)

h ∈ Sρ1([u]h), provided ρ1

is sufficiently small.
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1.3 The MATLAB code bvpsuite
Since the first version of the software, the code sbvp, did not cover many important ap-
plications, a new MATLAB code bvpsuite was developed to cope with fully implicit
problems of mixed orders, parameter dependent problems, problems with unknown pa-
rameters, problems posed on semi-infinite intervals, eigenvalue problems and differential
algebraic equations of index 1.

1.3.1 The collocation method

Since in bvpsuite polynomial collocation is used as the basic solver, we describe here
the convergence of the method in the context of singular ODEs. We first define a mesh

∆ := (τ0, τ1, . . . , τN), (13)

such that

hi := τi+1 − τi, Ji := [τi, τi+1], i = 0, . . . , N − 1, τ0 = 0, τN = 1, (14)

see Figure 1.

τ0 . . . τi

. . . ti,j . . .

τi+1 . . . τN︸ ︷︷ ︸
hi

Figure 1: The computational grid

For the collocation, s points ti,j, j = 1, . . . , s, are inserted in each subinterval Ji,

ti,j = τi + ρjh, j = 1, . . . , s, 0 < ρ1 < ρ2 · · · < ρs < 1. (15)

Let us denote by Ps the Banach space of continuous, piecewise polynomial functions p
such that p(t) := Pi(t), t ∈ Ji, i = 0, . . . , N − 1, where Pi is a polynomial of degree
≤ s. Consider the problem

z′(t) =
M(t)

t
z(t) + f(t, z(t)), (16)

B(z(0), z(1)) = 0, (17)

where B : Rn×Rn → Rn, such that it is well-posed and has a locally unique solution
z. Then, the approximation p ∈ Ps for z has to satisfy the so-called collocation conditions
(18), i = 0, . . . , N − 1, j = 1, . . . , s, and the boundary conditions (19),

p′(ti,j) =
M(ti,j)

ti,j
p(ti,j) + f(ti,j, p(ti,j)), (18)

B(p(0), p(1)) = 0. (19)

16



In [38] the convergence of the above schemes was studied. For problems with a singularity
of the first kind, α = 1, and appropriately smooth solutions, the scheme was shown
to be uniquely solvable and to converge with order s up to possible logarithmic terms,
uniformly in t,

‖p− z‖∞ := max
t∈[0,1]

|p(t)− z(t)| = O(hs| lnh|k), h→ 0,

where k ∈ N0. For further information we refer to [36, 6, 38].

1.3.2 Basic solver in the MATLAB code bvpsuite

The code is designed to solve systems of differential equations of arbitrary mixed order
including zero1, subject to initial or boundary conditions,

F
(
t, p1, . . . , ps, z1(t), z′1(t), . . . , z

(l1)
1 (t), . . . , zn(t), z′n(t), . . . , z(ln)

n (t)
)

= 0,

(20)
B
(
p1, . . . , ps, z1(c1), . . . , z

(l1−1)
1 (c1), . . . , zn(c1), . . . , z(ln−1)

n (c1), . . . ,

z1(cq), . . . , z
(l1−1)
1 (cq), . . . , zn(cq), . . . , z

(ln−1)
n (cq)

)
= 0,

(21)

where the solution vector z(t) = (z1(t), z2(t), . . . , zn(t))T , and the parameters pi, i =
1, . . . , s, are unknown. In general, t ∈ [a, b] or t ∈ [a,∞), a ≥ 0. Moreover,

F : [a, b]× Rs × Rl1 × · · · × Rln → Rn

and
B : Rs × Rql1 × · · · × Rqln → Rl+s,

where l :=
∑n

i=1 li. Note that boundary conditions can be posed on any subset of distinct
points ci ∈ [a, b], a ≤ c1 < c2 < · · · < cq ≤ b. For the numerical treatment, we assume
that the BVP (20)–(21) is well-posed and has a locally unique solution z.
In order to find a numerical solution of (20)–(21) we introduce a mesh (13), partitioning
the interval [a, b] as shown in Figure 1 and apply polynomial collocation as described
above. For details see [36]. We represent the collocation polynomials using the Runge-
Kutta basis [4, 12]. The resulting nonlinear system for the coefficients of this representa-
tion is solved by the Newton method.

1.3.3 Estimate for the global error of the collocation solution

The estimate for the global error of the collocation solution is based on mesh halving. Let
us assume that the numerical solution p∆(t) has been obtained using the mesh ∆ with N

1This means that differential algebraic equations are also in the scope of the code.
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subintervals Ji of the length hi. We now construct a second mesh ∆2 where we replace
every subinterval Ji by two subintervals of length hi/2. On this new mesh the collocation
solution p∆2(t) is computed. We use these two collocation solutions to define the error
estimate for the approximation p∆(t),

E(t) :=
2s

1− 2s
(p∆2(t)− p∆(t)), t ∈ Ji.

In case that the global error δ(t) := p∆(t) − z(t) of the collocation solution from the
coarse mesh can be expressed in terms of the principal error function e(t),

δ(t) = e(t)hsi +O(hs+1
i ), t ∈ Ji,

where e(t) is independent of ∆, the above error estimate is asymptotically correct, since
E(t) satisfies

E(t)− δ(t) = O(hs+1),

where h = max1≤i≤N hi. The above estimate for the global error works well for both,
problems with a singularity of the first and of the second kind [6, 52, 23]. This method is
applicable for problems in explicit and implicit form (therefore, also for DAEs) without
modifications [36].

1.3.4 Mesh adaptation

In general, by uniformly decreasing the stepsize h it will be possible to satisfy the given
tolerance requirement but this strategy is inefficient because it does not take into account
the solution behavior and the structure of the error. Therefore, the appropriate mesh adap-
tation is a reasonable measure for saving time and effort. The mesh selection strategy
implemented in bvpsuite was proposed and investigated in [49]. A correct error esti-
mate of the global error is a good indicator for the regions where the solution is difficult to
approximate. These regions usually show a rapid solution (or higher derivatives) change.
The main idea of the mesh adaptation is to locate the grid points in such a way that the
global error becomes equidistributed or constant along the grid. This means that the step-
size has to become smaller in the regions where the solution is difficult and larger where
it is smooth.

Grid adaptation in two-point boundary value problems is usually based on mapping a
uniform auxiliary grid to the desired nonuniform grid. In bvpsuite this approach is
combined with a new control system for constructing a grid density function φ(τ). The
local mesh width ∆τi+1/2 = τi+1 − τi with 0 = τ0 < τ1 < · · · < τN = 1 is computed as
∆τi+1/2 = εN

ϕi+1/2
, where {ϕi+1/2}N−1

0 is a discrete approximation to the continuous den-
sity function φ(τ), representing mesh width variation. The parameter εN = 1/N controls
accuracy via the choice of N . For any given grid, a solver provides an error estimate on
a coarse control grid. Taking this as its input, the feedback control law then adjusts the
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grid, and the interaction continues until the monitor function (in this case the residual)
has been equidistributed. Digital filters are employed to process the residual as well as
the density to ensure the regularity of the grid. Once ϕ(τ) is determined, another control
law determines N based on the prescribed tolerance TOL, by adding appropriately many
points distributed according to ϕ(τ). Here, the aim is to have the global error satisfying
the tolerance requirement. It turns out that the procedure produces a near-optimal grid
in a stable manner and also predicts how many grid points are needed. Numerical tests
demonstrate the advantages of the new control system within the bvpsuite solver for a
selection of problems and over a wide range of tolerances [49].

1.3.5 Pathfollowing for parameter dependent problems

To describe the strategy in general terms, we interpret the BVP as a parameter-dependent
operator equation.

F (y;λ) = 0,

where F : Y × R → Z, and Y, Z are Banach spaces (of possibly infinite dimension).
Pathfollowing in this general setting has been discussed in detail in [59] and with singu-
lar BVP at [58]. While following a path in the solution-parameter space, we are often
interested in computing solution branches Γ showing the so-called turning points. In a
turning point the solution of F (y;λ) = 0 constitutes a local maximum (or minimum) of
the parameter λ, and consequently is not locally unique as a function of λ. This means
that increasing (or decreasing) its values and then trying to find the related solution can-
not be successful. In such a case, it is useful to choose arclength to parameterize the
curve. Following [35], we assume that we have found a starting solution-parameter pair
(y0, λ0) ∈ Γ. In order to find the next approximation pair (y1, λ1) ∈ Γ, we make a step in
the tangent direction in the point (y0, λ0) and obtain the predictor point (yP , λP ). Finally,
we project the predictor point into Γ in the direction which is perpendicular to the tangent
in (yP , λP ). This yields the correction point (yC , λC) =: (y1, λ1) ∈ Γ.

λ

φ(
y)

λ

φ(
y)

(y
0
,λ

0
)(y

0
,λ

0
)(y

0
,λ

0
)

(y
C

,λ
C

)

(y
P
,λ

P
)

Figure 2: A solution branch with two turning points (left), one step of the pathfollowing
procedure (right).
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2 Computational Approaches to Singular Free Boundary
Problems in Ordinary Differential Equations

2.1 Introduction
Many mathematical models in physics and mechanics lead to the following free boundary
problem: find a real M > 0 and a positive solution of the equation

(|y′|m−2
y′)′ +

N − 1

x
|y′|m−2

y′ + f(y) = 0, 0 < x < M, (22)

which belongs to C2((0,M)) ∩ C1([0,M ]) and satisfies the boundary conditions

y′(0) = 0, y(M) = y′(M) = 0, M > 0. (23)

In (22), N is the space dimension (N ≥ 2), m > 1 and

f(y) = ayq − byp, (24)

where p < q and a, b > 0. When m = 2, equation (22) reduces to

y′′ +
N − 1

x
y′ + f(y) = 0, 0 < x < M, (25)

where the differential operator on the left-hand side is the Laplacian in polar coordinates.
In the general case, when m 6= 2, this operator becomes the so-called degenerate m-
Laplacian. Results about existence and uniqueness of the solution of this problem can be
found in [24].

In [46] and [42] the problem (22)–(23) has been studied in more detail. Special at-
tention has been paid to the singularities (at x = 0 and x = M ). Asymptotic expansions
of the solution have been obtained about these points and based on these expansions,
smoothing variable transformations have been proposed in [46]. In the latter paper a
numerical method has been proposed, where the smoothing variable transformations are
applied and the problem is discretized by means of a finite difference scheme.

The aim of this section is to obtain the numerical solution of problem (22)–(23) using
the bvpsuite solver, based on collocation methods and designed for singular problems.
The bvpsuite code has the ability to solve ODEs in implicit forms (see Subsection 1.3)
and is therefore well suited for the considered numerical examples (see Subsection 2.3),
furthermore it was successfully applied to the solution of a BVP for equation (22) on an
unbounded domain [26].

With the purpose of applying the method mentioned above, we rewrite equations (22)–
(23) in the new variable z = x/M , by dividing (22) by the factor |y′(z)|m−2:

y′′(z) +
1

m− 1

N − 1

z
y′(z) +

1

m− 1
λ

f(y)

|y′(z)|m−2
= 0, 0 < z < 1, (26)
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y′(0) = 0, y(1) = y′(1) = 0, (27)

where λ = Mm is called eigenvalue2 of the problem. In this case, our aim is to find a value
λ, such that a positive solution of equation (26) exists, for which the conditions (27) are
satisfied. By formulating the problem in the form (26)–(27) and applying the smoothing
variable transformations to the resulting equations, described in [42], we obtain a new
BVP, to which the bvpsuite code can be applied.

Finally, the described numerical scheme was used to solve a set of test cases, which
were previously computed by the finite differences method, so that we can compare the
performance of both computational algorithms. Since the order of convergence is an
important criterion for a comparison, we used equidistant meshes with the initial stepsize
h = 0.01 and estimated the convergence order by successive halving of the stepsizes.

2.2 Variable Substitution
Concerning singularities, four different situations may arise in the considered problem:

• Case A. If m ≤ 2 and p ≥ m/2− 1: the solution is smooth at both endpoints;

• Case B. If m ≤ 2 and p < m/2− 1: the solution is regular at z = 0 and singular at
z = 1;

• Case C. If m > 2 and p ≥ m/2 − 1: the solution is singular at z = 0 and smooth
at z = 1;

• Case D. If m > 2 and p < m/2− 1, the solution is singular at both endpoints.

For each case, there is a family of variable substitutions which transforms the solution
of the problem into a smooth function (see [42]). Since the Case D is the most general one,
the corresponding family of variable substitutions contains the other ones. This family is
described by the following formula:

t =
(

1− (1− z)
k2
2

) k1
2
, (28)

where k1 = m
m−1

and k2 = m
m−1−p . After introducing this variable substitution into equa-

tion (26), we obtain

a1(t) |y′(t)|m−2
[b1(t)y′′(t) + c1(t)y′(t)] + λ(ay(t)q − by(t)q) = 0,

y′(0) = 0, (29)
y(1) = y′(1) = 0,

where
2Since the solution of the problem is unique, λ is not an eigenvalue in the usual sense.
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a1(t) = (m− 1)

(
k1k2

4

)m−1

t

(
1− 2

k1

)
(m−1)

(
1− t

2
k1

)(1− 2
k2

)
(m−1)

,

b1(t) =
k1k2

4
t
1− 2

k1

(
1− t

2
k1

)1− 2
k2 , (30)

c1(t) =
1

4
t
− 2
k1

(
1− t

2
k1

)− 2
k2

[
4− 2k2 +

(
1− t

2
k1

)
(−4 + k1k2)

]
+

+
N − 1

(m− 1)

(
1−

(
1− t

2
k1

) 2
k2

) .
For sake of simplicity, in (29) the prime denotes differentiation with respect to the

new variable t (while it denotes derivation with respect to z in equations (26)–(27)). Note
that the variable substitution to be applied in Case B (resp. C) is a particular case of (28)
with k1 = 2 (resp., k2 = 2).

2.3 Numerical Examples
2.3.1 Numerical Example 1

As a first example, we consider the case p = −1
2
, q = 1, a = 1, b = 1, m = 3

2
, N = 3. In

this case, the original equation has the form

y′′(z) +
4

z
y′(z) + 2λ

(
y(z)− 1√

y(z)

)√
|y′(z)| = 0, (31)

with boundary conditions
y′(0) = y′(1) = y(1) = 0. (32)

It is easy to check that the solution of this problem is nonsmooth at z = 1. We were
unsuccessfull in solving (31) using the bvpsuite code, the algorithm did not converge
(even if the iterative process was started with the transformed solution of the smooth
problem).

We have then applied the variable substitution t = 1 − (1 − z)
3
4 to the problem (31),

which yields

3
√

3

16
√

1− t
y′′(t) +

 √
3

16(1− t) 3
2

+

√
3

(1− t) 1
6

(
1− (1− t) 4

3

)
 y′(t)+

+λ
√
|y′(t)|

(
y(z)− 1√

y(t)

)
= 0, (33)

y′(0) = y′(1) = y(1) = 0.
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Figure 3: Graph of the numerical solution of the modified problem for Example 1.

It turns out that the solution of problem (33) is smooth in the whole interval [0, 1].
The collocation method with one Gaussian point was successfully applied to the so-

lution of this problem. The numerical results are displayed in Table 1. We provide the
errors of the approximations of the solutions and the constants λ. Since we do not know
the exact solution, the errors are computed with respect to the numerical solution, ob-
tained on 12801 subintervals. In both cases (approximated solutions and constants λ) the
numerical results suggest second order convergence. This is the same convergence order
that was obtained when solving the same problem using the finite differences method (see
[42]). We have tried to apply higher order collocation methods to this problem, but the
algorithm did not converge with any initial approximation.

The graph of the numerical solution of the modified problem can be found in Figure
3.

intervals error rate error λ rate λ

101 1.4159e-3 - 7.7077e-4 -

201 3.7705e-4 1.9089 2.0018e-4 1.9450

401 9.8751e-5 1.9329 5.1658e-5 1.9542

801 2.5368e-5 1.9608 1.3163e-5 1.9725

1601 6.2294e-6 2.0258 3.2199e-6 2.0315

Table 1: Numerical results for Example 1 in the modified version.
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2.3.2 Numerical Example 2

We will now consider the case p = 1
2
, q = 1, a = 1, b = 1, m = 3, N = 3, when the

original equation has the form

y′′(z) +
1

z
y′(z) +

λ

2

y(z)−
√
y(z)

|y′(z)|
= 0,

y′(0) = 0, (34)
y′(1) = y(1) = 0.

The analytical solution of (34) is known,

y(z) =
(

2− 2z
3
2

)2

, λ = 216, y ∈ C2(0, 1]. (35)

This solution is not smooth at z = 0.
The collocation method with one Gaussian point was successfully applied to solve

this problem. The numerical results are displayed in Table 2.

intervals error rate error λ rate λ

101 2.4592e-03 - 2.2481e-02 -

201 9.0740e-04 1.4594 5.8931e-03 1.9316

401 3.2732e-04 1.4710 1.58931e-03 1.9253

801 1.1738e-04 1.4795 4.0867e-04 1.9247

1601 4.1922e-05 1.4855 1.0751e-04 1.9265

Table 2: Numerical results for Example 2 in the original version.

In order to deal with the singularity at z = 0 and improve the performance of the
numerical method, we introduce the variable substitution t = z

3
4 , which reduces equation

(34) to the form

27

32t
y′′(t) +

27

32t2
y′(t) + λ

y(t)−
√
y(t)

|y′(t)|
= 0,

y′(0) = 0, (36)
y′(1) = y(1) = 0.

It can easily be checked that the exact solution of (36) is

y(t) =
(
2− 2t2

)2
, λ = 216, y ∈ C∞[0, 1]. (37)
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In the case of Example 2, we have obtained numerical results both for the original and
the modified problem. As it could be expected, when applying the collocation method
to the modified problem, the accuracy of the results is significantly improved (for further
details, see Subsection 2.3.5). We have applied the following variants of the collocation
method: 1 Gaussian point (µ = 2), 2 Gaussian points (µ = 3), 3 Gaussian points (µ = 4),
2 equidistant points (µ = 3), and 3 equidistant points (µ = 4) (here µ denotes the degree
of the corresponding collocation polynomial). The numerical results are displayed in the
Tables 3 to 7.

The rates in the Tables 5 and 7 are of course without meaning. Even with just fifty
intervals the numerical solution is strongly influenced from rounding errors (which in-
creasingly occur with higher order schemes). A meaningful rate of convergence cannot
be reasonably expected. Again, we displayed the maximal errors of the approximations
of the solutions and the constants λ.

intervals error rate error λ rate λ

101 7.64118e-5 - 6.8103e-3 -

201 1.9027e-5 2.0058 2.6333e-3 1.3708

401 4.9672e-6 1.9376 8.9147e-4 1.5626

801 1.4116e-6 1.8151 2.8124e-4 1.6644

1601 4.0686e-7 1.7948 8.4917e-5 1.7277

Table 3: Numerical results for Example 2 in the modified version calculated with one
Gaussian point.

intervals error rate error λ rate λ

101 7.9716e-9 - 1.4811e-6 -

201 8.7822e-10 3.1822 1.7467e-7 3.0839

401 1.0315e-10 3.0898 2.1428e-8 3.0271

801 1.2486e-11 3.0464 2.6561e-9 3.0121

1601 1.5401e-12 3.0192 3.3262e-10 2.9974

Table 4: Numerical results for Example 2 in the modified version calculated with two
Gaussian points.
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intervals error rate error λ rate λ

101 3.9817e-12 - 5.7554e-11 -

201 9.4458e-13 2.0756 4.3201e-11 0.4139

401 1.9007e-13 2.3131 1.2136e-11 1.8318

801 6.7457e-13 -1.8274 8.5151e-11 -2.8107

1601 1.0614e-13 2.6680 1.5859e-11 2.4247

Table 5: Numerical results for Example 2 in the modified version calculated with three
Gaussian points.

intervals error rate error λ rate λ

101 6.6660e-5 - 3.5895e-3 -

201 1.6666e-5 1.9999 8.9860e-4 1.9980

401 4.1666e-6 2.0000 2.2482e-4 1.9989

801 1.0417e-6 2.0000 5.6227e-5 1.9994

1601 2.6041e-7 2.0001 1.4058e-5 1.9998

Table 6: Numerical results for Example 2 in the modified version calculated with two
equidistant points.

intervals error rate error λ rate λ

101 1.6653e-12 - 3.1406e-11 -

201 4.8939e-13 1.7668 1.8417e-11 0.7700

401 2.3928e-12 -2.2896 2.5145e-10 -3.7711

801 3.9613e-13 2.5946 4.7919e-11 2.3916

1601 5.7732e-14 2.7785 8.7255e-12 2.4573

Table 7: Numerical results for Example 2 in the modified version calculated with three
equidistant points.
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In the following figures, the errors corresponding to each variant are denoted by ’er-
rorg1l’, ’errorg2l’, ’errorg3l’, ’errora2l’ and ’errora3l’, respectively. For Example 2, con-
cerning the numerical approximations of the solutions and the constants λ, the perfor-
mance of these algorithms is illustrated in Figures 4 and 5.
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Figure 4: Graphs of the estimated errors of λ of the modified problem for Example 2.
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Figure 5: Graphs of the estimated errors of the numerical solution of the modified problem
for Example 2.
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The graphs of the numerical solutions of the original and modified problem are dis-
played in Figure 6 (note that we are representing in the same axis two different indepen-
dent variables: z, in the case of the original problem, and t, in the case of the modified
one).
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Figure 6: Graphs of the numerical solution of the original (unsmooth) and modified
(smooth) problem for Example 2.

2.3.3 Numerical Example 3

As the third numerical example, we have considered the case p = 1 − α = −1
2
, q = 1,

a = 1, b = 1
α

= 2
3
, m = 2, N = 1. In this case, the original problem can be written as

y′′(z) + λ

(
y(z)− 2

3
√
y(z)

)
= 0, y′(0) = y′(1) = y(1) = 0. (38)

As in the previous case the exact solution is also known:

y(z) =

(
8

3

) 2
3 (

cos
(π

2
z
)) 4

3
, λ =

(
2π

3

)2

, y ∈ C2(0, 1]. (39)

This solution is not smooth at z = 0. When the collocation method is applied to the
problem (38), numerical results can be obtained, but the convergence rate is poor (see the
discussion in Subsection 2.3.5).
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intervals error rate error λ rate λ

101 8.3303e-3 - 3.7032e-2 -

201 4.3873e-3 0.9250 1.9546e-2 0.9219

401 2.3349e-3 0.9100 1.0446e-2 0.9039

801 1.2575e-3 0.8928 5.6538e-3 0.8857

1601 6.8627e-4 0.8738 3.0999e-3 0.8670

Table 8: Numerical results for Example 3 in the original version calculated with one
Gaussian point.

In this case, the adequate variable substitution, to deal with the singularity at z = 0, is
t = 1− (1− z)

2
3 . After applying this variable substitution the problem (38) is reduced to

4

9(1− t)
y′′(t) +

2

9 (t− 1)2y
′(t) + λ

(
y(t)− 2

3
√
y(t)

)
= 0,

y′(0) = 0, (40)
y′(1) = y(1) = 0,

which has the exact solution

y(t) =

(
8

3

) 2
3 (

cos
(π

2

(
1− (1− t)

3
2

))) 4
3
, (41)

with

λ =

(
2π

3

)2

, y ∈ C∞[0, 1].

As in the previous example, the application of the variable substitution results in a
significant improvement of the accuracy of the numerical results.

The numerical results are displayed in the Tables 9 to 13. In Table 13 the so-called
small superconvergence order m + 1 can be observed, since superconvergence cannot be
expected to hold for singular problems, in general. More details are given in Subsection
2.3.5.
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intervals error rate error λ rate λ

101 8.8583e-5 - 2.3858e-4 -

201 2.2148e-5 1.9998 5.9653e-5 1.9998

401 5.5372e-6 2.0000 1.4914e-5 1.9999

801 1.3843e-6 2.0000 3.7285e-6 2.0000

1601 3.4608e-7 2.0000 9.3214e-7 2.0000

Table 9: Numerical results for Example 3 in the modified version calculated with one
Gaussian point.

intervals error rate error λ rate λ

101 2.8173e-9 - 9.8280e-9 -

201 1.9893e-10 3.8239 7.2363e-10 3.7636

401 1.3860e-11 3.8433 5.2265e-11 3.7913

801 9.5612e-13 3.8575 3.7188e-12 3.8129

1601 6.4615e-14 3.8873 2.6823e-13 3.7933

Table 10: Numerical results for Example 3 in the modified version calculated with two
Gaussian points.

intervals error rate error λ rate λ

101 1.5255e-11 - 6.7401e-11 -

201 7.7360e-13 4.3015 3.4754e-12 4.2775

401 3.9413e-14 4.2949 1.7586e-13 4.3047

801 2.2204e-15 4.1497 5.3291e-15 5.0444

1601 3.2196e-15 -0.5361 7.1054e-15 -0.4150

Table 11: Numerical results for Example 3 in the modified version calculated with three
Gaussian points.
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intervals error rate error λ rate λ

101 4.2174e-5 - 6.1834e-5 -

201 1.0544e-5 2.0000 1.5460e-5 1.9999

401 2.6359e-6 2.0000 3.8649e-6 2.0000

801 6.5898e-7 2.0000 9.6624e-7 2.0000

1601 1.6475e-7 2.0000 2.4156e-7 2.0000

Table 12: Numerical results for Example 3 in the modified version calculated with two
equidistant points.

intervals error rate error λ rate λ

101 2.2610e-9 - 4.0703e-9 -

201 1.5031e-10 3.9110 2.9400e-10 3.7912

401 9.9575e-12 3.9160 2.0850e-11 3.8177

801 6.5759e-13 3.9205 1.4522e-12 3.8438

1601 4.2855e-14 3.9397 1.0036e-13 3.8549

Table 13: Numerical results for Example 3 in the modified version calculated with three
equidistant points.
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The performance of the 5 variants of the collocation method (see description in Sub-
section 2.3.2) is compared in Figures 7 and 8. The graphs of the solutions of the original
and modified problem are displayed in Figure 9.
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Figure 7: Graphs of the estimated errors of λ of the modified problem for Example 3.
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Figure 8: Graphs of the estimated errors of the numerical solution of the modified problem
for Example 3.
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Figure 9: Graphs of the numerical solution of the original (unsmooth) and modified
(smooth) problem for Example 3.

2.3.4 Numerical Example 4

The final example is the case p = 0, q = 1, a = 1, b = 1, m = 3, N = 3, for which the
exact solution is not known in closed form. The problem may be written as

y′′(z) +
1

z
y′(z) +

λ

2

y(z)− 1

|y′(z)|
= 0,

y′(0) = 0, (42)
y′(1) = y(1) = 0.

In this case the solution is nonsmooth in both endpoints. As in Example 1, the col-
location algorithm failed to produce a numerical solution when applied to problem (42).
Since we are in Case D (the solution is unsmooth in both endpoints in this case), we must

apply the variable substitution t =
(

1− (1− z)
3
4

) 3
4
. After this transformation is applied,
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we obtain

729

2048t
(

1−t
4
3

)y′′(z)+

+

 81

512t
2
3

(
1−t

4
3

)2 − 243

2048t2
(

1−t
4
3

) + 81

128t
2
3

(
1−t

4
3

) 2
3

(
1−
(

1−t
4
3

) 4
3

)
 y′(z)+

+λy(z)−1
|y′(z)| = 0,

y′(0) = y′(1) = y(1) = 0.

(43)

The solution of problem (43) is smooth on the whole interval [0, 1]. Once again, the
application of the variable substitution enables us to solve the problem by the collocation
method.

intervals error rate error λ rate λ

101 2.9690e-4 - 1.0392e-2 -

201 7.4201e-5 2.0005 2.6481e-3 1.9724

401 1.8546e-5 2.0003 6.7276e-4 1.9768

801 4.6362e-6 2.0001 1.7044e-4 1.9808

1601 1.1590e-6 2.0001 4.3074e-5 1.9844

Table 14: Numerical results for Example 4 in the modified version calculated with one
Gaussian point.

intervals error rate error λ rate λ

101 5.4169e-8 - 4.094e-6 -

201 1.4366e-8 1.9148 1.1438e-6 1.8398

401 2.8523e-9 2.3325 2.3390e-7 2.2898

801 5.0821e-10 2.4886 4.2424e-8 2.4629

1601 8.5791e-11 2.5665 7.2407e-9 2.5507

Table 15: Numerical results for Example 4 in the modified version calculated with two
Gaussian points.
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intervals error rate error λ rate λ

101 1.1207e-8 - 8.8462e-7 -

201 1.7684e-9 2.6639 1.4439e-7 2.6151

401 2.7833e-10 2.6676 2.3178e-8 2.6391

801 4.3667e-11 2.6722 3.6801e-9 2.6549

1601 6.7282e-12 2.6983 5.7172e-10 2.6864

Table 16: Numerical results for Example 4 in the modified version calculated with three
Gaussian points.

intervals error rate error λ rate λ

101 2.2185e-4 - 5.2113e-4 -

201 5.6331e-5 1.9776 1.3283e-4 1.9721

401 1.4155e-5 1.9926 3.3596e-5 1.9832

801 3.5504e-6 1.9953 8.4587e-6 1.9898

1601 8.8786e-7 1.9996 2.1239e-6 1.9937

Table 17: Numerical results for Example 4 in the modified version calculated with two
equidistant points.

intervals error rate error λ rate λ

101 5.5612e-8 - 8.924e-8 -

201 5.8860e-9 3.2400 1.0583e-8 3.076

401 6.0731e-10 3.2768 1.2189e-9 3.1180

801 6.1770e-11 3.2975 1.3532e-10 3.1712

1601 6.5854e-12 3.2296 1.5497e-11 3.1263

Table 18: Numerical results for Example 4 in the modified version calculated with three
equidistant points.
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We again apply the 5 variants of the collocation method considered in previous exam-
ples (see Tables 14 to 18). Figures 10 and 11 illustrate the performance of these methods
in the case of Example 4. The graph of the numerical solution of the modified problem is
shown in Figure 12.
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Figure 10: Graphs of the estimated errors of λ of the modified problem for Example 4.
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Figure 11: Graphs of the estimated errors of the numerical solution of the modified prob-
lem for Example 4.
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Figure 12: Graph of the numerical solution of the modified problem for Example 4.

2.3.5 Summary of Numerical Results

We have considered four numerical examples of singular problems and solved them by
using collocation methods. In particular, we have observed that the performance of the
numerical method is always better after applying the variable substitution smoothing the
solution. To complete the picture, in Table 19 we display a comparison of the numerical
results for all the 4 examples, obtained by each of the 5 methods. To compare the accuracy
of the methods, we use the estimated convergence rate. For each method and example, we
have used meshes withN = 101,...,N = 1601 points. This allows us to compute, for each
case, 4 different estimates of the convergence rate. In Table 19 we give an approximate
extrapolated value of these estimates. In certain cases, we have observed a large variation
of the estimates, which probably means that the computed values are strongly affected
by rounding-off errors and the extrapolation of these values may not make sense. These
cases were just marked by ’??’. The meaning of the abbreviations in Table 19 is: o.p. -
original problem; m.p. - modified problem; g - Gaussian points; e - equidistant points; µ
is the degree of the collocation polynomial.
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Example 1 Example 2 Example 3 Example 4

o.p., g., µ = 2 no conv. 2 1 no conv.
m.p.,g., µ = 2 2 2 2 2
m.p.,g., µ = 3 no conv. 3.0 3.8 2.5
m.p.,g., µ = 4 no conv. ?? 5.0 2.7
m.p.,e., µ = 3 no conv. 2 2 2
m.p.,e., µ = 4 no conv. ?? 3.8 ??

Table 19: Estimates of the convergence order for each example by different methods.

2.4 Conclusions
We have implemented a new numerical method for the computation of approximate solu-
tions to singular free boundary problems in ODEs, using the open domain MATLAB code
bvpsuite. Our numerical approach is based on smoothing variable transformations
which transplant the original problem with endpoint singularities into a new problem,
whose solution is smooth in the whole interval.

As illustrated by the numerical examples, when solving the modified problem the
performance of the collocation method is always better than if it is applied to the original
one. Even in the cases in which the numerical method fails to approximate the original
problem, accurate results are obtained after applying the variable transformation.

As shown by the numerical results, the approximations obtained using the collocation
method (combined with the variable substitution) have convergence order not less than
two, both for the solutions and the constant λ. However, it is not always possible to
recover the optimal convergence order of the collocation method, as it was previously
observed in the case of boundary value problems with the p-Laplacian [26].

When the collocation method is used with 1 Gaussian point, µ = 2, or 2 equidistant
points, µ = 3, the numerical results suggest second order convergence, the same which
is obtained when the finite differences method is applied (see [42]). By increasing the
degree of the collocation polynomial µ, the accuracy of the approximations is significantly
improved in most of the numerical examples. However, it is not always clear from the
numerical results what is the convergence order of the method.
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3 Solving the generalized Korteweg-de Vries equation with
bvpsuite

3.1 Introduction
In this section, we analyse the Generalized Korteweg-de Vries (GKdV) equation of the
following form

ut + uxxx + upux = 0, x ∈ R, t ≥ 0, (44)

where u = u(x, t), p ∈ N, p ≥ 1 and with the initial condition

u(x, 0) = u0(x), x ∈ R. (45)

This equation arises in modelling the propagation of small-amplitude waves in a variety
of nonlinear dispersive media, where u represents the wave amplitude, see [51, 14, 13].
Moreover, the equation is shown to describe the behaviour of longitudinal waves prop-
agating in a one-dimensional lattice of equal masses coupled by nonlinear springs; the
Fermi, Pasta, Ulam (FPU)-lattice, see [61] and references therein. The special case p = 2
gives the classical Korteweg-de Vries equation (KdV) which was posed by Korteweg and
de Vries [39] to describe water waves on shallow water surfaces. The case p = 3, which is
known as the Modified Korteweg-de Vries equation, can be transformed into the original
Korteweg-de Vries equation by the Miura transformation, [1].

Together with the nonlinear Schrödinger equation, this equation can be considered as
a universal model for Hamiltonian systems in infinite dimensions. Since equation (44) is
Hamiltonian, the energy is conserved, where the energy is given by

E(u(t)) =
1

2

∫
R

[
ux(x, t)

2 − 1

p+ 1
u(x, t)p+1

]
dx (46)

=
1

2

∫
R

[
ux(x, 0)2 − 1

p+ 1
u(x, 0)p+1

]
dx.

Moreover, the mass, given by

M(u(t)) =

∫
R
u(x, t)2dx, (47)

is also conserved, so

M(u(t)) =

∫
R
u(x, 0)2dx. (48)

In this section, we study solutions of equation (44) that become infinite in finite time,
hence they blow up. The cases p = 2 and p = 3 are integrable and have already been
studied extensively, see for example [41] and [44]. As a consequence of the Gagliardo-
Nirenberg inequality, all solutions in H1(R) for p < 5 are global and bounded in time.
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The choice p = 5 is the smallest power such that the prevailing conservation laws do
not imply a bound in H1(R), uniform in time, for all H1-solutions and thus no global
existence can be guaranteed. From this, blow-up in finite time is conjectured for p ≥ 5,
where p = 5 is the so-called critical power. Here we study blow-up solutions of equation
(44) for p ≥ 5. More specifically, we assume that the solutions blow up at some blow-up
time T <∞ where

max
x∈R
|u(x, t)| → ∞, as t→ T, (49)

with |u(x, t)| <∞ for all t < T, x ∈ R.
The blow-up rates observed in [15] strongly suggest a self-similar blow-up solution

of the form

u(x, t) =
1

(T − t)2/(3(p−1))
w

(
x

(T − t)1/3

)
. (50)

Here, T is the blow-up time and the function w = w(ξ), ξ = x
(T−t)1/3 , the similarity

profile, satisfies the following nonlinear ordinary differential equation (ODE) subject to
boundary conditions specified in (52):

2

3(p− 1)
w +

ξ

3
wξ + (wξξ + wp)ξ = 0, ξ ∈ R, (51)

2

3(p− 1)
w(ξ) +

ξ

3
wξ(ξ)

ξ→±∞−−−−→ 0, wξξ(ξ)
ξ→∞−−−→ 0. (52)

The aim is to find the function w satisfying the above boundary value problem (BVP) and
defined for all ξ ∈ R by using the code bvbsuite, which has proven itself frequently
for BVPs like (51)–(52). Since we want to solve the problem using mesh adaptation and
need many plots with different parameters, bvpsuite seems to be the perfect tool with
its mesh adaptation described in Subsection 1.3.4 and its easy to use graphical overview
of all solution components on the grid.

3.2 Problem setting (p ≥ 6)

Let us consider the BVP (51)–(52). We solve the problem using our open domain MAT-
LAB code bvpsuite by reducing ξ to a finite interval [−L,L] with a sufficiently large
L,

2

3(p− 1)
w +

ξ

3
wξ + (wξξ + wp)ξ = 0, ξ ∈ (−L,L), (53)

2

3(p− 1)
w(−L)− L

3
wξ(−L) = 0,

2

3(p− 1)
w(L) +

L

3
wξ(L) = 0, (54)

wξξ(L) = 0. (55)
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In the following table, we list the technical details for the run with the GUI; p = 6:

Field Input value

Mesh linspace(−L,L, 10 · L)

Equations z1d3 + 2/15 · z1 + t/3 · z1′ + 6 · z15 · z1′ = 0;

Boundary / Additional z1′′(b) = 0; 2/15 · z1(a)− L/3 · z1′(a) = 0;
conditions 2/15 · z1(b) + L/3 · z1′(b) = 0;

Initial Mesh linspace(−L,L, 10 · L)

Initial values exp(-(linspace(−L,L, 10 · L).^2/10))

Table 20: Settings for the MATLAB code bvpsuite GUI to reproduce the results for
p = 6 and L = 10.

In the Tables 21 to 25, we show the estimated convergence order of the collocation scheme
with one Gaussian point. Expected superconvergence order (maximal error taken over the
mesh points only)O(h2) can be observed. The maximal error is estimated using the h−h/2
strategy. The related figures show the numerical solutions.
To see the influence of L, we increase L from L = 10 to L = 50 and check how the values
w(−6), w(0) and ‖w‖∞ change with L.

3.2.1 Convergence orders and plots of numerical solutions for p = 6

50 · h errabs ord

2−0 4.7900e− 02 −
2−1 6.3000e− 03 2.92
2−2 1.5000e− 03 2.08
2−3 3.7090e− 04 2.02
2−4 9.2430e− 05 2.00

Table 21: L = 10

ξ

-10 -8 -6 -4 -2 0 2 4 6 8 10

ω
(ξ

)

0

0.2

0.4

0.6

0.8

1

1.2

1.4

L = 10 : w(−6) = 0.8059, w(0) = 0.0501, ||w||∞ = w(−5.25) = 1.3515.
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50 · h errabs ord

2−0 4.8300e− 02 −
2−1 6.4000e− 03 2.93
2−2 1.5000e− 03 2.08
2−3 3.7155e− 04 2.02
2−4 9.2590e− 05 2.01

Table 22: L = 20

ξ

-20 -15 -10 -5 0 5 10 15 20

ω
(ξ

)

0

0.2

0.4

0.6

0.8

1

1.2

1.4

L = 20 : w(−6) = 0.8054, w(0) = 0.0501, ||w||∞ = w(−5.25) = 1.3515.

50 · h errabs ord

2−0 4.8200e− 02 −
2−1 6.4000e− 03 2.92
2−2 1.5000e− 03 2.08
2−3 3.7143e− 04 2.02
2−4 9.2560e− 05 2.00

Table 23: L = 30

ξ

-30 -20 -10 0 10 20 30

ω
(ξ

)

0

0.2

0.4

0.6

0.8

1

1.2

1.4

L = 30 : w(−6) = 0.8055, w(0) = 0.0501, ||w||∞ = w(−5.25) = 1.3515.

L = 40 : w(−6) = 0.8055, w(0) = 0.0501, ||w||∞ = w(−5.25) = 1.3515.

Note, that the solution w is quite unsmooth and it changes fast in the central region of the
interval of integration. Since according to the above results, enlarging L beyond L = 20
has almost no influence, we fix L = 20 for the solution plots in the next section. In
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50 · h errabs ord

2−0 4.8200e− 02 −
2−1 6.4000e− 03 2.92
2−2 1.5000e− 03 2.08
2−3 3.7146e− 04 2.02
2−4 9.2590e− 05 2.00

Table 24: L = 40

ξ

-40 -30 -20 -10 0 10 20 30 40

ω
(ξ

)

0

0.2

0.4

0.6

0.8

1

1.2

1.4

Table 26, we report on the empirical convergence orders for collocation at two and three
equidistant collocation points and two Gaussian points. Classical convergence orders can
be observed.

50 · h errabs ord

2−0 4.8200e− 02 −
2−1 6.3000e− 03 2.92
2−2 1.5000e− 03 2.08
2−3 3.7120e− 04 2.02
2−4 9.2503e− 05 2.00

Table 25: L = 50

ξ

-50 -40 -30 -20 -10 0 10 20 30 40 50

ω
(ξ

)

0

0.2

0.4

0.6

0.8

1

1.2

1.4

L = 50 : w(−6) = 0.8055, w(0) = 0.0501, ||w||∞ = w(−5.25) = 1.3515.
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50 · h erra2 ord erra3 ord errg2 ord

2−0 1.8600e− 02 − 1.1300e− 02 − 1.6601e− 05 −
2−1 2.6000e− 03 2.86 1.9915e− 05 9.15 3.2406e− 05 −0.97
2−2 6.5774e− 04 2.00 1.2560e− 06 3.99 2.0160e− 06 4.01
2−3 1.6427e− 04 2.00 7.8684e− 08 4.00 1.2554e− 07 4.01
2−4 4.1061e− 05 2.00 4.9202e− 09 4.00 7.8396e− 09 4.00

Table 26: L = 10: Convergence orders of the collocation at two and three equidistant
collocation points, as well as of the collocation at two Gaussian points.

ξ

-20 -15 -10 -5 0 5 10 15 20

ω
(ξ

)

0

0.2

0.4

0.6

0.8

1

1.2

1.4

Figure 13: TOLa = TOLr = 10−4,Mi = 3200: Adaptiv mesh with 40 out ofMf = 3332
subintervals for the collocation at one Gaussian point.

3.3 Solution plots for different values of p
In this section, we plot numerical solutions w(ξ) of the BVP (53)–(55) and L = 20 for
different values of p. All solutions are changing fast in the central part of the interval of
integration [−20, 20].
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ξ
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ω
(ξ

)
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(a) p = 7

ξ
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ω
(ξ

)

0

0.2

0.4

0.6

0.8
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(b) p = 8

ξ
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ω
(ξ

)

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

1.1

(c) p = 10

ξ

-20 -15 -10 -5 0 5 10 15 20

ω
(ξ

)

0.5

0.55

0.6

0.65

0.7

0.75

0.8

0.85

0.9

0.95

1

(d) p = 20

ξ

-20 -15 -10 -5 0 5 10 15 20

ω
(ξ

)

0.75

0.8

0.85

0.9

0.95

1

(e) p = 50

ξ

-20 -15 -10 -5 0 5 10 15 20

ω
(ξ

)

0.86

0.88

0.9

0.92

0.94

0.96

0.98

(f) p = 100

45



3.4 Solving the problem for p = 6 with adaptive mesh option
Here, we solve the problem using the mesh adaptation. For the tolerances
TOLa = TOLr = 10−4, the results can be found in Table 27 and Figure 13. The
problem was solved using collocation at one Gaussian point and L = 20. Mi is the
number of subintervals in the equidistant initial mesh, Mf is the number of subintervals
in the final mesh. Figure 13 shows for Mi = 3200 a typical location of the mesh points
which become denser in the region where the solution changes fast. In the figure, we
only show 40 mesh points out of 3333. Typically, the number of mesh points in the final
mesh does not depend on Mi in case that Mi is sufficiently large to provide dependable
information on the solution structure. If Mi is too large, the code may reduce the number
of mesh points. The rather dense mesh is due to the low method order and rough solution
behaviour (long interval of integration).

In the next run, we choose two Gaussian collocation points and reduce Mi to Mi =
100. Then, we require Mf = 558 to satisfy the tolerance with an estimated error of
1.1796e− 05. If we move to three Gaussian points and start with Mi = 67, then the code
provides a solution whose estimated error is 3.9856e − 6 with Mf = 264. In the latter
cases, the values of w(−6), w(0) and ||w||∞ are exactly the same, see below.

Mi Mf errabs

200 3332 1.0189e− 04
400 3332 1.0189e− 04
800 3332 1.0189e− 04
1600 3332 1.0189e− 04
3200 3332 1.0189e− 04

Table 27

ξ

-20 -15 -10 -5 0 5 10 15 20

ω
(ξ

)

0

0.2

0.4

0.6

0.8

1

1.2

1.4

L = 20 : w(−6) = 0.8054 w(0) = 0.0501 ||w||∞ = w(−5.25) = 1.3515.
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3.5 Time evolution of u(x, t)

In the previous computations we obtained the solution w(ξ), ξ = x
(T−t)1/3 , of the BVP

(53)–(55). We now use this result to plot the self-similar blow-up solution of the GKdV
equation,

u(x, t) =
1

(T − t)2/(3(p−1))
w

(
x

(T − t)1/3

)
,

for different values t ∈ [0, 1), T = 1, and x ∈ [−20, 20]. The results are collected in Table
28. In the first column the time distance 1− t from the blow-up point T = 1 is shown. In
the next column we specify the value of xmax for which u(x, t) becomes maximal. The
value of this maximum can be found in the third column. Finally, in the last column, we
provide the approximation for the L2 norm of the solution u.

1− t xmax u(xmax, t) ||u(x, t)||L2

100 −5.25000 1.3515 3.2210
10−3 −0.52670 3.3914 3.2173
10−6 −0.05260 8.5145 3.2048
10−9 −0.00530 21.3537 3.3902
10−12 −0.00050 53.7897 3.5184
10−15 −0.00005 135.2446 3.6254

Table 28: Characteristic data for u(x, t) as t→ 1.

Table 28 clearly indicates a blow-up
character of u(x, t) but the maximum
of u(x, t) grows slowly. This is due to
the slow growth of the factor function
f(t) = 1

(T−t)2/(3(p−1)) , p = 6, in u.

t
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1

f(
t)

1

1.1

1.2

1.3

1.4

1.5

1.6

1.7

1.8

1.9

The following plots were calculated using collocation at one Gaussian point.
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(b) 1− t = 10−3
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(c) 1− t = 10−6
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(d) 1− t = 10−9
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(e) 1− t = 10−12
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(f) 1− t = 10−15
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3.6 Reduction of p from p = 6 to p = 5

Let us consider the BVP (53)–(55). To see what happens when we slowly reduce the
values of p from 6 to 5, we use bvpsuite to solve (53)–(55) for each p specified in the
following plot.

−30 −20 −10 0 10 20 30
0

0.5

1

1.5

2

2.5

ξ

ω
(ξ

)

 

 
p=5.9
p=5.8
p=5.7
p=5.6
p=5.5
p=5.4
p=5.3
p=5.2
p=5.1
p=5.09
p=5.08
p=5.07
p=5.06

Figure 16: All solutions were calculated using collocation at one Gaussian point.

p ξmax ω(ξmax) ||ω||2L2 ||ω′||2L2 ||ω||2H1

5.9 −5.4750 1.3750 3.3853 1.5448 4.9301
5.8 −5.7375 1.4022 3.2745 1.6892 4.9637
5.7 −6.0750 1.4339 3.1752 1.8634 5.0386
5.6 −6.4875 1.4713 3.0735 2.0911 5.1646
5.5 −7.0875 1.5168 2.9831 2.3778 5.3609
5.4 −7.9125 1.5773 2.8905 2.8139 5.7044
5.3 −9.2625 1.6597 2.8135 3.4660 6.2795
5.2 −11.8125 1.7846 2.7295 4.6628 7.3923

Table 29: Characteristic data for ω(ξ) as p→ 5, for ξ ∈ [−30, 30].
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p ξmax ω(ξmax) ||ω||2L2 ||ω′||2L2 ||ω||2H1

5.1 −18.3375 2.0291 2.6941 7.6880 10.3821
5.09 −19.4875 2.0625 2.6928 8.2956 10.9884
5.08 −21.2625 2.1078 2.6909 9.0208 11.7117
5.07 −23.0437 2.1545 2.6761 9.8819 12.5580
5.06 −25.4812 2.2105 2.6186 10.9553 13.6369

Table 30: Characteristic data for ω(ξ) as p→ 5, for ξ ∈ [−30, 30].

p ξmax ω(ξmax) ||ω||2L2 ||ω′||2L2 ||ω||2H1

5.1 −18.3375 2.0291 2.7091 7.6880 10.3971
5.09 −19.4875 2.0625 2.7069 8.2956 11.0025
5.08 −21.2625 2.1078 2.7042 9.0208 11.7250
5.07 −23.0437 2.1545 2.7028 9.8819 12.5847
5.06 −25.4812 2.2105 2.7015 10.9553 13.6568

Table 31: Characteristic data for ω(ξ) as p→ 5, for ξ ∈ [−40, 40].

p ξmax ω(ξmax) ||ω||2L2 ||ω′||2L2 ||ω||2H1

5.1 −18.3375 2.0291 2.7801 7.6880 10.4681
5.09 −19.4875 2.0625 2.7621 8.2956 11.0577
5.08 −21.2625 2.1078 2.7562 9.0208 11.7770
5.07 −23.0437 2.1545 2.7450 9.8819 12.6269
5.06 −25.4812 2.2105 2.7388 10.9553 13.6941

Table 32: Characteristic data for ω(ξ) as p→ 5, for ξ ∈ [−100, 100].
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Figure 17: The maxima of the functions ω(ξ) for different values of p seem to be located
on a logarithmic curve.
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Figure 18: The ξmax - values on a curve of the type g(x) = a · xb + c.

Before calculating the H1 norm of the above numerical approximation, we approximate
them by a sum of at most eight Gaussian functions,

ω(ξ) ≈ g(ξ) =
8∑
i=1

ai exp

(
−
(
ξ − bi
ci

)2
)
. (56)

To illustrate the quality of the approximation specified in (56), we plot for ξ ∈ [−30, 30]
the numerical values of ω against g in Figure 19A and the approximation for ω′ in Figure
19B.
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(a) Approximation for ω(ξ) via g(ξ).
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(b) Approximation for ω′(ξ) via g′(ξ).

Figure 19: p = 5.9: Quality of the approximation specified in (56).

3.7 Comparing the self-similar and homoclinic solutions.
We now compare the behaviour close to the peak of the self-similar solutions of the BVP
(53)–(55) and the homoclinic solutions of the following BVP, p = q (5 < q < 6):

Qzz −Q+Q5 = 0, z ∈ [a, b], (57)
Q(a) = Q(b), (58)
Qz(a) = Qz(b), (59)

where z is the scaled coordinate, z =
ξ − ξ∗

eps1/3
with eps = q − 5 and ξ∗ = −eps−2/3.

For the investigation, we use ξ ∈ [−30, 30], thus it follows that a = zmin = −30−ξ∗
eps1/3 and

b = zmax = 30−ξ∗
eps1/3 . Different solutions of the nonlinear BVP (57)–(59) have been obtained

using different starting profiles. Figure 20 indicates that the solutions of (57)–(59) move
along the z-axis, with a constant width and maximum.
To make a comparison between the homoclinic solution Q(z) of the BVP (57)–(59) and
the related solution ω(ξ) of the BVP (53)–(55) for a given value of p = q (5 < q < 6), the
appropriate initial profile has to be found such that after the variable transformation, the
peak of the homoclinic solution Q is consistent with the peak of the self-similar solution
ω which we now denote by ω(ξ, p = q) to indicate the size of p.

Let us now for p = 5.2 describe the procedure step by step. We consider ω(ξ) for
p = 5.2, ω(ξ, p = 5.2). In this case eps = 0.2 and therefore z ∈ [−46.2993, 56.2993].
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Figure 20: Solutions Q(z), z ∈ [−30, 30], of the BVP (57)–(59) obtained using with ω(ξ)
as starting profiles.

As the initial guess for the solution of (57)–(59) we choose the transformed function

ω

(
ξ − ξ∗

eps1/3
, p = 5.2

)
. The respective solution of (57)–(59) is shown in Figure 21b. If

we apply the inverse transformation ξ = z eps1/3 + ξ∗ to Q(z), then the homoclinic so-
lution Q

(
z eps1/3 + ξ∗

)
is scaled to [-30,30] and can be compared to ω(ξ, p = 5.2) (see

Figure 21c). To align the heights of the maxima and make the homoclinic solution fully
comparable to the self-similar one, we multiply Q

(
z · eps1/3 + ξ∗

)
by the ratio of the two

maxima,

Qa

(
z · eps1/3 + ξ∗

)
:=

max(ω(ξ, p = 5.2))

max(Q(z))
·Q
(
z · eps1/3 + ξ∗

)
. (60)

The adapted homoclinic solution Qa is now very well reflecting the behaviour of the self-
similar solution near the peak, see Figure 21d.
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(a) Q(z) with z ∈ [−30, 30]
computed from the initial guess
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(c) Comparison between
Q
(
z · eps1/3 + ξ∗
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and ω(ξ).
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Figure 21: Construction of a homoclinic solution of the BVP (57)–(59) related to the
self-similar solution of the BVP (53)–(55) for p = 5.2.

The following plots show the homoclinic solutions Q(z) and the self-similar solutions
ω(ξ) for different values of p.
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Figure 22: Comparison of Qa(ξ) and ω(ξ) for p ∈ {5.9, 5.3, 5.1, 5.06}, as well as Qa(ξ)
for all values of p listed in Tables 29 and 30.
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Figure 23: Comparison of Qa (in blue) and ω (in green) for p ∈
{5.06, 5.09, 5.1, 5.3, 5.6, 5.9}.
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3.8 Problem Setting (p = 5)
In the case of p = 5, we consider the following BVP,

vξξ −
1

12
ξv +

1

12
vq = 0, ξ ∈ R, (61)

v(ξ)
ξ→∞−−−→ 0, v(0) = 1, (62)

where q ∈ N, q ≥ 1. To solve the above problem using bvpsuite, we again reduce the
domain of ξ to [−L,L], where L is sufficiently large,

vξξ −
1

12
ξv +

1

12
vq = 0, ξ ∈ (−L,L), (63)

v(L) = 0, v(0) = 1. (64)

Below, we specify the input data for the GUI.

Field Input value

Orders / Parameters / c [2] / 0 / [0 L]

Mesh linspace(−L,L, 10 · L)

Equations z1′′ − 1/12 ∗ t ∗ z1 + 1/12 ∗ z1q = 0;

Boundary / Additional z1(c1) = 1;
conditions z1(c2) = 0;

Initial Mesh linspace(-L,L,10· L)

Initial values exp(-(linspace(-L,L,10· L)).^2)

Table 33: Settings for the MATLAB code bvpsuite GUI to reproduce the results for
selectable q and L.

As previously, in the following tables and figures, we collect the results of the numerical
simulations for the BVP (63)–(64). We are especially interested in finding the value of
v′(0). We provide this value by interpolating v in the neighbourhood of ξ = 0 by a
polynomial of degree four and taking its derivative at ξ = 0.
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3.8.1 Convergence orders and plots of numerical solutions for p = 5

50 · h errabs ord

2−0 2.3000e− 03 −
2−1 5.6831e− 04 2.00
2−2 1.4212e− 04 2.00
2−3 3.5533e− 05 2.00
2−4 8.8835e− 06 2.00

Table 34: L = 15

ξ

-15 -10 -5 0 5 10 15

v(
ξ
)

-1

-0.5

0

0.5

1

1.5

L = 15 : v′(0) = −0.2773

Table 34 shows the convergence order of the collocation at one Gaussian point for L = 15
and q = 1.

50 · h errabs ord

2−0 9.1000e− 03 −
2−1 2.3000e− 03 2.00
2−2 5.7097e− 04 2.00
2−3 1.4276e− 04 2.00
2−4 3.5692e− 05 2.00

Table 35: L = 30

ξ

-30 -20 -10 0 10 20 30

v(
ξ
)

-1

-0.5

0

0.5

1

1.5

L = 30 : v′(0) = −0.2773

Table 35 shows the convergence order of the collocation at one Gaussian point for L = 30
and q = 1.
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50 · h errabs ord

2−0 0.5459 −
2−1 0.1427 1.94
2−2 0.0360 1.97
2−3 0.0090 2.00
2−4 0.0023 2.00

Table 36: L = 100

ξ

-100 -80 -60 -40 -20 0 20 40 60 80 100

v(
ξ
)

-1

-0.5

0

0.5

1

1.5

L = 100 : v′(0) = −0.2773

Table 36 shows the convergence order of the collocation at one Gaussian point for L =
100 and q = 1.

Finally, in the last section, we provide the solution plots for different values of q.
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3.8.2 Solution plots for different values of q

ξ
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v(
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(a) q = 1
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(b) q = 2

ξ

-30 -20 -10 0 10 20 30

v(
ξ
)

-1

-0.5

0

0.5

1

1.5

(c) q = 5

ξ

-30 -20 -10 0 10 20 30

v(
ξ
)

-1

-0.5

0

0.5

1

1.5

(d) q = 10

ξ
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v(
ξ
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1

1.5

(e) q = 20

ξ
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v(
ξ
)

-1

-0.5

0

0.5

1

1.5

(f) q = 50
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3.9 Conclusions
The aim of this section has been the computation and further investigation of a solution
of the BVP

2

3(p− 1)
w +

ξ

3
wξ + (wξξ + wp)ξ = 0, ξ ∈ R,

2

3(p− 1)
w(ξ) +

ξ

3
wξ(ξ)

ξ→±∞−−−−→ 0,

wξξ(ξ)
ξ→∞−−−→ 0,

by reducing ξ to a finite interval [−L,L] with a sufficiently largeL. We have used the open
domain MATLAB code bvpsuite to solve the problem and have obtained a solution ω
which changes fast in the central region of the interval of integration. We further have
observed classical convergence orders of the collocation scheme with one respectively
two Gaussian points and two respectively three equidistant points. Using the adaptive
mesh option, a proper location of the mesh points has been observed with higher density
of meshpoints in the region where the solution changes fast.
By solving the BVP (57)–(59) in Subsection 3.7, we have found a solution that reflects the
behaviour of the self-similar solution near the peak. This result may be used to provide
an asymptotic theory for p→ 5. The code bvpsuite showed to be reliable and helpful.
Especially the options mesh adaption and error estimation enabled to obtain results in an
efficient and fast way. All results from bvpsuite support the existing theories.
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