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Abstract

The mass digitalization of libraries, national archives or museums needs an automated process-
ing of the acquired image data for a further preparation (indexing, word spotting) and improving
the access to the content, thus a document analysis. Projects and institutions that are dealing
with the digitalization of documents are amongst others the manuscript research center of Graz
University (Vestigia), Improving Access to Text (IMPACT), or projects like Google Books of
Google Inc.

Document preprocessing is one of the most important steps of document image analysis and
is defined as noise removal and binarization, thus foreground/background separation. An addi-
tional preprocessing step is the skew estimation of documents which can be based on binarized
images or on original grayvalue image. Uncorrected documents can affect the performance of
Optical Character Recognition (OCR) and segmentation (layout analysis) methods. Document
classification can be used for automated indexing in digital libraries by classifying all e.g. “Ta-
ble of Contents” pages or allows a document retrieval on large document image databases. By
classifying document types, a-priori knowledge (position of text boxes) can be incorporated into
the document image analysis system, thus facilitating higher-level document analysis. While
binarization and skew estimation are defined as classical preprocessing steps, form classification
is added as a preprocessing step within this thesis. The research within this thesis deals with
this three preprocessing steps for ancient and historical documents with sparsely inscribed in-
formation (printed or written text). Historical documents can be degraded (e.g. faded out ink or
noise like background stains) or fragmented due to their storage conditions. The methods are
evaluated using state of the art metrics and are compared to methods of current document image
analysis contests regarding binarization and skew estimation.
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Kurzfassung

Aufgrund einer steigenden Digitalisierung von den Beständen von Bibliotheken, Handschrif-
tenabteilungen (altertümliche Manuskripten), oder per Hand ausgefüllte Formulare gibt es die
Notwendigkeit der automatischen Verarbeitung von digitalen Bildern von Dokumenten. Pro-
jekte wie Google Books of Google Inc. oder IMPACT (Improving Access to Text) benötigen
automatisierte Systeme der Dokumentenanalyse.

Zu den Vorverarbeitungsschritten in der Dokumentenanalyse von Bildern gehören die Bi-
narisierung (Einteilung in Vordergrund und Hintergrund) und die Detektion der Dokumentaus-
richtung. Eine Formularklassifikation erlaubt die Extraktion von Formularfeldern aufgrund der
MetaInformation (Position der Formularfelder) von bekannten Formulartypen. Binarisierung als
auch die Korrektur der globalen Ausrichtung sind wesentliche Vorverarbeitungsschritte für die
Layoutanalyse als auch der Zeichenerkennung (OCR). Eine Formularklassifikation erlaubt ei-
nerseits das Sortieren von Dokumenten und ist ebenfalls ein Vorverarbeitungsschritt für die
Layoutanalyse (z.B. Form Dropout). Diese Dissertation beschäftigt sich mit den drei genann-
ten Dokument-Vorverarbeitungsschritten, wobei vor allem schlecht erhaltene (historische, al-
tertümliche) Dokumente als auch Dokumente mit geringem Inhalt (wenige Worte) betrachtet
werden. Die entwickelte Methodik kann dabei zum Beispiel auf Dokumentfragmente angewen-
det werden, wodurch eine Rekonstruktion von “zerrissenen” Dokumenten ermöglicht wird. Die
erforschten Methodiken werden mit State of the Art Metriken evaluiert und mit Methoden die
im Rahmen von Contests präsentiert wurden verglichen.
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CHAPTER 1
Introduction

To preserve cultural heritage and human knowledge in the form of written texts and printed
books, libraries, national archives and projects like Google Books of Google Inc. [36] started
a mass digitalization. Additional projects, like Improving Access to Text (IMPACT1) and
manuscript research centers (e.g. Vestigia - The Manuscript Research Centre of Graz Univer-
sity2), have the aim to digitize and improve the access to historical documents. The acquired
image data needs an automated processing (Document Image Analysis (DIA)) and additionally
in the case of historical documents a digital restoration [36]. The research topics of this the-
sis comprise DIA preprocessing, specifically document binarization, document skew estimation
and form classification.

1.1 Motivation

Document preprocessing is the first step of DIA systems and is defined as noise removal and
binarization [118, 171]. Additional preprocessing steps of DIA systems are a skew estima-
tion [3, 12, 112] and document classification, e.g. form classification [26]. The skew estimation
can be based on binarized images or on original grayvalue images. Uncorrected documents can
effect the performance of Optical Character Recognition (OCR) and segmentation [135]. Docu-
ment classification can be used for automated indexing in digital libraries by classifying all “Ta-
ble of Contents” pages or allows a document retrieval on large document image databases [26].
Chen and Blostein state that “document classification is used to tune Optical Character Recog-
nition (OCR) parameters, or to choose an appropriate OCR system for a specific type of doc-
ument” [26]. By classifying document types a-priori knowledge can be incorporated into the
DIA system, thus facilitating higher-level document analysis [26]. While binarization and skew
estimation are defined as classical preprocessing steps, form classification is added as a pre-
processing step within this work due to the definition of Chen and Blostein [26]. Document

1www.impact-project.eu/, accessed 22.09.2013
2www.vestigia.at/, accessed 22.09.2013
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binarization is a research topic for ancient manuscripts and historical documents due to degrada-
tions and the achieved results of state of the art methods are summarized in the Document Image
Binarization Contest (DIBCO) (see Section 2). The research on skew estimation is summarized
in the first Document Image Skew Estimation Contest (DISEC) which uses a dataset of entire
(mainly fully) inscribed printed documents. Thus, the methods of DISEC are not evaluated
regarding fragmented documents (sparsely inscribed) and handwritten content.

Ancient Manuscripts can be degraded due to their storage conditions: faded-out ink or noise
like background stains can arise from environmental effects like mold or humidity [80]. Exem-
plarily, the Missale Sinaiticum, a manuscript from the 11th century, has been exposed to water
during a fire-fighting at St. Catherines Monastery [81]. Single folios of this manuscript have
also been fragmented. A different example of historic valuable fragmented documents are the
records of the Stasi. The Stasi was the Ministry for State Security of the German Democratic
Republic (GDR, East Germany). The documents were fragmented in 1989 when Stasi officers
tried to destroy secret files shortly before the fall of the Berlin Wall [124]. In total, about 600
million snippets of Stasi documents were discovered after the fall of the Berlin Wall in addi-
tion to complete Stasi documents. The Fraunhofer Institute for Production Systems and Design
Technology (IPK) Berlin is investigating methods for the reconstruction and has developed a
system for the reassembling of torn Stasi-files [124, 158]. For an efficient matching additional
features like the skew, and the document foreground (text lines, etc.) based on a binarization of
fragments are used beside shape information. The collapse of the historical archive of the City
of Cologne [31], lead also to fragmented manuscripts (a total of 18 shelf kilometers of books
have been destroyed) which have to be restored. Within this thesis the binarization of ancient
manuscripts or historic documents, as well as a skew estimation which can be applied to paper
fragments (sparse content) are investigated. Additionally, the classification of fragmented and
reconstructed form documents is studied.

Howe defines binarization as a subjective and ill-posed problem [69]. However, binariza-
tion is a preprocessing step for OCR, layout analyis, document classification, and e.g. skew
estimation. One goal of binarization is to reduce the image to a black and white representation,
since “most documents are produced using monochromatic ink on paper, and their meaning is
embodied solely in the distribution of the ink” [70] which is represented by a binarized image.
A further advantage of binarized images is the reduced storage for large archives. Global bi-
narization methods, such as Otsu [134], can be used for scanned documents which are well
preserved and have a typical bimodal grayvalue distribution. Background variations lead to im-
proved methods such as Niblack [123] and Sauvola [155], which are milestones in document
image binarization [69].

The ongoing research of binarization methods is summarized within the DIBCO [53, 141,
142, 144, 145]. The DIBCO is held within the Framework of the International Conference on
Document Analysis and Recognition (ICDAR). In conjunction with the International Confer-
ence on Frontiers in Handwriting Recognition (ICHFR) a Handwritten-Document Image Bina-
rization Contest (H-DIBCO) is established. The evaluation metrics of the contests are summa-
rized in Section 2.4 and the results of the contest are summarized in Section 2.5.1. Degraded
ancient manuscripts can have a high variation in the contrast of the image. In addition back-
ground clutter can produce errors if global methods are applied. Beside ancient documents,
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(a) Bleed through text

(b) Background variation

(c) Di�erent text stroke widths

(d) Low Contrast

DIBCO 2009

DIBCO 2011

DIBCO 2009 DIBCO 2011

DIBCO 2009

H-DIBCO 2010

H-DIBCO 2010

Figure 1.1: Images of the DIBCO benchmark datasets with binarization problems (a)-(d).

printed carbon copies can also contain noise (e.g. historic valuable records of the Stasi [158]).
The benchmark sets of the contests contain images of handwritten and printed test representa-
tives of potential problems, which are defined as follows:

(a) Bleed-through text

(b) Background variation

(c) Different text stroke widths

(d) Low contrast

(e) Different paper structure as well as lined/checked paper

(f) Distortions/background clutter

(g) Image compression artefacts
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(e) Di�erent paper structure as well as lined/checked paper

DIBCO 2011H-DIBCO 2010

(f ) Distortions/background clutter

DIBCO 2009

H-DIBCO 2010

(g) Image compression artefacts

H-DIBCO 2010

(h) Combinations of listed problems

Background variation +
bleed through text

Lined Paper + background clutter

DIBCO 2011

DIBCO 2011

Figure 1.2: Images of the DIBCO benchmark datasets with binarization problems (e)-(h).

(h) Combinations of the listed problems

Figure 1.1 and Figure 1.2 show images of the DIBCO benchmark set related to the defined
problems (a)-(g).

The results of state-of-the-art binarization methods at the DIBCO and H-DIBCO show
“that there remains room for improvement in the quality of automatic binarization” [70]. Espe-
cially bleed-through text (see Figure 1.1 a) and a paper structure with Gaussian noise in com-
bination with low contrast text (see Figure 1.2 e) are currently challenging problems as shown

4



by the results of methods submitted to DIBCO and H-DIBCO. The research contribution of
the thesis within the topic document binarization is the exploitation of a Gaussian scale space
to avoid the estimation of text specific parameters. It is shown that by propagating information
through the scale space a parameter free binarization can be established. Additionally, evaluation
metrics are discussed.

Skew estimation is used as a preprocessing step of DIA systems. A skew corrected page is
more pleasant for visualization [105] and is needed for OCR [135] and layout analysis [33, 83].
State of the art methods submitted to the first DISEC within the framework of the ICDAR
2013 are restricted to binary input images. The skew angle of the test images is within a range
of ±15 ◦. However, Ephstein [44] states that current skew estimation methods must be able to
deal with no restriction on the skew angle due to OCR methods in mobile applications (Google
Goggles, iBing Vision) that use images of mobile devices (e.g. smart phones). Further, the skew
of sparsely inscribed documents (e.g. fragments or images with a few words) must be detected
correctly.

�o was here

Figure 1.3: Example page of the DISEC and a skewed fragment with handwritten text.

Figure 1.3 shows an example page of the DISEC and a paper fragment with handwritten
text. Due to the size of a fragment the inscribed content is restricted to a couple of words
in contrast to the test images of DISEC. Within this thesis a skew estimation for sparsely
inscribed documents which exploits also the grayvalue information, is presented. An additional
challenge is the irregular shape of the fragments which can result in an irregular length of text

5



Figure 1.4: Reassembled form document of a real world example of the Fraunhofer IPK recon-
struction system.

lines and the varying content (printed, handwritten, graphics, mixed). A main contribution of
the proposed method in this thesis, is a skew estimation on grayvalue images, which avoids the
binarization step. The accuracy of gradient based orientation measures is evaluated as well as
Focused Nearest Neighbour Clustering (FNNC) methods based on interest points. State of the
art methods are described in Section 2.2.

Document classification is defined by Chen and Blostein by assigning “a single-page docu-
ment image to one of a set of predefined document classes” [26]. Therefore a Document Space
(set of all expected input documents) and the Document Classes (subset definition of the docu-
ment space) are defined. Form classification restricts the document classes to different types of
form documents. The document space can also comprise documents which do not belong to any
defined form class, which adds a reject class to the document (form) classes [9]. Due to the syn-
tactical knowledge (defined structure) of a form type semantic information can be extracted: the
classification of form documents allows automated extraction of filled-in data in form process-
ing systems [9, 41]. The retrieval and classification of forms allows grouping and indexing of
entire records due to the knowledge of the composition of records. A form class like e.g. Index
can be at the beginning of a record and infers about the rest of the records content [85]. State
of the art methods use either binary images (e.g. NIST tax forms database [127]) or grayvalue
images of entire form images. Within this thesis a form classification and retrieval for degraded
and reconstructed form documents is discussed and evaluated on images of the Stasi records.

Figure 1.4 shows an image of a reassembled Stasi form document of the Fraunhofer IPK
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Berlin reconstruction system. It can be seen that lines are broken due to the fragments boundaries
and even entire parts of the form document can be missing. In contrast to current form processing
systems the proposed method must be able to deal with degraded form documents as well as with
form structure variations within a single form class (template of certain Stasi forms can vary over
the time). The form classification will support archivists to group and index single documents
to entire records, since specific form documents like the Table of Contents can give conclusions
about the missing documents of a record. Hand-written filled in data can affect (global) form
features and the occurence of unknown form types can cause additional errors in form processing
systems [9]. State of the art form classification methods are summarized in Section 2.3.

1.2 Problem Statement and Aim of the Work

DIA have a preprocessing stage necessary for the further analysis like OCR, layout analysis and
document clustering. Within this thesis preprocessing is a binarization (foreground/background
separation), the task of determining the document skew and a form classification for form anal-
ysis and document clustering. Thus, the problem statement can be summarized as follows:

Binarization Foreground/Background separation of low-quality documents

Document Skew Determine the introduced skew of sparsely inscribed documents

Form Classification Determine a form class of low-quality documents

The main aim of the methods developed is the support of reconstruction systems of frag-
mented historic or ancient documents. Such systems use the layout information (based on the
binarization) and the document image skew as features for the matching process. The cluster-
ing/grouping of reassembled or partly reassembled pages to entire files is based on the infor-
mation of certain form types, like a table of content. The binarization developed must be able
to deal with the kind of distortions (see also Section 1.1) present in historical documents. Ad-
ditionally, fragmented objects vary in size and the amount of the inscribed content. The main
aim of the skew estimation compared to state of the art methods is the ability to detect the skew
of sparsely inscribed documents with mixed contents (handwritten/printed/images). The form
classification has to deal with distortions like broken and missing lines.

1.3 Methodological Approach and Innovative Aspects

In this section the main approaches are summarized and the innovative aspects compared to state
of the art methods are detailed.

Current state of the art binarization methods are mainly based on edge detection and an
estimation of the stroke width (see Section 2). Regarding the document image binarization
contests, certain classes of noise are represented. Figure 1.5 shows an example of an image
of a carbon copy and the binarized image with the approach of Su [168]. It can be seen, that
Gaussian noise cannot be handled due to the edge sensitivity of the method. The estimation of

7



the stroke width can lead to holes in the foreground, if the present stroke width is different from
the estimated size.

Figure 1.5: Binarization example of the method of Su (2011) of an image with Gaussian noise.

Thus, a scale space is implemented within this thesis to avoid an estimation of the stroke
width to treat different text sizes. Noise such as background clutter is suppressed due to the
continous smoothing from finer to coarse scales, since coarse scales represent homogeneous
regions in the image. The thesis presents a foreground estimation based on different scales to
apply a weighting scheme which suppresses noise without losing low contrast text. The proposed
method is compared with state of the art methods with the metrics presented at DIBCO.

State of the art skew estimation methods are based on binarized document images (see
DISEC). The method proposed in this thesis is based on the text’s gradients in combination
with a FNNC of interest points, thus exploiting the grayscale information of the image. Figure
1.6 shows a part of a document image containing a character. The upper part shows a binarized
image and the lower part of Figure 1.6 shows the grayvalue image with the corresponding gra-
dient information. Due to the effects of the binarization (sharp edges) it is shown that exploiting
the grayvalue information can reduce the error from 2.35 ◦ to 0.19 ◦. The research analyzes also
the possible accuracy of gradient based orientation measures. The combination of both methods
is able to handle also slanted handwritten text and fragments with at least 2 words, thus sparsely
inscribed documents. The detectable angle range of the proposed method is not restricted.

Form classification methods are designed to handle form documents of daily life, thus non
degraded document images. The research within this thesis addresses the classification of form
documents with broken lines and missing line information. Figure 1.4 shows a reconstructed
form document. Due to the fragment borders, lines are broken. The method developed is based
on shape features of the sampled line information of a binary image of the form document. In
the training, the shape features for each form type are clustered to create a dictionary and based
on the occurence histogram, form documents are classified by comparison with the occurence
histogram of the form templates.

The main innovative aspects in this thesis are a parameter free binarization regarding the
stroke width and foreground estimation to reduce noise without the loss of low-contrast text.
The form classification is robust against broken lines and uses shape features instead of defined
(and restricted) line crossings. The skew estimation presented can be used for mixed documents

8



a)

b)

Figure 1.6: Example image of a character and the gradient information of the a) binarized image
and the b) grayvalue image

(handwritten and printed text) and exploits the grayvalue information of the document image in
contrast to state of the art methods.

1.4 Structure of the Work

Section 2 reviews state of the art methods for binarization, skew estimation and form classifi-
cation and retrieval. A comparison of related work is drawn at the end of this section based on
current contests. Additionally, state of the art databases for evaluation are presented. Section 3
describes the investigated methods on these 3 preprocessing topics. The binarization approach is
detailed in Section 3.1 while the form classification is presented in Section 3.3. A skew estima-
tion method which exploits also the grayvalue information with no restriction on the detectable
angle range is shown in Section 3.2.

Evaluation measures for binarization, skew estimation and form classification are analyzed
and presented in Section 2.4. Additionally the evaluation of the three presented preprocessing
methods for low quality and sparsely inscribed documents and the used datasets are described
subsequently to each methodology. A conclusion is drawn in Section 4.

9





CHAPTER 2
State of the Art

In this chapter an overview on DIA preprocessing methods is given. The main focus is based
on document image binarization, skew estimation and form classification, the main preprocess-
ing steps for layout analysis and OCR methods [53, 55, 135]. Additionally form classification
and retrieval is a main step of document clustering systems [152]. Section 2.1 deals with state
of the art methods of global and adaptive binarization methods and summarizes recent efforts
of binarization techniques based on the DIBCO. A survey of skew estimation methods is pre-
sented in Section 2.2, while Section 2.3 summarizes approaches on form identification. Also
the winning methods of the first document image skew estimation contest [135] are presented
in Section 2.2. A summary and comparison based on the results of current contests, DIBCO,
H-DIBCO [53, 141, 142, 144, 145] and DISEC [135], are presented in Section 2.5.

2.1 Binarization

The objective of image segmentation is to group image pixels according to constituent regions
or objects [58]. On document images this problem consists of two classes: foreground and
background. According to [69] the “binarized image should be perceptually similar”. For the
binarization of documents global and adaptive binarization methods exist. While the same single
threshold is applied on every pixel by global algorithms, adaptive methods define local regions
in which separate threshold values are calculated. Current binarization methods use grayvalue
images as input (see [141, 142, 144, 145]). Color images can be converted with the standard
conversion I(x, y) = 0.3R(x, y) + 0.59G(x, y) + 0.11B(x, y), where R, G and B are the
Red, Green and Blue channel of the color image [62]. For an m × n grayvalue image I(x, y)
with intensity values between 0 and 1 and a threshold T (x, y) each image pixel is classified
in foreground (labeled as 1) and backgound (labeled as 0) resulting in the thresholded image
Ith(x, y):

Ith(x, y) =

{
1 if I(x, y) > T (x, y)

0 if I(x, y) ≤ T (x, y)
(2.1)
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where T (x, y) = Tg = constant if a global threshold is applied. Adaptive methods have the
characteristic that the value of T depends on the local gray value characteristics. Global thresh-
olds are suitable for images with a bimodal gray value distribution, where adaptive methods can
handle documents with e.g. non-uniform illumination [55]. Recent developments (see DIBCO
and H-DIBCO) show that binarization methods estimate the background or combine multiple
binarization methods to achieve a better segmentation. A comparison of binarization methods
for historical archive documents is presented by He et al. [62]. The methods presented comprise
Niblack, Sauvola (see Section 2.1.2) and a color segmentation method [63]. In the following,
state of the art methods of image binarization are categorized in global and adaptive methods,
methods based on background estimation and methods that use a combination of binarization
methods.

2.1.1 Global Methods

Documents which are digitized with a defined setup (e.g. scanner which uses a constant illumi-
nation) and a defined minimum contrast between background and foreground (no faded out text)
can use a pre-defined constant threshold value T [101].
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Figure 2.1: Grayvalue image of the character “i” and the corresponding grayvalue histogram.
The results of all possible thresholds and the associated intra-class variance are shown to illus-
trate the result of Otsu’s method [134].
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Figure 2.2: (a) Image of the DIBCO 2009 dataset (b) histogram with Otsu threshold (dashed)
and manual threshold (dashed-dotted) (c) Otsu threshold image (d) manually thresholded image

A global threshold, which analysis the distribution of the gray values, is introduced by Otsu
[134]. Otsu’s thresholding method [134] assumes a bimodal histogram and minimize the intra-
class variance. Global methods can be used for e.g. scanned documents (constant illumination)
with a uniform background. Historical and degraded documents need adaptive algorithms due
to the low contrast of faded out text and the presence of background clutter.

Figure 2.1 shows a gray value image of the character “i” and the corresponding histogram.
The image consists of 6 different grayvalues. To illustrate the methodology of Otsu, the image
is thresholded at every possible grayvalue T and the binarized results with the associated intra-
class variance σw [134] values are shown. It can be seen that at threshold T = 3 the classification
into foreground and background leads to the smallest intra-class variance σw = 0.41, which will
be the final result of Otsu’s method.

Figure 2.2 a) shows an image of the DIBCO 2009 dataset with background variations and
the corresponding histogram. It can be seen in Figure 2.2 c) that the result of Otsu’s method
classifies parts of the background as foreground values due to the grayvalue distribution. But
it is shown in Figure 2.2 d) that a manual global threshold value leads to a better binarization
result. Thus, Otsu determines the optimal global threshold value only for images with a bimodal
distribution by definition.

Additionally selected global thresholding methods are proposed by Kittler and Illingworth
[79] (based on the probability of the classification error), Fan et al. [47] (based on 2D temporal
entropic thresholding) and Xia et al. [181] (entropic thresholding based on the gray-level spatial
correlation histogram).
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2.1.2 Adaptive Methods

Adaptive methods define local regions Rx,y and calculate a separate threshold value T (x, y) for
each region. Current techniques [55, 123, 168] make a rectangular subdivision of the grayvalue
image depending on the character size.

Niblack [123] defines a threshold T based on the mean m and variance s within a local
rectangular window by:

T = m+ k · s

where k is a negative parameter defining the amount of the print object boundary taken as a part
of the given object [94] (constant over the entire image). According to Gatos [55] and Wolf et.
al [179] the window size has to cover at least 1 − 2 characters and in [17, 173] k is set to −0.2
and the window size is 15 × 15 pixels. Milewski and Govindaraju [120] state that document
images with noise result in “noise, jagged edges and broken character segments”.

An adaption of Niblack’s algorithm is published by Sauvola and Pietikainen [155] where the
threshold T within a local rectangular window is defined by:

T = m
[
1 + k

( s
R
− 1
)]

where m is the mean, R is the dynamic range of the standard deviation and s is the variance of
the grayvalues in the local window. Sauvola sets the parameter k to 0.5 [153]. In comparison to
Niblacks method Sauvola can handle background noise.

Wolf et al. [179] participated in the DIBCO 2009 competition and achieved rank 5. The
proposed binarization algorithm is an adaption of Sauvola where the contrast and the mean gray
level of the image is normalized. The main application of the method are multimedia documents
and video frames. The threshold value using the normalized mean gray level is calculated by:

T = m− kα (m−M) , α = 1− s

R
, R = max(s)

where m is the mean gray value, s is the standard deviation, M is the minimum graylevel of the
image and R is the maximum of the standard deviation of all local windows. k is set to 0.5.

Multiscale approaches are published by Tabbone and Wendling [171] or e.g. Dorini and
Leite [40]. Tabbone and Wendling apply a Laplacian for a segmentation of the image and a
nonlinear filter to remove noise. A multiscale statistical test of homogenity regions identify
stable regions which gray value distributions are used as a model to compute a threshold value.
Dorini and Leite use a self-dual multiscale morphological toggle operator which “replaces the
original value of each pixel with the most similar between its scaled dilation and erosion” [40].
The method is tested on ill-illuminated images.

Fabrizio et al. [46] use a morphological toggle operator [161]. Similar to Dorini and Leite
[40] the pixel is marked as background if the eroded value is closer to the actual pixel value and
otherwise as foreground (actual pixel value is closer to the dilated pixel value). To avoid salt
and pepper noise pixels can also be classified into a third class which represents homogeneous
regions. Homogeneous regions are classified into foreground and background based on their
boundaries. The proposed method achieved rank 2 at DIBCO 2009.
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Su et al. [145] (winner DIBCO 2013) use a combination with an exponential function of
the local image contrast and the local image gradient. A second combination of the local image
contrast is done with the edge map. As a last step the image is binarized based on the local edge
map and the estimated stroke width. This work is based on previous methods which have been
submitted to H-DIBCO 2010 [141] (rank 1) and DIBCO 2011 [142] (rank 2).

Howe [69] defines an energy function (fitness function) which is minimized by the ideal
binarization. The energy function accumulates the costs for assigning a pixel to the foreground,
background at a term that defines the cost, if a pixel has a different label compared to the neigh-
bours. The formulation of the energy function “corresponds to a Markov random field and
allows a more specific expression for the energy” [69]. To define the label costs a Laplacian of
the image intensities is used (illumination invariant). To allow discontinuities in the final result
a Canny edge detector is used to define these regions. To solve the energy function a graph cut
implementation is used. The proposed method achieved rank 3 at DIBCO 2011 [142].

Howe [70] uses the method described in [69] as a base method and studies the automatic
selection of the parameters of the base method. It is stated that the result of a binarization method
can be improved by choosing the paramter values according a given image class (certain class
of distortions). A stability heuristic criterion is introduced which allows to set the 2 “important”
parameters of the method described in [69]. As a result it is stated that the “tuning algorithms
given come close to maximize the potential of the base binarization algorithm” [70]. The method
has been submitted to DIBCO 2013 [145] and achieved rank 2.

2.1.3 Methods based on Background Estimation

A different class of adaptive algorithms especially used for ancient manuscripts are methods
which estimate the background. A background estimation allows to compensate a “variable
background intensity caused by non-uniform-intensity, shadows, smear, smudge and low con-
trast” [55]. Gatos et al. [55, 56] use a Sauvola threshold for a rough foreground estimation.
Based on the result of Sauvola they calculate a background surface estimation where foreground
pixels are interpolated by a mean value of the surrounding background pixel. For the final thresh-
olding the background image is subtracted from the original image to examine the pixel contrast,
and an adaptive threshold function based on a sigmoid function is defined. To enhance the result,
a preprocessing is done by applying an adaptive low-pass Wiener filter. As a post-processing a
shrink and swell filter is applied to remove noise and correct gaps, breaks or holes [55].

Bolan Su et al. [53, 141, 145] are the winner of DIBCO 2009 (S. Lu, B. Su and C.L. Tan)
H-DIBCO 2010 and DIBCO 2013 competition. Lu et al. [111] estimate the document back-
ground using a one dimensional polynomial smoothing (Savitzky-Golay smoothing). After-
wards a global polynomial smoothing is applied to avoid the estimation of text regions (fore-
ground) as in Su et al. [168] and Gatos et al. [55]. The background image is compensated using
the background image and thresholded as described in Su et al. [168] using the text stroke edge
image based on the contrast image. The proposed method is the winner of DIBCO 2009.

Su et al. [168] use a normalized gradient image - called contrast image - which is based
on the local maximum and minimum of a 3 × 3 window. They state that the normalization
“compensates for the effect of the image contrast/brightness variation” [168]. To estimate the
foreground/background similar to Gatos et al. [55], a simple threshold method (Otsu) is applied
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to the contrast image. The final threshold is defined bym+s/2 wherem is the mean value of the
estimated foreground and s is the standard deviation within a local window. The window size is
based on the mean strokewidth which is determined using a horizontal projection and counting
the distances between two stroke edges. The proposed method outperforms the one published
in [111].

2.1.4 Methods based on the Combination of Different Binarizations

Recent developments (see DIBCO contests [143,145], [121]) show that a combination of differ-
ent binarization methods leads to better results. This can be done by applying different thresh-
olding methods to the same image and afterwards select the best result [118], or a feature vector
is created and classified. Gatos et al. [57] and [169] use the binarization results of different algo-
rithms and calculate additional features from the original grayvalue image based on e.g. the edge
information or a contrast map. Below, current methods, which are based on the combination of
different binarization techniques, are described.

Gatos et al. [57] binarize an input image with an odd number of thresholding methods.
For the final binary image a pixel is marked as foreground pixel if the majority of binarization
methods have classified the pixel as foreground. To improve the binarization result a foreground
filling is applied to regions defined by the edge information (see [57]). Edges are detected using
a Canny edge detector. As a preprocessing step a Wiener filter is applied and a shrink and swell
filter as post-processing step similar to [55].

Su et al. [169] use n different binarization methods, where two result images are sucessively
combined. Image features, namely a contrast map and the intensity value are extracted from
the grayvalue image and used to classify uncertain pixel values. Depending on the local mean
contrast and intensity values of the background and foreground within a local neighbourhood,
uncertain pixel values are classified [169].

Messaoud et al. [118] state that “digital images belonging to different books of the same
database are generally different”. Thus, different binarization methods with different parame-
ters must be used for each book. As a result Messaoud et al. [118] propose a system with an au-
tomatic selection of a binarization method and its parameters. Therefore, within a training phase
a subset of each book is selected and each document is classified into one of 4 noise classes:
bleed-through, high similarity between background and foreground, variable background and
all other images. Based on the noise class the input parameters are selected for the binarization
methods and the resulting binarized images are ranked for each method using a metric which
combines the measures used in DIBCO contests. After the selection a validation phase is per-
formed on a different subset of documents. Messaoud et al. [118] conclude that 25% of the
images are sufficient for the training phase and that the choice of the method leads to the best
binarization method in 83% to 90% of the tested collections.

Moghaddam et al. [121] propose an unsupervised ensemble of experts framework which
combines the outputs of different experts - in this case binarization methods (called experts). On
the one hand the method can use the output of different methods or, on the other, the output of one
method with different parameters. The first case is tested with the result images of all participants
of the H-DIBCO 2012 [144] which leads to a result with 3% improvement. The latter is tested
with the grid-based Sauvola method [121] (3% improvement) and the algorithm proposed by
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Figure 2.3: Schematic setup of the CVL MS acquisition system with UV illumination.

Howe [70] (1% improvement). The selection process is based on a confidence map which is
used to create an endorsement graph. The endorsement graph shows the coherence between the
experts. Coherent experts are called school of experts and it is assumed that experts of a school
have a high endorsement on each other. Based on the schools of experts and the endorsement
values higher than a threshold, the selection is done. The method has been submitted to DIBCO
2013 [145] and achieved rank 3.

2.1.5 Binarization using Multi-spectral Images

An alternative to the methods mentioned is to use multispectral imaging and to exploit informa-
tion in the non-visible wavelengths of the reflected and emitted light of historical documents.
Based on the assumption that the optoelectronic transfer function of the imaging system is lin-
ear [157], the cameras response r of an image pixel is given by the following equation [157]:

r =

∫ λmax

λmin

I(λ)R(λ)O(λ)S(λ)dλ (2.2)

where λ is the wavelength, I(λ) is the illumination energy that reaches the observed object,
R(λ) is the color reflectance of the object, O(λ) describes the properties of the optical system
and S(λ) is the responsiveness of the cameras sensor. Depending on the filters and illumina-
tion used, different spectral representations of cultural heritage objects (manuscripts) can be
obtained. Figure 2.3 illustrates a possible MultiSpectrum (MS) acquisition setup [86].

The imaging techniques used for the aquisition of ancient manuscripts are known as UV
fluorescence/reflectography and IR reflectography [60, 86, 138]. Based on the properties of the
writing material (e.g. iron-gall ink) and the writing carrier (e.g. parchment) the irradiated UV
light is either reflected (UV reflectography) or absorbed resulting in a “light source” emitting
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Figure 2.4: Test panel with different writing materials which are covered by hide glue. a) RGB
image b) Global threshold of the test pattern c) IR image d) Global threshold of the IR image.

radiation in the VIS part of the electromagnetic spectrum (UV fluorescence) [86, 138]. Iron-
gall inks used in ancient manuscripts have the property that they do not fluorescence in contrast
to the parchment used as writing carrier [86]. Thus, UV fluorescence can be used to enhance
the contrast between the writing and the carrier material [42, 60, 138, 151] by exploiting optical
properties of different materials. In Pentzien et al. [138] it is stated that IR radiation “is less
scattered than visible light”. By observing the reflected IR radiation (IR reflectography) it is
possible to differentiate between different text layers (e.g. palimpsest text vs. newer text) [138].

Figure 2.4 shows a test panel where patterns are drawn with different writing materials. The
patterns are covered with a painting layer (hide glue) such that the patterns are not visible to
the human eye. It can be seen in Figure 2.4 b) that a global binarization (Otsu) applied to the
painting area can only segment the patterns in the area which is not covered by the additional
painting layer. If the panel is captured in the IR range of the light, the contrast of the drawn
patterns is visible and can be segmented using a global binarization (see Figure 2.4 d) without
any further contrast enhancement. Thus additional information is revealed in the multispectral
images, which can be exploited for the binarization of document images. Lettner [96,98] shows
the possibility to use the information within different wavelengths to enhance the result of the
binarization. Hollaus [68] uses MultiSpectral Imaging (MSI) to enhance the contrast of images
by applying statistical analysis like Principle Component Analysis (PCA) and Linear Discrimant
Analysis (LDA) [67, 68].

2.2 Skew Detection

Document skew detection estimates the main global orientation of a document and is a prepro-
cessing step for DIA systems [3, 12, 112]. Chen [27] defines skew as a documents “dominant
(most frequently occuring) text baseline direction” [27]. Figure 2.5 a) shows an example doc-
ument of a skewed page, where the global skew angle is introduced due to a scanning process.
A photograph of an ancient manuscript where the text lines have different skew angles is shown
in Figure 2.5 b). Different skew angles can occur on handwritten documents due to variations
of the writer or due to environmental effects which effects the carrier material (e.g. the parch-
ment/paper).
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Figure 2.5: Example of a) a skewed page with a global skew angle, b) an ancient manuscript
with different skewed text lines and c) skewed text lines of a scanned page due to the book
binding. Red Lines indicate the skew angle.

The manuscript page in Figure 2.5 b) had been exposed to water, which lead to a distortion
of the parchment. A global skew orientation will determine, as stated in Chen [27], the dominant
text baseline direction. Different skewed text lines appear also if e.g. a page of a bound book
is scanned (see Figure 2.5 c). To correct local distortions, dewarping methods [20, 45, 52, 186]
can be applied. Okun et al. [131] has defined 3 types of skews: “a global skew, a multiple skew
when certain blocks have a different slant than others, and a non-uniform text line skew, when
the orientation fluctuates within a line” [131].

Thus a skew can be introduced by scanning devices like flatbed scanners (manually or due to
an automatic feeding device) [10] or document images taken with a camera [44]. Additionally
printer with a wrongly aligned paper in the feeder can produce skewed texts. Handwritten texts
can be skewed if no ruling scheme is applied or due to the variation of the writer. A distortion
of the carrier material (paper, parchment) can introduce a skew as illustrated in Figure 2.5 b). A
document skew correction is done as a preprocessing step for DIA systems, since uncorrected
documents affect the performance of OCR, line extraction, and page segmentation [2,12,44,78].
Also due to perception reasons a document image is skew corrected, since “skewed images are
difficult for visualisation and reading” [10]. Problems of skew estimation methods are summa-
rized in Kavallieratou et al. [78]:

• Restriction to detectable angle range

• Restrictions on type or size of fonts

• Dependence on page layout. [. . . ]

• A specific document resolution is required.

19



• High computational cost

• Limitation to specific applications

• Large text areas are required

• Most of the proposed algorithms are appropriate for machine-printed pages and fail when
they deal with handwritten documents. [. . . ]

However, Epshtein [44] states that current skew detection algorithm have to deal with all of
the estimated problems, particularly the restriction of the detectable angle range, since applica-
tions for mobile devices (e.g. Google Goggles, Microsoft iBing Vision, etc.) have to deal with
photographs of documents or text with unconstraint conditions. A summary of skew estimation
methods is presented in Cattoni et al. [23] and Hull [71]. Amin and Wu [3] and Aradhya et
al. [7] categorize skew detection methods on:

• Docstrum (K-NN clustering)

• Projection Profile (Hough transform)

• Fourier transform

• Cross Correlation

• Other methods

State of the art skew detection methods based on the methods defined by [3, 7] are sum-
marized in the subsequent sections. An additional category are morphological approaches (e.g.
[113]) which are also presented in Section 2.2.4. Within the framework of ICDAR 2013, the
first international DISEC has been organized. This shows that skew detection is an active re-
search field within the document analysis community. The contest comprises binary images of
figures, tables and writings in several languages and scripts. It is stated by the organizers that it
is still common for big archives to scan the documents in black and white.

Figure 2.6 shows examples of different document types ranging from printed or handwritten
text to documents with sparse text and tabular structure.

2.2.1 Projection Profile (Hough transform) based Skew Estimation

The general idea of projection profiles to determine the skew of a document is described by
maximizing the number of co-linear black pixel [71]. Figure 2.7 shows the horizontal projection
profile of a document image, and the same document image skewed by 5 ◦.

It can be seen that the unskewed document produces higher peaks with smaller deviations
according to the text lines. Within the skewed document two or more text lines can overlap
within a single projection line, leading to reduce the gaps between the peaks. The method is
sensitive to the content of document images (e.g. pictures, etc.) and to the length and the
alignment of the text lines. Figure 2.8 shows a detail of a two column document page presented
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Figure 2.6: Different document types: a) printed document b) handwritten document with a
printed logo c) tabular document d) handwritten document containing only a few words.

in Figure 2.5 a). It can be seen that the text lines of the two columns are miss-aligned, which has
the same effect on the projection profile histogram as a skewed page.

Kanai and Bagdanov [77] have developed a projection profile based skew estimation for
JBIG images. JBIG is a lossless image compression standardized as ISO/IEC 11544 which is
developed for binary images and is used in fax machines. The compression scheme allows to
determine feature points, so called (white) pass codes, which are used for building the projection
profile histogram. Lee [93] states “that pass codes occur at locations corresponding to bottom
of strokes (white pass) or bottom of holes (black pass)”. Thus, the feature points describe the
lower baseline of texts using Roman alphabets. To determine the skew the optimization function
proposed by Postl [140] is used. The number of text lines influence the accuracy of the pro-
posed method, as well as different contents of a document page, e.g. images, have a significant
influence on the skew.

Lu et al. [112] use a horizontal and vertical white run histogram for the determination of
the skew. Based on the skew of the document image one of the two histograms (horizontal
or vertical) consists of 2 peaks which are related to the interline spacings and the white runs
within single characters. For estimating the skew, further analysis is taken on the white run
histogram with 2 bins. The peak corresponding to the interline spacing is detected using a
threshold determined by statistical analysis (interclass variance is maximized). The starting and
ending points of the detected white runs (defining interline spacings) define the lower and the
upper baseline of text lines, thus the orientation of the page. The least square algorithm is used
to estimate the baselines, and the median of all baseline orientations defines the skew. The
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Figure 2.7: Projection profile of a correct aligned document image and skewed by 5 ◦, courtesy
by Hull [71].

Figure 2.8: Detail of 2 column page of Figure 2.5 a), where the dashed lines show the text line
missalignment between two columns.

upside-down orientation is based on statistical analysis of the ascenders and descenders.
Kavallieratou et al. [78] calculate the Wigner-Ville distribution of the horizontal projection

profile of a document image. The Wigner-Ville distribution of the horizontal projection profile
with the highest intensity designates the skew angle. To minmize the computational effort, the
skew is estimated in several steps: first a rough estimation in the interval of −84 ◦ to +84 ◦ is
done by calculating the projection profile respectively the Wigner-Ville distribution for every
12 ◦. After the first estimation the search interval can be reduced to−6 ◦ to +6 ◦ with an interval
step of 1 ◦. The final skew angle is determined within the interval ±0.5 ◦ of the second skew
angle estimation with an interval step of 0.1 ◦. The “Wigner-Ville distribution of the histograms
represents their time-frequency distribution” [78] where time is related to the page height. The
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Figure 2.9: Synthetic test image with Gaussian blur and noise added.

applicability of the Wigner-Ville distribution is discussed in [78]. To overcome the problems of
multi-column pages, e.g. presented in Figure 2.8, and to reduce the computational cost, only a
part of a page is selected.

A Hough based skew estimation is presented by Amin and Fischer [2]. The document image
is binarized using an adapted version of Otsu’s method and all Connected Component (CC) are
represented by rectangular boxes. The CC are analyzed according their size and a grouping
(clustering) is performed which defines regions (e.g. paragraphs, captions). Grouped regions
are divided into vertical segments and only the center points of the rectangles of the last row of
each region are considered as feature points. By applying the Hough transform to the feature
points the CCs describing the bottom text line are determined. The skew angle of the bottom
row is calculated by applying the least square method to the feature points of the CC. The final
skew angle is the averaged skew angle of all groups.

Manjunath Aradhya et al. [7] apply the Hough transform to determine the skew angle of
printed text. Therefore the average height and width of single characters is estimated based on
bounding boxes of CC. As a preprocessing step all characters with ascenders, descenders and
uppercase characters are filtered, since they are larger then the average height. The remaining
characters are represented by their bounding box, wheras the upper and lower coordinates of the
bounding boxes match the upper and lower baseline of the text lines. The bounding boxes are
considered as filled boxes, to which a thinning algorithm is applied. The Hough transform is
applied to the thinned boxes to determine the skew angle.

A skew estimation based on the Muff transform (modified Hough transformation), which
is a bounded parameterization for straight lines introduced by Wallace [176], is presented in
Yuan and Tan [185]. A Laplacian of Gaussian is applied to the grayscale document image to
detect straight edges. In comparison to the previously presented methods straight lines from
non-textual objects (e.g. line drawings, separating lines of multi-column texts, dark borders
from photocopies) are considered. Detected lines are filtered according perpendicular or parallel
lines. The median slope of the perpendicular, parallel or all lines determines the final skew.

Jiang et al. [75] use a coarse skew angle estimation to reduce the search space from ±90 ◦

to ±3 ◦. Feature points, called detection points, are calculated by dividing the document image
page in stripes, whereas the leftmost pixel are defined as detection points. The angle of the
vector of detection points between neighbouring stripes determines the coarse skew angle. The
Hough transform is applied to the selected detection points for the final skew angle.

Epshtein [44] presents a method with almost no restrictions which can be used for document
images taken by mobile devices. Figure 2.9 shows a synthetic test image which contains just 2
printed words, where Gaussian blur and noise are added. The proposed method is able to handle
such sparse inscribed document images.
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Figure 2.10: Illustrative Example of Nearest Neighbour Clustering Skew Estimation.

The image is binarized and all CCs are filtered according geometric properties (e.g. size,
aspect ratio). A mask is created from the filtered image by applying a dilation. Based on the
pixel values of the mask and the filtered binary image the Hough accumulator is established. If a
pixel is defined as background in the filtered image, but is set in the mask the corresponding cell
of the Hough accumulator is incremented. For pixels defined as foreground the corresponding
cell is decremented by a defined value. The maximum of the projected Hough accumulator onto
the θ axes determines the final skew angle. It is stated that “the lines coinciding to the white
space between lines will get most of the votes in the Hough accumulator”. It is shown that
the proposed method has less catastrophic errors (see Skew Evaluation Measures 2.4.2) than
the traditional Hough based skew estimation and projection profile based methods (see Section
3.2.6).

2.2.2 Clustering based Skew Estimation

Clustering based methods segment single objects in a document image (e.g. characters) and clus-
ter them to document specific structures like words or text lines. One of the characteristics of the
clustered structure is the skew based on the direction vector of clustered elements [113]. Figure
2.10 shows exemplarily the idea of nearest neighbour clustering approaches. Feature points of
CCs are clustered and local slope lines are calculated (e.g. least square method). The orientation
of all local skew lines can be added to an orientation histogram and the maximum determines
the skew of a document. In the following clustering based approaches are summarized.

Okun et al. [131] applies an image compression to a binarized document image using the
OR-rule. It is stated that the image structure is preserved and the result image is similar to a run
length smoothed/smeared image. Thus single characters are grouped to words or text lines which
can be seen as the first clustering part. A fuzzy logic classifier is used to classify each CC to
one of the classes text, character, graphic or line based on the shape. Based on the classification
the skew angle of each element text or line is estimated by means of the first eigenvector of
the covariance matrix. For the final skew detection four different methods are presented: The
first method uses an orientation histogram of all determined angles in the previous step. The
maximum in the orientation histogram determines the skew angle. The second approach clusters
co-linear CCs and describes the skew of the clustered elements again by the first Eigenvector of
all CCs within the cluster. The skew angle is weighted by the number of CCs in each cluster.
The final skew is determined by an orientation histogram as presented in the first approach.
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Clustered CCs lead to a more stable estimation of the skew [131]. The third method uses skews
of the first and second method and the skew taken is the one with the higher maximum in the
corresponding orientation histograms. The last method combines the orientation histograms of
method 1 and 2 in a single histogram. The global maximum determines the skew. It is shown by
Okun et al. [131] that the combination of the 2 histograms (method 4) leads to the best results.

Jiang et al. [76] propose a method based on FNNC. The centroids of all CCs are considered
as feature points. For each feature point pi the k nearest-neighbours are searched and for all
pairs of the neighbouring feature points a local skew line is calculated. The angle of the local
skew line with the minimal perpendicular distance to the current feature point pi is accumulated
into an orientation histogram. The peak in the orientation histogram indicates the skew angle of
the document.

A K-NN clustering approach is presented by Lu and Tan [113, 114]. The proposed method
uses a binarized image and defines bounding rectangles for all CCs. Based on the `1 norm
(Manhattan distance) of the centroids of the bounding rectangles of 2 CCs, the gap distance
(see [113]) and the dimension of the bounding boxes, a nearest neighbour clustering (k = 2)
is performed. To achieve strings of length k the pairwise clustering is extended to clusters
containing k elements. Each neighbouring CCs within the string fullfill the condition of the
nearest neighbour clustering. A slope line is defined for all clusters. The mean or median slope
of all slopes determines the final skew.

Liolios et al. [106] skew estimation is based on a line clustering of CCs. In comparison to
Lu and Tan [113] the Euclidean distance between bounding rectangles of the centroids of CCs
is used. The line based approach clusters all elements which Euclidean distance is smaller than
5 times the average width of the CCs. Lu and Tan [113] restricted the number of elements to a
specific k. As a preprocessing step all CCs are filtered according their size to remove elements
such as punctuations and images. To determine the final skew “a least square fit is performed
through the mass centers of the components” [106] of each line cluster and the weighted average
slope is calculated from all line clusters.

A skew determination using the slope of the upper and lower baseline of text lines is pro-
posed by Avila and Lins [10]. The clustering of CCs of a binarized image is performed similar
to Liolios et al. [106] to obtain groups of CCs representing text lines. Using least square line
fitting of the middle top points/bottom points of the bounding boxes of all CCs of a line, the
upper/lower baseline of textlines is estimated. The maximum of the orientation histogram of all
text lines determine the final skew. The upside/down decision is based on the statistical analysis
of the ascenders and descenders.

2.2.3 Cross Correlation based Skew Estimation

Gatos et al. [54] use the correlation information of 2 or multiple vertical lines. The binary images
are smoothed using the run length smoothing algorithm and 2 vertical lines are defined at 1/3 and
2/3 from the left border (margin of the image). It is assumed that due to the smoothing the text
lines yield to “uniform” horizontal (skewed) lines. For skewed text lines, the interline spacing
remains constant, whereas the position of the text line is vertically shifted. A cross-correlation
matrix of the vertical lines is build, and the maximum of the vertical projection of the matrix
determines the skew angle. To increase the accuracy and robustness multiple text lines are used
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in comparison to the method proposed by Yan [182]. It is stated that the presented approach is
more efficient than the Hough transform since only a reduced number of image pixels (defined
by the vertical lines) is used for the computation.

A cross correlation based on randomly selected regions is introduced by Chen and Ding [25].
A horizontal and vertical cross correlation is performed to distinguish horizontal and vertical
text layouts which is common in Chinese or Japanese documents [25]. Based on statistics of
the horizontal and vertical cross correlation the direction of the text layout is estimated and the
content of the randomly chosen window is classified into a region containing text or an image.
The selection of randomly chosen windows additionally reduces the computational effort. The
skew is estimated by the peak value in the horizontal or vertical cross correlation.

2.2.4 Fourier transform based Skew Estimation and Other Methods

A skew estimation done by exploiting the Fourier spectrum is presented by Postl [140] and
extended by Peake and Tan [137]. The skew angle of the document is related to the “direction
for which the density of the Fourier Spectrum is the largest” [170]. The dominant peaks in the
Fourier spectrum are colinear and are caused by the line spacing of the text lines. Peake and Tan
perform a peak pair detection and calculate the angle with reference to the vertical axes. To avoid
the main influence of graphics or charts the image is divided into rectangular blocks (in contrast
to Postl [140]). The skew angles are accumulated to an orientation histogram and the main peak
determines the document orientation. For the final skew the median value of all angles within
a certain value of the main peak is taken. It is stated that the accuracy of the proposed method
is within ±0.5 ◦ and is tested on documents containing only text and text with graphics. The
Fourier spectrum can also show colinear peaks corresponding to the character/word spacing.
Also vertical lines can cause a different direction (with the highest density) compared to the text
lines [170].

Fabrizio et al. [135] cluster all document regions using a K-NN after a preprocessing step.
The clustered regions are described by the convex hull. To determine the final orientation the
magnitude spectrum of the Fourier transform of all clustered regions convex hulls is exploited.
The proposed method achieved rank 1 at the DISEC contest 2013.

A skew detection based on texture direction (gradient direction) is applied by Sauvola and
Pietkainen [154] and Sun and Si [170]. Sauvola and Pietkainen determine the main local ori-
entation of subimages based on an edge image which is smoothed with a Gaussian filter. The
local orientations based on Chaudhuri [24] and Rao [146] are accumulated into an orientation
histogram (called direction histogram). The orientation histogram shows two peaks (landscape
vs. upright format) which are extracted to determine the skew. Sun and Si [170] accumulate
the gradient orientation of the entire image into the orientation histogram. The histogram is
smoothed using a median filter and the maximum determines the orientation of the scanned
document image. It is stated that gradient based methods can lead to an error for italic/slanted
text.

Egozi and Dinstein [43] calculate the slope of single text lines and use an orientation his-
togram of the text line angles to determine the skew. The centroids of all CCs of a binarized
document image are used as feature points. It is assumed, that a text line can be represented by
a straight line which is “corrupted by Gaussian noise” [43]. Instead of a least square line fitting
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applied to the feature points, a statistical mixture model of straight lines corrupted by Gaus-
sian noise is used. The line parameters are estimated by the Expectation Maximization (EM)
method. It is stated that the proposed method has the advantage that the feature points must not
be clustered according the line structure.

Bar-Yosef et al. [12] propose a skew estimation based on the distance transform. The dis-
tance transform is calculated on the binarized image and the gradients of the distance transform
are used to estimate the skew since it is stated that “the dominant orientation is perpendicular
to the orientation of the text lines” [12]. The orientation of the gradients is accumulated into
an orientation histogram, where the maximum peak denotes the current skew of a document.
Based on the properties of the distance transform, the approach can be considered as back-
ground analysis, which is “less sensitive to text degradation, and are generally independent of
text properties” [12].

A morphological based approach is presented by Das and Chanda [32]. Instead of smearing
a binary input image using e.g. Local Projection Profiles (LPP) to form textlines [34] from sin-
gle characters or words, a morphological closing (line structuring element) and opening (square
structuring element) is used. The opening is performed to remove effects caused by ascenders
or descenders. Base lines are determined using a vertical scanning to identify base line pix-
els. Based on geometrical analysis of the base lines after labeling, small and curved lines are
removed. The skew of each baseline is estimated using the endpoints. The final skew for the
document is defined as the median value of the skew values of all base lines. It is stated that the
algorithm “expects documents mostly filled with text lines” [32]. The method is tested on docu-
ments containing English, Bangla and Devnagari texts and is considered for skewed documents
within a skew angle range of ±3 ◦.

A block-based edge detector is used by Hyung Il Koo [91, 135] to extract specific types
of straight lines in edge maps. The detected lines can originate from “text-lines, boundaries
of figures, tables, vertical and horizontal separators as well as any combination” [91]. Based
on the lines detected the final skew is estimated using a maximum-likelihood estimation. The
proposed method achieved rank 2 at the DISEC Contest 2013.

Carlinet and Fabrizio [135] extract lines using a Line Segment Detector (LSD) proposed in
von Gioi et al. [175]. LSD detects edges based on a line representation which groups aligned
orientation pixels and has the ability to eliminate false positives (see [175] for a detailed de-
scription). The information from the LSD detected lines are merged with convex hulls of ob-
jects originating from a clustering of CCs if the document has not enough structure (like line
separators or frames). The final skew angle is determined by a Hough transform. At the DISEC
contest 2013 the described method achieved rank 3.

2.3 Form Classification and Retrieval

Document type (DOCTYPE) classification, thus form classification is a preprocessing step in
DIA [152] for information extraction based on a-priori knowledge of the form layout/structure.
The goal of document processing systems (e.g. office automation) is to automatically extract and
understand the form content [28,129]. A survey of document image classification is presented in
Chen and Blostein [26]. The extraction of form data allows also a manipulation of the data [41].
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Form understanding systems (form recognition) [22] comprises form dropout [184] (line and
preprinted text removal, stroke reconstruction [38]), item extraction [65], OCR and contextual
processing of filled-in information based on the form classification done [22,116]. Forms can be
described as “structured documents that are used for information gathering, storage, retrieval,
approval, and distribution” [116].

The use of forms printed on paper is still common, since it allows a direct manipulation inde-
pendent of any electronic device and is common for most people [149]. Examples like transfer
slips, annual tax declarations and service applications are used in paper form and “handled daily
in business and government organizations” [163]. Mandal et al. [115] state that the automatic
processing of forms with a high count of use (e.g. tax return) will save time, cost and allows for
an efficient storage in databases [115]. After the digization document processing systems have
to classify the form type to correctly extract the information present on the form.

Figure 2.11 shows exemplarily a form document processing system. If several variants of
forms are mixed, a form classification has to be performed [9]. The form modeling describes the
feature extraction based on the form representation/definition which is stored in a database for all
reference model forms (form templates). Depending on the classification system either a blank
form [116] or filled-in forms can be used to create the form model reference database. An input
document is digitized and serves as form document image. Based on the form modeling [116]
the features describing the input form are extracted. The form classification stage determines
the form class and “allows to select the appropriate reading model” [28]. Based on the reading
model the processing of the form allows to recognize the form content for further processing.

The representation of forms is based on the form modeling and thus on the definition of
forms. Duygulu and Atalay [41] define a form as a structured document which consists of [41]:

• “horizontal and vertical layout lines: straight and continuous;”

• “preprinted data: machine printed characters, symbols and pictures;”

• “user filled-in data: machine typed, hand-printed or handwritten characters.”

Most of the state of the art form classification methods use the line structure (crossing types,
hierarchical structure) of forms as features solely [19,41,102,163]. Contrary to this information
of preprinted data or preprinted and filled-in data can be used [9, 64, 149]. Bart and Sarkar [14]
try to determine the repeating structure of a document and use a probabilistic model. In this case
only the information of the text is used for the form modeling. Lin et al. [102] states that the
frame structure of most of the business forms can be defined by 3 primitives, namely forms with
rectangular frames, forms with triangular frames and horizontal lines (Primitive A, Primitive
B and Primitive C, see Figure 2.12) and by a combination of these. Figure 2.12 shows the
form primitives and possible combinations. A weaker definition is given by Mandal et al. [115]
who defined a form of 2 primary types which consists of boxes (F1) or horizontal lines (F2)
(“markers above which the information is filled-in” [115]) and a combination of those (see Figure
2.12 d). Arlandis et al. [9] states that form classification is not trivial due to filled-in information
which alter global features and similar form variants (see [9]). Methods which are mainly using
the line information must be able to deal with “noises similar to a line, disappeared lines, broken
lines or partially disappeared lines” [19].
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Figure 2.11: Form Document Processing System

In the following, state of the art form classification methods are classified in global image
based features, hierarchical descriptions, and local and structural based features. Global image
based features use the entire document image and calculate characteristics like pixel density or
e.g. projection profiles. Hierarchical descriptions use either the cell structures of forms or the
pre-printed/filled-in data, whereas local and structural features determine discriminative local
regions or properties like e.g. line crossings.

Form retrieval is defined in Liu and Jain [108] as the following question: “Given a form im-
age database and a query image, how do we retrieve form images in the database with the same
or similar layout structure as the query?” [108]. According to [41] form retrieval can be used for
scale changes, distortions introduced to the scanning process or minor form changes. A different
application is the analysis of unsorted scanned documents [124]. Since e.g. forms like “Table
of Contents” contains information about single files a form retrieval system is used to analyze
the reconstructed document images. The retrieval system is based on the form classification
proposed in this work (see Section 2.3).
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Figure 2.12: Form primitves A,B and C as defined by [102]. a) one or more primitives of A b)
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of primitives A. Courtesy by [102]. d) real world example form, courtesy by TU Wien.

Document form processing systems are summarized in [22, 38, 116]. A first step for the
recognition of form documents after the classification is a form registration to handle distortions
[65,73]. Field extraction methods can be based on form models [65] or template-free recognition
systems [15, 66]. Additionally color [180] or probabilistic graphical models [139] can be used
for form recognition.

2.3.1 Global Image Based Features for Form Modelling

Ohtera and Horiuchi [130] present a form classification system for faxed forms. It is stated
that FAXOCR systems can use a unique form id and markers for the registration of forms. To
be able to handle forms without these features the Hough histogram of vertical and horizontal
lines is used for classification. As a preprocessing step characters are separated and the skew
is estimated by exploiting the Hough-space H(θ, ρ), since a rotation is transformed into a shift
on the axis defining the angle θ. Additionally the parallel transform is corrected. The form
classification is performed by comparing the Hough-histogram of vertical and horizontal lines
of the input form image and the model form image. The system is tested with 10, respectively
30 different commercial forms and has a classification rate of 100%. The skew is restricted to
±9 ◦ since it is stated that this is the restriction of 14 commercial systems in Japan.

He et al. [61] use the power spectrum of the Discrete Fourier Transform (DFT) of horizontal
and vertical projections of binary form images (see Figure 2.13 for an example of form document
projection profiles) as feature vector for classification. Since the printed and handwritten text
represent the high frequency part of the image (details) “the low-pass frequency components
of the Fourier transform are used to describe the overall image” [61]. If two different form
documents are vertically symmetric (horizontal symmetry axis) the vertical projection profile
and the resulting power spectrum of the Fourier transform have a similar structure. An example
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Figure 2.13: Example form document (courtesy by TU Wien): horizontal and vertical projection
profiles of the binarized form document with text and filtered text.

is shown in [61]. To classify symmetric document forms correctly, the horizontal and vertical
information of a size normalized image is used for classification. To minimize the effect of noise
and variations of filled-in items multiple forms of the same class are used for the training of a
Backpropagation Neural Network (NN). He et al. [61] tested the approach for 3 different kinds
of form documents and used 10 training samples for each class. After the training a set error of
0.005 is reached.

Liolios et al. [107] have developed a form classification system that can also determine the
skew of a form document. They use the “Power Spectral Density (PSD) of the forms horizon-
tal projection profile, as a shift invariant feature vector” [107] (see Figure 2.13 for an example
of form document projection profiles). To reduce the dimensionality of the feature vector the
Karhunen-Loeve transform [147] is used. The PSD is defined as the Fourier transform of the co-
variance function [159] and shows the average power distribution as a function of the frequency.
The feature vector has a dimensionality of 1025 (1025 frequencies) and is reduced to 128 di-
mensions using the Karhunen-Loeve transform. To be invariant to a skew angle introduced the
template forms (prototypes) are rotated with steps of 0.2 ◦ within ±10 ◦ and a feature vector is
calculated for every angle. A codebook is generated using the feature vectors of the prototypes
and a Learning Vector Quantization. To classify a form document the Euclidian distance of the
feature vector to the class centroids in the codebook is calculated as similarity measure. The
system was tested for 26 different form types and reached a minimum accuracy of 98.9%.

Mandal et al. [115] use a combination of global image based and structural features for
form classification. As global shape features the 2nd and 4th order moments of the horizontal
and vertical projection profiles (see Figure 2.13 for an example of form document projection
profiles) are used to determine a subset of the form prototype database. The subset is chosen
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on a defined distance measure based on the moments and a statistical threshold. For the final
classification relative line positions and line crossings (see Section 2.3.3, Figure 2.14) are used
as structural features. Based on these, relationship matrices are defined as proposed in [48] and
used for classification. Mandal et al. [115] tested the proposed approach with 40 different types
of forms and have an accuracy of 96%. Additionally it is shown, that the defined pre-selection
can be performed with an error of 0.25% (3 forms have not been selected).

An approach using an image pyramidal decomposition based on the pixel density of a form
image (binary image) is presented by Heroux et al. [64]. Thus, the form document image is
described by a feature vector with a dimension of 341 resulting from a 5 level cut pyramid
representing the pixel density. K-NN and a Multi-Layer Perceptron (MLP) is used for classifi-
cation. The method is tested with 27 different types of form documents and 2 up to 5 pyramid
levels. At level 5 both classifiers (k = 1 for K-NN, 1 hidden layer and 27 neurones forMLP)
reach an accuracy of 100%. For a 2 level pyramid the MLP has an error rate of 4.21% compared
to 3.16% for K-NN for a total of 570 forms. Heroux et al. [64] present also a form classification
based on a tree comparison of the form content (see Section 2.3.2). In Clavier [28] the possibility
of a combination of both classification methods is presented (see Section 2.3.2).

2.3.2 Methods based on Hierarchical Descriptions for Form Modelling

Lin et al. [102] use the relationship of adjacent boxes. They use a binarized image of the doc-
ument form and the line information, whereas in general a form document is described by a
combination of 3 basic shapes (see Figure 2.12). Virtual edges are introduced to close all open
box frames. Figure 2.12 c) describes a form document which is a combination of primitive C
outside primitive A. In this case 2 virtual vertical lines are created to constitute a closed frame of
primitive C. After the “closing”, each frame is labeled from left to right and from top to bottom
using a consecutive number and the primitive type, and a horizontal and vertical graph is cre-
ated to represent the form document. For the matching of document forms with form prototypes
stored in a database, the horizontal and vertical graph is represented as a pair of 1-D strings cre-
ated by topological sorting. The classification is performed using a string matching. The method
is tested with 100 different form types.

Duygulu and Atalay [41] already assume a closed document form which consists of box
frames (smallest frame is called “block”) and has rectangular border frame. The geometric
structure is transformed to a hierarchical structure using the XY-tree method which is proposed
by Nagy [122]. Geometric varying form documents which have the same logical structure are
handled by defining ambigous blocks. Form identification and retrieval is done by calculating
the distance of tree T1 (to be classified) to tree T2 (form prototype stored in the database), which
is defined as cost for the transformation of T1 to T2. The retrieval rate of forms with the same
logical structure and geometric modifications is appr. 70%, whereas the retrieval rate of form
documents with similar subtypes (geometric modifications) is between 35% and 75% depending
on the number of retrieved documents.

Heroux et al. [64] extract a hierarchical structure based on the relationships between the line
information and the contents of the form document (text, table and graphics). For that purpose a
layout analysis is performed to find homogenous blocks (e.g. paragraphs), whereas text blocks
are further divided into text-lines. The entire form document is modelled by a hierarchical tree
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representing the contents. To classify a form document the trees of a form document and a form
model are compared (see [64]) and features are extracted (number of nodes and overlap rates)
which are used to find the nearest model tree. The method is tested on a form database with
1420 forms and 26 different form documents (120 forms belong to unknown form models). The
evaluation shows that the proposed methodology can identify unknown form classes with an
accuracy of 100%. An overall recognition rate of 87.13% (10 forms/class in the training set) to
99.23% (40 forms/class in the training set) is reached.

2.3.3 Methods based on Local and Structural Features

Fan et al. [48] proposed a method based on line structure features. Nine different types of line
crossings are defined (see Figure 2.14) and are detected for every form document image. Based
on the line crossing detection a Line Crossing Relationship Matrix is defined, where an entry
at position (i, j) defines the crossing type of the ith horizontal line with the jth vertical line.
Additionally a horizontal and vertical Line Distance Relationship Matrix is calculated based on

Cross points

End points

Figure 2.14: Feature Points defined by end points and crossing types of lines [48, 65].

the line length of horizontal and vertical lines. Four length types depending on the size of the
form are defined. Matching form model candidates are determined by the number of horizontal
and vertical lines which must be below a certain threshold. The classification is based on a
combination of the similarity measure of the 3 relationship matrices. The accuracy of the form
classification is 100% and 95% if lines are randomly deleted and new lines are inserted. The
method is robust against rotation and scaling.

A combined approach of global image based features and line structural features as described
above (Fan et al. [48]) is presented by Mandal et al. [115]. The method is described in Section
2.3.1.

Sako et al. [149, 150] introduces a document form classification based on the constellation
matching of keywords. Their method extracts keywords of model forms (templates). The key-
words (word strings) and the location of the keywords of a single form document are stored in
a keyword dictionary. The method is named constellation matching, since “words are like fixed
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stars in a constellation” [149]. To classify a form, the detected keywords are matched with
the keywords in the dictionary (a-priori knowledge) and a matching score is calculated using
Dynamic Programming (DP). A final score depending on the number of detected keywords
and their locational information is determined [149]. The model form with the highest score is
chosen as form template. Due to the score calculation this method can also be used for form
retrieval. The keywords of the model forms are chosen according the keyword stability and
the keyword uniqueness. The method is tested with 107 different form documents and a form
database consisting of 671 samples. The accuracy of the proposed method is 97.1% and a correct
rejection rate of 2.9%.

Arlandis et al. [9] proposed a form classification system for forms with minor changes such
as e.g. a differing form type number, page number or geometric changes in multi-page forms.
As a preprocessing step a skew estimation is performed. To create the form model database
the system determines θ-landmarks which define discriminant areas for each document form
class. It is stated that θ-landmarks represent “salient visual features related to a location” [9].
A chosen θ-landmark of a reference form document must have a high dissimilarity to all other
form classes. To measure the dissimilarity a distance function based on correlation can be used.
For the form classification a similarity measure based on the determined θ-landmarks is defined.
The size of the θ-landmarks is depending on the size of the characters (defining the height, 24
pixel), and the width (64 pixel) is choosen based on experiments. The method is tested with
7 different form classes and a test set of 753 document form images consisting of known and
unknown forms. Due to the high computational cost for defining the θ-landmarks a hierarchical
method with a pre-classification based on e.g. global features is suggested.

Saund [152] uses a graph lattice for the representation of form documents and a BOW ap-
proach for classifcation. Crossing and end points (called junction/termination types) as shown in
Figure 2.14 are defined, which are all possible combinations (13) for “rectilinear line-art” [152].
It is shown on the NIST tax forms database [37] that solely the count of the extracted junction
types is not discriminative enough as a classification feature. Thus, a data graph consisting of the
junction/termination points as nodes and the links between them is constructed. Nodes defined
by the junctions/terminations defined in Figure 2.14 are called Primitives. Subgraphs are defined
by a combination of 2 or more primitives and represent more complex features. In the train-
ing discriminative subgraphs are choosen for each form type and Common-Minus-Difference
(CMD) is used as a similarity measure. The method is tested with a subgraph size of 2, 3 and
4. A graph lattice is used as data structure, which allows an “efficient computation of subgraph
matches [...] and effective construction of more complex features from smaller ones” [152]. For
subgraph sizes of 1-3 and 1-4 the proposed method has a classification accuracy of 100% on all
11,185 images of the NIST SpecialDatabase2 and SpecialDatabase6.

2.4 State-of-the-Art Evaluation Metrics

This section summarizes evaluation metrics used for binarization, skew estimation and form
classification methods. The measures comprise the metrics of the contests DIBCO and DISEC
and metrics presented in current state of the art work. The following subsections present the
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metrics divided for the preprocessing topics binarization, skew estimation and form classifica-
tion.

2.4.1 Binarization Evaluation Measures

Binarization methods are either evaluated on a pixel basis compared to a Ground-Truth (GT)
(binarized image) or based on semantics of the image which is done by recognizing characters
using an OCR. Within DIBCO and H-DIBCO [53, 141, 144, 145] only pixel based evaluation
measures are used. The drawback of pixel based measures is the fact that certain metrics (e.g.
FM, NRM) do not account for the type of distortion of the binarized information (see Section
2.4.1.1). The advantage is that no recognition system has to be trained. This is especially a
drawback if handwritten documents are used. In Sections 2.4.1.1 and 2.4.1.2 popular metrics are
presented. The pixel based metrics which are used in DIBCO and H-DIBCO are summarized in
Table 2.5 in Section 2.5.1 with respect to the year the contest was held. A subjective evaluation
can be performed by humans by a visual inspection [126], e.g. counting the number of broken
symbols [173]. Since there is no “satisfactory precision by humans” [126] quantitative measures
are preferred for scientific evaluations.

2.4.1.1 Pixel Based Evaluation Measures

Pixel based evaluation measures compare the binarization result respectively a GT image on a
pixel by pixel basis. The GT image is either labeled manually or can also be done with semi-
automatic procedures as proposed by Ntirogiannis et al. [125], if real images are used. The latter
constructs a skeletonized GT image and uses a dilation which is constrained by the edge image
to create the final GT image. Synthetic images provide the GT image by definition, but since
they “do not reflect the degradation encountered in real documents” [125,126] the use of images
from real documents like ancient manuscripts is preferred. Figure 2.15 shows an example test
image of DIBCO 2011 and the corresponding GT.

Figure 2.15: Test image of DIBCO 2011 and the corresponding GT.

Recall, Precision and F-measure classifiy pixel as True Positives (TP), False Positives (FP)
and False Negatives (FN), which is illustrated in Figure 2.16, showing exemplified a GT of the
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binarized character A (left) and a possible binarization result (right). Each pixel is marked to
show the definition of TP, FN and FP.

TP TP TP

TP

TP

TP TP TP TP

TP

TP

TP

TP

TP

FP FP

FP FP

FP

FP

FN

FN

Figure 2.16: Ground Truth of the binarized character A (left). Binarization result (right).

TP denote pixels which are marked as foreground pixels in the GT image and in the bina-
rized image (correctly classified as foreground/text). Pixels which are denoted as foreground in
the GT image and classified as background in the binarization result are FN. Pixels detected
as foreground in the binarization result but belong to the background in the GT are called FP.
According to these definitions Recall and Precision are defined by Equation 2.3.

Recall =
TP

TP + FN
Precision =

TP

TP + FP
(2.3)

Recall is the fraction of correctly classified foreground pixels divided by the the total number
of foreground pixels. A high recall can indicate that the method binarizes low contrast text (no
missing parts of characters or words) correctly. In contrast, precision is the number of correctly
classified pixels divided by the total number of pixels classified as foreground. Thus, a method
with a high precision shows that the method is prone to noise. A combination of precision and
recall is defined by the F-measure, which is the harmonic mean of precision and recall. The
F-measure (balanced F-Score) is then defined as follows:

F −measure = 2 ·Recall · Precision
Recall + Precision

(2.4)

Recall, Precision and F-Measure take the number of flipped pixels into account independent
of the position. Thus, at H-DIBCO 2010 [141] the pseudo-Recall and the pseudo-F-measure
proposed by [125] is introduced. Compared to F-Measure and Recall only the skeleton pixels
of foreground objects in the GT image have an impact on the final values since “each character
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has an unique shilouette which can be represented by its skeleton” [141]. This is illustrated in
Figure 2.17, which shows the GT image (a) and the skeleton of the GT image, SG(x, y) in (b).

a)                 b)                 c)

Figure 2.17: a) GT Image b) Skeleton of GT c) Binarized Image: only white pixels have an
impact on the pseudo-Recall.

Figure 2.17 c) shows the binarized image B(x, y) and the overlay of the GT skeleton where
white pixel denote SG(x, y) · B(x, y). Thus, p-Recall and p-FM are defined by Equation 2.5
and Equation 2.6.

p−Recall =
∑x=M,y=N

x=1,y=1 SG(x, y) ·B(x, y)∑x=M,y=N
x=1,y=1 SG(x, y)

(2.5)

p− FM =
2 · p−Recall · Precision
p−Recall + Precision

(2.6)

The Peak Signal-to-Noise Ratio (PSNR) is the ratio between the difference value C of fore-
ground and background (255) and the mean squared error of the binarized image B(x, y) and
the GT image:

PSNR = 10 log

(
C2 ·M ·N∑M

x=1

∑N
y=1(B(x, y)−GT (x, y))2

)
(2.7)

PSNR measure has a logarithmic scale and is also used to measure the quality of lossy image
compression methods [74,110] and is also used in Stathis et al. [167]. In Lu et al. it is stated that
the PSNR does not match the distortion perceived of the human visual system since the mutual
relation of pixels is not considered [110]. In DIBCO 2009 and H-DIBCO 2010 the Negative
Rate Metric (NRM) is used which is the arithmetic mean of the false negative rate NRFN and
the false positive rate NRFP . Thus, NRM is defined by Equation 2.8:

NRM =
NRFN +NRFP

2
(2.8)
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where NRFN and NRFP is defined by:

NRFN =
FN

FN + TP
NRFP =

FP

FP + TN
(2.9)

The false positive rate NRFP takes also the TN into account, which are all pixels correctly
classified as background [164]. Thus, the NRFP can be interpreted as a noise measure in
relation to the background. The Misclassification Penalty Metric (MPM) is used until DIBCO
2011. The MPM “evaluates the predicition against the GT on an object-by-object basis” [53]
where pixel classified as FN or FP are weighted with the distance from the ground truth objects
border.

MPM =
MPFN +MPFP

2
(2.10)

whereMPFN andMPFP are defined as follows, with diFN denoting the distance of the i-th FN
pixel and djFP is the distance of the j-th FP pixel:

MPFN =

∑NFN
i=1 diFN
D

MPFP =

∑NFP
j=1 djFP
D

(2.11)

D is defined as the sum over all pixel to contour distances. As distance measurement d the
chessboard distance is used, which defines the distance between pixel p1 with position (x1, y1)
and pixel p2 with position (x2, y2) as d = max(|x1 − x2| , |y1 − y2|).

a)                  b)                 c)                  d)                e)

Figure 2.18: a) GT Image b) Binarized Image c) Pixel Distance to the GT’s border Pixel d) diFN
e) diFP

Figure 2.18 visualizes the calculation of the MPM, where a) shows the GT image and b)
shows a possible binarization result. The distance image to the GT border pixel is shown in
Figure 2.18 c). The distance values of all FN pixels are illustrated in Figure 2.18 d), whereas
the distance values of all FP pixels are shown in e). Thus, the sum of the distances of all
FN (MPFN ) and all FP (MPFP ) normalized by D have an impact on the MPM metric. It
is stated that a “low MPM score denotes that the algorithm is good at identifying an object’s
boundary” [53].

Since DIBCO 2011 the Distance Reciprocal Distortion Metric (DRD) metric is introduced,
which has mainly replaced the NRM and MPM at H-DIBCO 2012 and DIBCO 2013. The
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DRD is a measure of the visual distortion [110] in binary images which correlates with the
human visual perception [142]. Lu et al. [110] states that due to the sharp contrast of binarized
images the “distance between pixels is found to play an important role in human perception
of distortion” [110] and thus the reciprocal is defined as metric to measure the distortion. The
DRD metric is defined by Equation 2.12:

DRD =

∑S
k=1DRDk

NUBN
(2.12)

with NUBN is the number of non uniform 8 × 8 blocks (not entirely black or white), S is the
number of flipped pixels and DRDk is the distortion of the k-th flipped pixel and is defined by
Equation 2.13:

DRDk =
∑
i,j

[|Bk(i, j)−GTk(x, y)| ×WNm(i, j)] (2.13)

where WNm is a 5 × 5 weight matrix, where each element is the Euclidean distance to the
center element normalized by the sum of all distances (for a detailed desciption see [110]). The
calculation is based on the fact that “the distortion (flipping) of one pixel is more visible when it
is in the field of view of the pixel in focus. The nearer the two pixels are, the more sensitive it is
to change one pixel when focusing on the other” [110].

a)                b)             c)              d)

Figure 2.19: a) GT Image b) Binarized Image c) 5× 5 pixel window centered at the first flipped
Pixel k (GT=1, Binarized Image=0) - white Pixels have an impact on DRDk d) NUBN

Figure 2.19 a), b), c) shows the calculation ofDRD1 where the center of the red 5×5 square
is the first flipped pixel (k = 1). All non uniform blocks (8 × 8) of the GT image (Figure 2.19
a) are shown in Figure 2.19 d).

Barney Smith et al. [164] use a Normalized Cross Correlation (NCC) as an additional pixel
based evaluation metric. The NCC is defined by Equation 2.14:

NCC =

∑N
x=1

∑M
y=1(GT (x, y)−GT ) · (B(x, y)−B)√∑N

x=1

∑M
y=1(GT (x, y)−GT )2

∑N
x=1

∑M
y=1(B(x, y)−B)2

(2.14)
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The NCC has not been used in DIBCO but in individual publications for the evaluation of
binarization methods [164, 166]. In Smith et al. [164] it is stated that the NCC is used in the
context of image registration. Additional metrics which are mentioned in Ntirogiannis et al.
[126] are the chi-square metric [11] and the geometric-mean accuracy [136]. Ntirogiannis et al.
[126] propose an evaluation metric designed for the analysis of binarized documents which
extends recall and precision by a weighted measure around the GT border and incorporates also
the stroke width to overcome the drawbacks of the metrics precision introduced, NRM, MPM,
NRM or PSNR [126] (see also Section 2.4.1.3). Thus, a pseudo-F-Measure Fps based on a
pseudo recall Rps and pseudo precision Pps (different from p−Recall 2.5 and p− FM 2.6) is
introduced:

Fps =
2 ·Rps · Pps
Rps + Pps

(2.15)

where Rps and Pps is defined by:

Rps(x, y) =

∑x=M,y=N
x=1,y=1 B(x, y) ·Gw(x, y)∑x=M,y=N

x=1,y=1 Gw(x, y)
Pps(x, y) =

∑x=M,y=N
x=1,y=1 G(x, y) ·Bw(x, y)∑x=M,y=N

x=1,y=1 Bw(x, y)

(2.16)

M andN denote the image dimensions. Gw is the weighted ground truth image, andBw defines
the weighted binarized image. The weight map of image Gw results from the distance map
of the GT border (maximum values of foreground objects are at the position of the skeleton)
normalized for segments which connect two anti-diametric points (normal to the skeleton). To
create the weight map for Bw each foreground object is extended by its average stroke width.
Again the distance map is applied to the extended regions and normalized (similar to Gw but
taking the background skeleton into account). For a detailed definition of the weighting see
[126]. It is stated that the proposed metric has a “better correlation with OCR” [126] based
evaluation and overcomes problems of distance based measures like MPM (high penalty of FP
with a high distance to the GT; in contrast to the proposed Pps) and DRD (low penalty of FP
near foreground objects/characters; in contrast to Rps) [126].

2.4.1.2 OCR Based Evaluation Measures

In contrast to pixel based metrics, OCR based evaluation metrics apply a recognition system
on the binarized image and compare the recognized text on word [59, 128] or character basis
[126]. Ntirogiannis et al. [126] states that state of the art OCR engines are focused on machine
printed text and can lead to insufficient results for handwritten text in historical documents. The
performance of the OCR depends also on the base method of the engine and thus provides
no “direct evaluation of the OCR” [126]. A state of the art OCR engine is e.g. ABBYY
Finereader [50]. An additional drawback is that OCR engines must be trained regarding the font
used.

An OCR based evaluation is done by O’Gorman [128] who defines a recognition rate as an
accuracy metric for the binarization as follows:

accuracy =
#words with all characters correctly recognized

#words
(2.17)
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Gupta et al. [59] adapted the proposed recognition rate of O’Gorman and defined accuracy
by:

accuracy =

∑J
j=1min(groundtruth(j), OCR(j))∑J

j=1min(groundtruth(j)
(2.18)

where J is the number of unique words, groundtruth(j) is the count of the unique word j
in the GT text and OCR(j) is the count of the word j in the recognized text. The adaption of
the accuracy defined by O’Gorman is done since words like the can be recognized if only parts
of words like their are detected or column breaks are not detected correctly [59].

Gatos et al. [55, 56] uses the Levenshtein distance [99] between the GT text and the rec-
ognized text. The Levenshtein distance is a distance measure between two strings and defines
the minimum number of character edits (deletion, insertion and substitution) to convert the first
string into the second one.

Figure 2.20: Effect of Binarization on OCR, courtesy of Faisal Shafait [162]

Figure 2.20 [162] shows possible effects of the binarization on the OCR result. The eval-
uation of binarization methods using an OCR system “has been criticized as being a metric of
how well the binarization output fits with the remainder of the OCR processing, and not a direct
measure of the binarization algorithm itself ” [165].

2.4.1.3 Interpretation of Pixel Based Binarization Metrics

F-Measure (Recall, Precision) and PSNR take only the number of flipped pixel (FP and FN)
into account independent of their position. In Ntirogiannis et al. [126] examples of images
are shown which achieve a higher F-Measure although more broken characters and noise exist
compared to a binarized result with missing pixels at the border region of characters. It is also
stated that distance-based measures (MPM or DRD) “can overpenalize a binarized image with
noise far from the text preserving the textual information” [126]. Figure 2.21 shows exemplarily
2 characters, where missing parts are marked black. The first example shows a c with missing
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pixels at the border at the same amount of missing pixels at the center resulting in a broken
character, thus changing the characters topology. The second example shows an m with the
same effect. F-Measure and PSNR will achieve the same performance rate due to the same
amount of missing pixels. MPM and DRD will penalize the c with missing pixels at the border
(due to their definition, see Section 2.4.1.1) although in the second case the topology is changed.
The p−Recall 2.5 and p−FM 2.6 (see Section 2.4.1.1) can overcome the mentioned problems.

Figure 2.21: Two examples of characters with the same number of missing pixels (regarding
each character) at different positions, courtesy of [126].

A different example is shown in Figure 2.22. In Figure 2.22 a) the synthetic GT image of the
character f is shown, which is blurred and Gaussian noise added b), c). To show the behaviour
of the metrics used at DIBCO 4 different cases are considered: the synthetic image c) (Gaussian
blur and noise) is thresholded with Otsu, the original GT image a) is eroded e) and dilated f),
and noise is added to the border g).

Table 2.1 shows the results of the metrics Precision, Recall, p-Recall, F-Measure, p-F-
Measure, PSNR, NRM , MPM and DRD. The measures DRD and MPM penalize the eroded
and dilated f in contrast to the binarized image with blur and noise (Figure 2.22 d) or the im-
age with the flipped border pixel (Figure 2.22 f). This shows that although the topology is not
changed a penalty is applied since the border pixel are completely changed in the eroded or
dilated version.

It is also shown that the p-F-Measure penalizes the dilated f (88.42%) compared to the
eroded f (96.44%). A different example is shown in Figure 2.23 where the GT image of char-
acter f (Figure 2.23 a) is cut in 2 halves, such that the number of pixels is appr. equal in both
halves (Figure 2.23 b) and c). The results of the metrics are shown in Table 2.2.

The metrics Recall, Precision, F-Measure and PSNR achieve approximately the same result
since the same number of pixels are flipped. In contrast to the eroded and dilated image also the
measures MPM and DRD have approximately the same penalty since the border is “equally”
distorted. The p−FM of the upper half (73.03%) is less penalized than the lower half (59.63%)
since the main structure of the skeletonized f is in the upper half.

Barney Smith and An [165] have also analyzed the effect of GT on image binarization and
it is shown that “the three edge tolerant metrics all favor a thin GT and will penalize algorithms
that produce wider strokes” [165].
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a)                 b)                c)                d)

e)                f)                 g)

Figure 2.22: a) GT image, b) GT image with Gaussian blur σ=5, c) Gaussian noise added
(m = 0, σ = 0.01) to the blurred GT image, d) Otsu Threshold of c), e) Eroded GT image (disc,
size = 4), f) Dilated GT image (disc, size = 4), g) Border Pixel of “f” flipped alternating. See
Table 2.1 for Evaluation Measures.

Input Image “f” - Otsu “f” “f” “f” border pixel
(blur+noise) eroded dilated flipped

(Figure 2.22 d) (Figure 2.22 e) (Figure 2.22 f) (Figure 2.22 g)
Precision [%] 91 1 79 95
Recall [%] 97 74 1 1
p-Recall [%] 95 93 1 1
F-Measure [%] 94.51 85.48 88.42 97.88
p-F-Measure [%] 93.64 96.44 88.42 97.88
PSNR 17.99 14.48 14.35 22.18
NRM ×10−2 2.04 12.67 2.13 0.35
MPM ×10−3 0.38 0.63 1.30 0.10
DRD 7.58 19.30 20.07 2.45

Table 2.1: Evaluation Measures on synthetic images d) e) f) g) of Figure 2.22.
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a)                b)                 c)   

Figure 2.23: a) GT image b) upper half of the GT image c) lower half of the GT image. The
GT image is cutted, such that the number of segmented pixels in both halves is appr. equal (see
Table 2.2.

Input Image “f” - upper half “f” - lower half
see Figure 2.23 b) see Figure 2.23 c)

Precision [%] 1 1
Recall [%] 0.50 0.49
p-Recall [%] 0.57 0.42
F-Measure [%] 66.75 66.57
p-F-Measure [%] 73.03 59.63
PSNR 10.98 10.97
NRM ×10−2 24.94 25.05
MPM ×10−3 8.74 7.86
DRD 45.02 45.11

Table 2.2: Evaluation Measures on a synthetic image which is cutted in two halves (see Figure
2.23).

2.4.2 Skew Evaluation Measures

Skew estimation methods are evaluated on (binary) document images which are skewed by a-
priori known angles. For the DISEC the skew angle is restricted to ±15 ◦ and a set of 175
images is used where each image is randomly rotated with 10 different angles. 200 examples
from the resulting 1750 skewed images provide a test dataset, whereas the rest (1550 images)
build the benchmark dataset [135]. For the evaluation in the DISEC the angle difference E(j)
between the determined skew angle of a method and the GT of an image j is calculated. All
methods are ranked by the following three metrics:

• Average Error Deviation (AED) 2.19
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• TOP80 AED - the first 80% of the sorted differences E(j) (ascending order) are taken
into account 2.19

• Average percentage of Correct Estimations (CE) - all images with with a difference of
E(j) ≤ 0.1 are taken into account 2.21

Thus, AED, TOP80 and CE are defined as follows:

AED =

∑N
j=1E(j)

N
(2.19)

where N is size of the benchmark dataset.

TOP80 =

∑M
j=1E(j)

M
(2.20)

where M is 0.8 · N (1240 for the DISEC benchmark dataset with a size of 1550 images). By
ranking the methods using the TOP80 criterion categories of test images for which the method
has not been designed are excluded (e.g. technical sketches). The CE criterion determines
the percentage of images (respectively the size of benchmark dataset n), which have an angle
difference E(j) smaller than 0.1 ◦.

CE =

∑
j=1NK(j)

N
where K(j) =

{
1 if E(j) < 0.1

0 otherwise
(2.21)

In Papandreou [135] it is stated that 0.1 ◦ is choosen since greater angles are “ visible to a
human observer” [135]. For the final ranking at DISEC the rank of AED, TOP80 and CE are
accumulated. Additional metrics which are used in other publications are the mean, standard
deviation, and the median of the angle differences E(j) [12, 44]. Epshtein [44] has also defined
catastrophic errors, which are “cases where the detected text orientation differs from the ground
truth by more than π/10”. It has to be mentioned that the method of e.g. Epshtein [44] and the
proposed method have no restrictions on the skew angle compared to the DISEC dataset. Thus,
the measure of catastrophic errors can be used to show also the mean and the variance error if
all catastrophic images are skipped. This can be compared to the TOP80 criterion which skips
the images categories (20%) for which the method is not designed.

2.4.3 Form Classification Evaluation Measures

For the form classification, accuracy a is employed as a performance measure. The accuracy is
computed by

a =
tp+ tn

tp+ fp+ fn+ tn
(2.22)

with tp being the sum of true positives (a true positive is a document labeled as belonging to the
positive class), fp being the sum of false positives (documents incorrectly labeled as belonging
to the positive class), fn being the sum of false negatives (documents which are not labeled as
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formp !formp

form tp fn
!form fp tn

Table 2.3: Confusion matrix containing the two labels “form document” and “non form docu-
ment”; the indices p denote the predicted class label.

a0 a1 · · · ai · · · an
c0 fp
c1 fp
...

...
ci fn fn · · · tp · · · fn
...

...
cn fp

Table 2.4: Confusion matrix with n = 10 (9 different form document classes and one class
containing all non form documents); ai are predictions of class i, and ci are the true class labels.

positive class but should be) and tn being the sum of true negatives (documents correctly labeled
belonging to the negative class). Table 2.3 shows the confusion matrix with a form document
denoting the positive class and a non form document denoting the negative class.

This definition is applicable if only 2 class labels “form document” and “non form docu-
ment” are considered. In the following the definition is extended to 10 classes (9 different form
document classes and one class containing all non form documents). Thus non form documents
are treated as a different type of a form document, and true positives tpi, false positives fpi, and
false negatives fni of a given class i are defined by:

tpi ... 〈ai, ci〉
fpi ... 〈ai, cj 6=i〉
fni ... 〈aj 6=i, ci〉

where i, j ∈ 0...n and n = 10 to represent all classes (form documents and non form docu-
ments). To illustrate the definitions, a confusion matrix with corresponding labels is given in
Table 2.4.

Furthermore precision pi and recall ri are calculated for each class i in order to allow for
drawing conclusions about the nature of errors and class confusions. Given the previously de-
fined true positives tpi, false positives fpi, and false negatives fni; precision pi, recall ri, and
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accuracy ai of a class i are defined as:

pi =
tpi

tpi + fpi

ri =
tpi

tpi + fni

ai =
tp

tpi + fpi + fni

2.5 Comparison and Summary of Existing Approaches

The state of the art in document image binarization is evaluated within DIBCO and H-DIBCO.
In Section 2.5.1 the results of the binarization methods of the contests are summarized. The
evaluation measures used are described in detail in Section 2.4.1. An additional evaluation
survey of binarization methods for historical documents is summarized in Stathis et al. [167].
Results of form classification methods are discussed in Section 2.5.3. Section 2.5.2 presents the
results of the DISEC 2013. Evaluation measures to compare results of skew estimation methods
are summarized in Section 2.4.2.

2.5.1 Analysis of Binarization Methods

As summarized in Section 1.1 the first DIBCO was held in 2009 [53]. Until 2013 a DIBCO
contest was organized every year within the ICDAR and a H-DIBCO in conjunction with the
ICFHR. Table 2.5 shows the evaluation measures used for every contest.

DIBCO H-DIBCO DIBCO H-DIBCO DIBCO
2009 2010 2011 2012 2013

Precision + + + + +
Recall + + + + +
F-Measure + + + + +
p-F-Measure - + - + +
PSNR + + + + +
NRM + + - - -
MPM + + + - -
DRD - - + + +

Table 2.5: Evaluation Measures of Document Binarization Contests (2009-2013).

It can be seen that F-Measure and Peak-Signal-to-Noise Ratio are used in all contests. At
the last 2 contests the DRD and the pseudo-F-Measure are introduced while the NRM and the
MPM are omitted.

Images from the contests and their distortions are shown exemplarily in Figure 1.1 and Fig-
ure 1.2 (see Section 1.1). The number of participants and the results of the first 10 places (Score,
F-Measure and PSNR) are summarized in Table 2.6 (DIBCO 2011 [142]), Table 2.7 (H-DIBCO
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Rank Score Method F-Measure (%) PSNR (%)
1 309 T. Lelore and F. Bouchara 80.86 16.13
2 346 B. Su et al. 85.20 17.15
3 429 N. Howe 83.21 17.84
4 470 I. Ben Messaoud et al. - -
5 489 N. Tanaka - -
6 515 V. Papavassiliou and F. Simistira - -
7 532 R. Neves and C.A.B. Mello - -
8 600 T.H. Ngan Le at al. - -
9 610 Abdelaali Hassaine et al. - -
10 620 M. Zayed - -
15 715 Kleber et al. - -

Table 2.6: Results of DIBCO 2011 (Rank 1-10, 18 participants)

Rank Score Method F-Measure (%) PSNR (%)
1 172 N.Howe 89.47 21.8
2 340 T. Lelore and F. Bouchara 92.85 20.57
3 412 B. Su et al. 91.54 20.14
4 435 O. Nina 90.38 19.3
5 494 Y. Yazid et al. 91.85 19.65
6 501 M. Ramirez-Ortegon et al. 89.98 19.44
7 531 H. Nafchi et al. 91.16 19.32
8 570 H. Nafchi et al. 90.20 19.07
9 575 A. Okamoto et al. 89.69 19.0
10 601 L. Ma et al. 89.48 18.74

Table 2.7: Results of H-DIBCO 2012 (Rank 1-10, 24 participants)

2012 [144]) and Table 2.8 (DIBCO 2013 [145]). Since the evaluation metrics used for the final
ranking changed within the contests, the final score is not comparable for all contests. The F-
Measure of Rank 1 to 3 is within 89% to 92% for the datasets used in the years 2009, 2010, 2012
and 2013. Only in the year 2011 (DIBCO 2011, see Table 2.6) the F-Measure of the first 3 ranks
is within 80% to 85%. The challenges of the images used within DIBCO 2011 consist mostly of
bleed-through text, bleed-through text in combination with background stains and images with
a Gaussian background noise (comparable to noise existent in carbon copies). The results lead
to the question of the best result a binarization method can achieve without a recognition step.
Edge based methods cannot differentiate between low contrast parts of a text compared to low
contrast noise or e.g. the ruling of a paper. Combination based methods with a machine learning
approach for the final decision are able to differentiate between low contrast text belonging to
the bleed-through text and the foreground text.

Binarization methods must be able to detect and suppress bleed-through text. Although the
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Rank Score Method F-Measure (%) PSNR (%)
1 322 B. Su et al. 92.12 20.68
2 342 N. Howe 92.7 21.29
3 362 R. Moghaddam et al. 91.81 20.68
4 408 T. Lelore and F. Bouchara 91.69 20.54
5 636 M. Ramirez-Ortegon et al. 90.92 19.32
6 642 Y. Hassaine et al. 89.77 19.26
7 646 R. Moghaddam et al. 89.79 18.99
8 688 H. Nafchi et al. 88.95 18.74
9 716 Y. Hassaine et al. 89.46 19.05
10 725 R. Neves et al. 89.29 18.5

Table 2.8: Results of DIBCO 2013 (Rank 1-10, 23 participants)

DIBCO 2009

H-DIBCO 2010

DIBCO 2011

H-DIBCO 2012

DIBCO 2013

Rank

S. Lu and
C.L. Tan

J. Fabrizio and
B. Marcotegui

D. Rivest-Henault
et al.

B. Su
et al.

I. Bar-Yosef
et al.

T. Lelore and
F. Bouchara

T. Lelore and
F. Bouchara

B. Su
et al. N. Howe

N. Howe T. Lelore and
F. Bouchara

B. Su
et al.

B. Su
et al.

N. Howe R. Moghaddam
et al.

#1 #2 #3

Figure 2.24: DIBCO Overview and Relations of the first 3 Ranks.

last DIBCO contests showed that this problem can be solved with the submitted algorithms, an
important step in state of the art methods is the applied post-processing.

The fundamentals of the submitted state of the art binarization methods can be summarized
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in keywords as follows:

• Image contrast

• Image gradient

• Edge detection/Edge Map

• Minimization of a global energy function

• Combination of binarization methods

Figure 2.24 shows the first 3 ranks of each year of DIBCO and the relations between the submit-
ted methods. Arrows indicate that a method is based on the method submitted the previous year,
or a combination of it (dashed arrow).

Exemplarily, N. Howe participated in DIBCO 2011 with a method based on the minimization
of a global energy function [69] and achieved rank 3. In the following year he adapted his
method [69] and introduced an automated parameter selection [70] which achieved rank 1 in
H-DIBCO 2012. Thus the methods are connected with an arrow. A different example is the
method submitted by Su et al. [145] which can be traced back until the year 2010. Common
problems of state of the art methods are related to bleed-through text or palimpsest text, as
well as e.g. washed-out ink. Bleed-though text as shown in Figure 1.1 has a low contrast
compared to the foreground text but still text characteristics regarding the texture. Errors can
occur if the foreground text has almost the same contrast as the bleed-through or palimpsest text.
Analyzing state of the art methods shows 2 trends in binarization: extended post-processing and
a combination of different binarization methods [142, 144, 145].

2.5.2 Analysis of Skew Determination Methods

The first DISEC [135] was held 2013 in conjunction with the ICDAR. Figure 2.25 shows
exemplarily two pages comprising a technical sketch consisting of straight lines and only some
text labels and a scan of a book page with a chapter caption. The benchmark images (175
documents) “contain various sizes of document images, any kind of mixed content, vertical and
horizontal writing, multi-sized fonts and multiple number of columns in the same document”
[135] in different languages (English, Chinese, Greek, Japanese, Bulgarian, Russian, Danish,
Italian, Turkish and ancient Greek languages). The skew angle for the contest was restricted to
−15 ◦ to +15 ◦.

Additionally all images are binarized since it is stated by the competition organizers that it
is common for big archives to scan documents in black and white. Table 2.9 shows the results
of the first 10 ranks.

The winning method proposed by J. Fabrizio exploits the magnitude spectrum of the Fourier
transform of the convex hull of clustered regions in the image. Thus the method is based on a
local Fourier transform in combination with clustering. Rank 3 submitted by E. Carlinet and J.
Fabrizio uses the approach of J. Fabrizio (rank 1) in combination with a Line Segment Detector
(LSD) [175]. The final skew is based on the Hough transform of the combined image. Rank 2 is
based on the orientation of detected lines [91] (see Section 2.2.4). It can be seen, that the winning
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a)                                                              b)

Figure 2.25: DISEC 2013 example images, where a) shows a technical sketch and b) a s can of
a book page.

Rank Method AED TOP80 CE S
1 J. Fabrizio 0.072 0.046 77.48 3
2 H. I. Koo and N. I. Cho 0.085 0.051 71.23 6
3 E. Carlinet and J. Fabrizio 0.097 0.053 68.32 10
4 C. Dalitz 0.184 0.057 68.90 12
5 M. Diem, F. Kleber and R. Sablatnig 0.103 0.058 65.42 15
6 X. Wu, Y. Tang and H. Wang 0.730 0.061 65.74 20
7 K.H. Steinke 0.227 0.069 58.84 21
8 O. Naydin 0.184 0.089 50.39 25
9 X. Wu, Y. Tang and H. Wang 0.750 0.078 57.29 28
9 V. Roy 0.768 0.073 58.32 28

Table 2.9: Results of DISEC 2013 (Rank 1-5, 12 participants)

methods use line information as a feature for a stable and robust skew information. Either the
lines are extracted from tables, separators, or originate from entities like text lines. Additionally
almost all of the images have at least 2 or 3 paragraphs of text or consist of sketches, comics,
. . . Thus, in general the entire page consists of printed information. Handwritten pages are not
present in the dataset.

2.5.3 Analysis of Form Classification Methods

Although the International Association for Pattern Recognition Technical Committee 11 (Read-
ing Systems) collected databases for Layout Analysis (PRImA) or Mixed Content Documents
(Tobacco 800) amongst others, no database for form classification is provided. One (not freely)
available database which can be used for form classification is the NIST tax forms database [127]
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(e.g. used by Saund [152]). It consists of 12 different United States tax forms available as bina-
rized images (no gray value images available) and a total of 11,185 images.

On the NIST database the best classification result of 100% is achieved by Saund [152] using
rectilinear line art and construction of a graph lattice (see Section 2.3.3). Several authors [19,
48,61,115,130] use individual databases and tested different applications of form classification.
Ohtera and Horiuchi [130] used 10 Japanese commercial forms with unique ids and registration
markers for a FaxOCR system. He et al. [61] has only 3 different kinds of form document,
whereas Mandal et al. [115] has 40 different form types (total database of 400 forms) and Liolios
et al. [107] has 26 different form types (total database consists of 2284 forms with a subset of
1200 forms taken from the NIST database). Byun et al. [19] uses 6 different form models and
has an overall database size of 246 forms. Fan et al. [48] uses 30 different kinds of forms and
for testing they generate a synthetic dataset by applying shift, rotation and scaling to the form
documents. Additionally the forms used within the experiments are selected to show the specific
application of the presented methods. Exemplarily, Mandal et al. [115] emphasized on similar
form documents, Ohtera and Horiuchi [130] on form documents used within a FaxcOCR system
and e.g. Fan et al. [48] on geometric distortions and also the deletions of lines (fragmented line
information). For a detailed description of the results see Section 2.3.

State of the art methods show that the use of features based on the line information (junc-
tions) are stable and can be used by hierarchical and BOW approaches for form classification.
Saund [152] also states that “prior work emphasizes sophisticated learning algorithm applied to
simple, easy-to-compute features”.

2.6 Summary

State of the art methods for three DIA methods are presented: binarization, skew estimation and
form classification. All presented methods are categorized in subgroups based on the method-
ology. Additionally, state of the art evaluation metrics are presented and discussed in Section
2.4. The presented metrics are used in Chapter 3 for the evaluation of the proposed methods and
comparison with state of the art. Finally, existing methods are presented and analyzed in Section
2.5.1. This comprises also a summary of scientific databases for the presented DIA topics. For
the binarization and skew estimation the results of current contests are shown.
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CHAPTER 3
Methodology

This chapter describes the methodology for the DIA preprocessing steps binarization, skew esti-
mation and form classification and retrieval. The research is focused on methods for documents
with sparsely inscribed information and low contrast (faded out text, historical documents). The
main contribution of the binarization is the use of a scale space approach to eliminate parameters
like stroke width which is used by current state of the art methods (see Chapter 2) and to em-
phasize text regions. The skew estimation uses the gray value information of the input image to
achieve accurate results compared to methods using binarized images. The form classification
introduces shape features for the classification and retrieval task which are stable compared to
the description of defined junctions. The evaluation of each method is following the description
of the methodology.

3.1 Binarization

Current state of the art binarization methods (see Section 2.1) analyze the gradients of the gray
value image to detect edge information, but “go beyond locally adaptive thresholding [. . .] and
perform a modelling of the ink and background classes to enable more accurate individual pixel
classification” [70]. Su [168] uses the local maximum and minimum to define the contrast
and e.g. Howe [69, 70] uses an edge detection (Laplacian of the image intensity, Canny edge
detector) in combination with a global energy function. To classify the foreground additional
properties like the global stroke width [168] and the background [56] using efficient thresholds
are estimated. DIBCO have also shown a trend in combining different thresholding methods in
combination with machine learning and exploiting different properties of binarization methods
(e.g. over- vs. under-segmentation).

In the context of text recognition based on segmentation Sayre has formulated the paradox
that “a word cannot be segmented before being recognized and cannot be recognized before
being segmented” [156]. Fischer et al. [51] calls this paradox a “chicken-and-egg” problem
since on the one hand “letters in a word are connected and cannot be segmented reliably before
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recognition, and on the other hand, the recognition of the letters requires a segmentation” [51].
Maronze et al. [117] separates the paradox in localization guiding recognition and recognition
guiding localization and state that DIA systems must “be able to incorporate both kinds of
information (structural and content-based) during processing” [117]. The Sayre paradox applies
also for document binarization, if segmented is interpreted as the detection of the foreground (i.e.
text). State of the art binarization methods must be able to handle differences in the contrast of
text, thus correctly determining faded out text. Contrarily, noise and structures like the ruling
of a page must be suppressed. Thus, foreground regions must be recognized as text. This leads
also to the necessary definition of foreground in the context of document binarization. Within
the DIBCO’s the GT defines only text as foreground. Structures like the ruling of a page, bleed-
through text, noise like ink stains have to be suppressed in the final binarized image. Within this
thesis any inscribed or printed content on writing material (paper, parchment, papyrus) is defined
as foreground for the binarization classification problem. In general, additional information like
pre-printed lines (ruling of a paper) can be reliably determined [34, 83, 183] (see also Section
3.3.1) and broken characters (i.e. ascenders or descenders) restored [1,183] in the preprocessing
step of a DIA system.

(a) (b)

Figure 3.1: Ruling estimation of the Missale (Sacramentarium) Sinaiticum, folio 45 recto.

To resolve the Sayre paradox in the context of binarization an estimation of the text/fore-
ground region must be performed. Thus “localization is guiding recognition” and allows to
emphasize low contrast text without additionally boosting noise. The localization of text regions
can be performed using a-priori knowledge of the layout [89], text detection (i.e. text confidence
maps [4, 133] with different feature sets like Histogram of Oriented Gradients (HOG) [39],
Local Ternary Patterns (LTP) [172] or MACELBP [4]), or the proposed method within the
scale-space approach (see Section 3.1.2).

Within the project The Sinaitic Glagolitic Sacramentary (Euchologium) Fragments (funded
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by the Austrian Science Fund under grant P19608-G12) the Missale Sinaiticum (Cod. Sin. slav.
5/N, 11th century) [119] belonging to the classical Old Church Slavonic (OCS) canon has been
digitised. It contains handwritten Glagolitic [119] text and was found in 1975 at St. Catherine’s
monastery on Mt. Sinai. The ruling scheme of a manuscript is used to gain information about the
scribe (hand) of the manuscript, its spatiotemporal (see e.g. Leroy for the Greek tradition [95])
origin, and for layout analysis. Figure 3.1 (b) shows the a-priori knowledge ruling scheme of the
manuscript under investigation.

The folios of the manuscript are degraded due to water influence, and thus parts of the text
have vanished or have a low contrast (see Figure 3.1 (a)). In Kleber et al. [89] the a-priori
knowledge of the ruling scheme is exploited to estimate ruling baselines if parts of the text are
lacking. Figure 3.1 (a) shows the estimated ruling, where black lines indicate the detected text
lines and white/gray lines are extrapolated lines due to the a-priori information of the ruling
scheme. The method is based on a text line detection which is basically shown in Figure 3.2.

Original Image

Binarization and Labelling

CCCC_left CC_right

AW AW
left search area right search area

vertical search area

Figure 3.2: CC grouping to build text lines.

The detection of the ruling scheme (see Kleber et al. [89]) has a preprocessing stage, which
comprises a skew estimation (Kleber and Sablatnig [87]), a standard image binarization, and a
noise removal. After this preprocessing step the text components (words, characters, etc.) are
segmented and finally grouped to extract the text lines (see Figure 3.2). Due to the knowledge
of the a-priori ruling scheme a robust estimation of the text lines can be performed (see [89] for
a detailed description and the results). Note that text with low contrast must not be classified
as foreground by the binarization method. A readability enhancement based on a spectral and
spatial analysis of the multivariate image data by MSC is done in [97] by emphasizing text
regions. This is done by applying a weight mask which is derived from the ruling scheme. For
a detailed description see Lettner, Kleber and Sablatnig [97].

It is shown on the example of the Missale Sinaiticum that detecting and emphasizing text
regions can be reliably used for an enhancement of the readability or as a basis for binarization
[89, 97]. Although a stable estimation of the text lines/text region is performed, the method is
restricted to the a-priori knowledge of the ruling scheme of the Missale Sinaiticum (see Figure
3.1 (b)) and cannot be applied in a general manner. Thus a general foreground estimation is
developed and used in the scale space binarization. Additionally, the method is parameter free
with regard to the estimation of the stroke width which can also vary within a single document.

Section 3.1.1 describes general properties of the scale space and also the main advantages
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within document binarization. The binarization method with the propagation of the foreground
information over different scales is described in Section 3.1.2.

3.1.1 Scale Space

The estimation of textural properties of text in a global context leads to incorrect estimations
(i.e. stroke width) if different fonts or font sizes are used (see Figure 3.5). Thus, “the only
reasonable approach is to consider representations at all scales simultaneously” [104] by using
a scale space representation. Witkin [178] discussed the blurring properties of one dimensional
signals [92], illustrated in Figure 3.3, and Koenderink [90] extended the scale space to more
dimensional functions. The scale space theory has also been studied by Lindeberg [104] who
has also shown “the transfer of continuous concepts to discrete algorithms” [92].

scale t

ft(x)

f0(x)

Figure 3.3: Sequence of Gaussian smoothing’s of a signal f0(x) with increasing σ from top to
bottom (left), zero crossings of 2nd derivative (right), courtesy of Witkin [178].

A requirement of a scale space is the successive suppression of fine scale structures at coarser
scales without introducing any new structures [104]. This is also shown in Figure 3.3 where fine
scale information is successively suppressed with an increasing scale. Mathematically, “the
basic idea of scale space method is to embed an image in an one-parameter family” [189].
A scale space L(x, y, t) of an image f(x, y) is gained by convolving f(x, y) with Gaussians
G(x, y, t):

L(x, y, t) = G(x, y, t) ∗ f(x, y) (3.1)

where ∗ denotes the convolution and t = σ2 the scale parameter. The Gaussian filter is defined
by:

G(x, y, t) =
1

2πt
e−(x

2+y2)/2t (3.2)

Lindeberg [103] has shown that the Gaussian filter kernel is the only low-pass filter, which
satisfies the following conditions (scale space axioms):

• linear and shift/rotation invariance

• semigroup property
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• continous signals (“no new local extrema or zero crossings are introduced with increasing
scale parameter” [103])

• non-enhancement of local extrema (causality)

The causality property of the scale space implies that “the intensity of maxima decrease and
those of minima increase during the blurring process” [92]. This means that faded out text (i.e.
text with a low contrast) will successively disappear in coarser scales. Additionally the shape
of a foreground object changes due to the scale space smoothing which concerns the problem
“how to relate structures at different scales. This subject is termed deep structure by Koenderink
(1984)” [103].
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Figure 3.4: Scale space of an image of the DIBCO 2009 dataset.

Thus, structures of a coarse scale represent simplified structures of finer scale levels, which
allows to use a coarse scale (see Section 3.1.2) as a foreground estimation that suppresses noise
with a high frequency such as background clutter. Due to the fact that no new structures are
introduced, no errors can be propagated from coarse to finer scales which allows to use the
scale space for a binarization approach. Figure 3.4 shows the scale space of an image of the
dataset of DIBCO 2009. The document image is successively smoothed which suppresses fine
scale information. In the context of different font sizes, small text fuses to text lines (similar
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to LPP), while the structure of larger text is still preserved. The results of the binarization
contest in 2009 and 2010 show that algorithms using (text) stroke edge regions as candidate
pixels performed best for ancient manuscripts. To avoid distortions arising from the variation of
the background e.g. Gatos et al. [55] and Lu et al. [111] estimate the background for a contrast
compensation. Both methods estimate parameters such as the local window size based on e.g.
the mean character height or the stroke width. Problems may arise if different text sizes and
stroke widths occur on the same folio/page. Figure 3.5 shows a result of the algorithm of Su
et al. if a wrong stroke width is applied and the result of the proposed scale space method.

a)

b)

c)

Figure 3.5: (a) Image of the DIBCO 2009 dataset (b) Su et al.’s approach (c) proposed approach

Thus, a scale space allows fixed parameters due to the different scales of the image. Propa-
gating information from coarse to fine scales makes the algorithm independent to the text size.
The continuously Gaussian smoothing of the image suppresses noise with a high variation. As
a result, the coarse scales are used as a foreground estimation. The use of integral images al-
low an efficient implementation of the algorithm [72]. Section 3.1.2 describes the scale space
binarization [84].

3.1.2 Scale Space Binarization

The basic approach of the scale space binarization [84] is illustrated in Figure 3.6. To allow for
an efficient implementation of the Gaussian scale space octaves are calculated, where the scale
factor σ is doubled within each octave (see Figure 3.4) and the image is resized to half of its
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resolution in x and y, i.e. 1/4, between two octaves [148]. It can be seen that only the script
with a font size corresponding to the estimated stroke width is correctly binarized in the original
scale. The scale space allows a binarization independent of the stroke with where the foreground
information is propagated from coarser scales (corresponding to larger font sizes) to finer scales
(corresponding to smaller font sizes). The fine structures of the binarized image are defined by
the last scale and a foreground weighting allows to suppress noise.

Figure 3.6: Scale information propagation for binarized images

The scale space of a document image f(x, y) is constructed as proposed by Lindeberg [103].
The information of the scale space is propagated from coarse to fine scales as follows: Let
L(x, y, ti+1) (parent image) denote a binarized image of the scale space with scale ti+1 and
L(x, y, ti) (child image) denotes the binarized image of the next finer scale. The scale parame-
ter is t = σ2, and it is increased by σ between two successive scales. Both images are binarized
using the Su et al. approach with a constant stroke width and a constant size of the neighbor-
hood window (5 px). Each pixel (x, y) in L(x, y, ti) is compared with the associated pixel of
the parent image L(x, y, ti+1). If the pixel (x, y) is segmented in the parent image but not in the
current image a new threshold thr(x, y) is applied to the pixel (x, y) in L(x, y, ti). This is illus-
trated in Figure 3.6. It can be seen that with the current parameters only the outer contours of the
largest two fonts are classified as foreground. By propagating the foreground information from
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coarse scales to fine scales, a new threshold can be applied to this regions, which is computed as
follows:

In contrast to the threshold candidates of Su et al. (local areas that contain a defined number
of high contrast pixel proportional to the stroke width) the threshold candidates are redefined
by segmented areas R1 . . . Rn of the binarized parent image L(x, y, ti+1). The threshold thr of
each area Ri, i ∈ {1 . . . n} is defined by

thrRi = Emean (3.3)

where Emean is the mean of all segmented binary high contrast pixel (BinaryContrastChild,
BCChild) in L(x, y, ti) with (x, y) ∈ Ri. The foreground information propagation to fine scales
which allows to redefine regions as foreground can be formulated as shown in Algorithm 3.1:

1: L = scaleSpace(img);
2: i = size(L);
3: parent = binarizeSu(L(i− 1));
4: for k = size(L)− 2→ 1 do
5: child = binarizeSu(L(k));
6: for all (x, y) such that parent(x, y) = 255 and child(x, y) = 0 do
7: thr = mean((parent and BCChild) · L(k), R);
8: child = L(k) < thr;
9: end for

10: for all (x, y) such that parent(x, y) = 0 and child(x, y) = 255 do
11: weightImg = L(k − 2);
12: normalize(weightImg);
13: invert(weightImg);
14: thr = thr · weightImg;
15: child = L(k) < thr(x, y);
16: end for
17: parent = child
18: end for

Algorithm 3.1: PseudoCode of the Scale-Space Binarization.

Pixels that are segmented in L(x, y, ti+1) and not in the finer scale belong to homogeneous
regions, which are not segmented in the current scale if a wrong stroke width is estimated.
Figure 3.7 shows an image and the binarized images from two subsequent scales with the effect
described.

Due to properties of the scale space (see Section 3.1.1) noise cannot be introduced in coarse
scales. Hence, noise is not propagated through the scale space. Even areas with a dark back-
ground are not segmented due to the threshold which is calculated by the pixels defined in the
binary high contrast image of L(x, y, t). Pixels that are segmented in the finer scale and not in
the coarse scale belong to finer structures. Noise with a high frequency is therefore detected
in fine scales, thus with a small scale parameter t (= σ2). To suppress noise in fine scales a
foreground estimation is performed using the calculated scale space. The scale must be chosen
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a) b)

c) d)

Figure 3.7: (a) current scale (b) parent image (c) current segmentation (d) scale space binariza-
tion

Figure 3.8: weight image (foreground estimation)

according to the smallest font size to avoid a negative weighting of text regions. The proposed
approach uses the image at scale L(x, y, ti−2) (see Algorithm 3.1, line 11-14) as foreground
estimation. If a pixel is segmented in the current scale and not in the parent image the current
threshold as defined by Su et al. is weighted with the foreground image. Figure 3.8 shows the
foreground estimation of the image at the last scale. It can be seen that background noise is
suppressed (background is a homogeneous area).
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3.1.3 Results of Scale Space Binarization

The proposed method is tested on the DIBCO and H-DIBCO datasets (2009-2012). The num-
ber and type of images for each DIBCO are summarized in Table 3.1. The test images contain
handwritten and printed text of historic documents and are provided together with the GT by
the DIBCO organizers. The GT of the dataset is produced by an semi-automatic procedure,
which calculates the skeleton of the image binarized by an adaptive method, followed by a dila-
tion which is limited by the edges of strokes detected by the Canny-Edge Detector (see Section
2.1 [125]).

printed handwritten
DIBCO 2009 5 5
H-DIBCO 2010 - 10
DIBCO 2011 8 8
H-DIBCO 2012 - 14

Table 3.1: Number and type of DIBCO and H-DIBCO evaluation images.

In addition to the DIBCO images the method is evaluated on 3 synthetic images with noise
and varying text size and a real world image of a carbon copy with printed text to illustrate
the behavior on Gaussian noise. The GT of the synthetic images is defined by the original
image without noise, and the GT of the carbon copy is defined manually. For the evaluation of
the scale space binarization the metrics of DIBCO, which are also presented in Section 2.4.1,
are used: FM, P-FM, PSNR and DRD. The evaluation measures for a series of pictures are
accumulated pixel wise. Thus, the e.g. FM is based on a precision/recall, where TP, FN and
FP are accumulated over all images. An imagewise evaluation can be done by averaging the
measures of each single image. However, using an imagewise evaluation disregards the size of
the single images if no weighting scheme is applied. As a result, the pixel based evaluation is
used.

Method F-Measure p-FM PSNR DRD
[%] [%]

Otsu 87.7538 87.4363 13.361 25.2177
Sauvola and Pietikainen 68.4178 74.5194 8.5726 71.049
Su et al. 33.87 54.2703 6.4699 114.1268
Fabrizio and Marcotegui 81.2771 81.227 10.7229 44.6971
Wolf 67.3515 90.0042 11.0195 40.3919
proposed approach 96.8046 95.1937 25.9444 3.1428

Table 3.2: Binarization results of synthetic image database, pixel wise evaluation.

Figure 3.9 shows an image of a carbon copy, a synthetic image with background noise, the
results of the binarization of the proposed approach and the result of Su et al. It can be seen that
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Method F-Measure p-FM PSNR DRD
[%] [%]

Otsu 83.0921 83.516 23.2997 125.4465
Sauvola and Pietikainen 72.2764 74.7438 10.8566 192.6858
Su et al. 58.3462 67.6551 9.1918 266.0979
Fabrizio and Marcotegui 82.1963 82.7101 21.8788 232.2692
Wolf 73.667 84.9727 14.2552 59.6656
proposed approach 90.6425 92.2599 26.2545 4.274

Table 3.3: Binarization results of synthetic image database, image wise evaluation.

the background noise in both images is suppressed due to weighting with the foreground estima-
tion of the proposed approach. The synthetic image (see Figure 3.7) contain a black rectangle,
which is correctly binarized by the proposed approach. The binarization of Su et al. binarize
only the contour of the rectangle due to the estimation of the stroke width. Table 3.2 shows the
result of the proposed approach on the synthetic image database compared to the methods of
Otsu, Sauvola and Pietikainen, Fabrizio and Marcotegui and Wolf [53]. The proposed approach
has an FM of 96.80% compared to Wolf with a FM of 90.00%, which is the second best method.
It is shown that the proposed approach can handle noise with a high frequency. Table 3.3 shows
the binarization results of the synthetic image database, if the evaluation is done image wise.
The results differ due to the different size of the images. Table 3.4 shows the results of the scale
space binarization on the DIBCO and H-DIBCO datasets (2009-2012). The performance of
state of the art methods is summarized in Section 2.5.1. The performance on the single DIBCO
dataset arises from the foreground estimation, where the weighting with the foreground let thin
strokes disappear in the last scale.

Method F-Measure p-FM PSNR DRD
[%] [%]

proposed approach DIBCO 2009 83.3893 89.5267 15.9599 6.0474
proposed approach H-DIBCO 2010 81.006 84.8692 16.7148 5.0401
proposed approach DIBCO 2011 78.9627 84.7054 14.6399 7.7138
proposed approach H-DIBCO 2012 83.6823 86.9363 17.0644 5.7949

Table 3.4: Binarization results of the proposed approach - DIBCO

Figure 3.10 shows the errors of the proposed approach on an example image of the DIBCO
2009. The wrong segmentation arises from the edge of the background variation, which leads
to lower scores for the DIBCO dataset. However, the shown result is the final result of the
binarization without any post-processing step. Thus, if a blob analysis is performed as proposed
by [35] the foreground objects can be classified into text and noise as a post-processing step to
improve the final results.
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Figure 3.9: (a) synthetic test image (b) Su et al. (c) proposed method (d) carbon copy (e) Su et
al. (f) proposed method

Table 3.4 shows the results on the DIBCO datasets (2009-1012). Although, e.g. Su et al.
perform best at DIBCO 2009 the proposed method performs best on the DIBCO 2009 dataset
combined with the dataset containing a carbon copy with background noise and synthetic images
with background noise. The results of Otsu, Sauvola and Pietikainen, Fabrizio and Marcotegui,
Wolf and the proposed scale space binarization are summarized in Table 3.5 for the combined
dataset. The scale space binarization has a FM of 89.95% compared to a FM of 86.22% of
Fabrizio and Marcotegui, which is the second best method.
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Figure 3.10: result of the proposed approach of an image of the DIBCO 2009 dataset

Method F-Measure p-FM PSNR DRD
[%] [%]

Otsu 78.2989 79.0125 12.2918 20.8401
Sauvola and Pietikainen 50.5003 52.062 6.9969 72.1111
Su et al. 67.8986 82.1502 11.7685 24.0166
Fabrizio and Marcotegui 86.2281 85.9866 14.8533 11.309
Wolf 81.793 91.0154 15.0446 10.0333
proposed approach 89.959 91.455 17.1053 5.4921

Table 3.5: Binarization results of DIBCO 2009 and synthetic image database

3.1.4 Summary and Critical Reflection of the proposed Binarization

The proposed binarization uses a Gaussian scale space to avoid the estimation of parameters
like the stroke width. It is shown that due to the different scales, text with different stroke
widths can be reliably binarized. The method has been evaluated on the DIBCO and H-DIBCO
datasets and with the use of the evaluation metrics defined by DIBCO and H-DIBCO. The
main contribution of the proposed method is to show that parameters like the stroke width can
be avoided by introducing a scale space. It is also shown by the combination of different test
sets, that an e.g. single image can significantly change the results. This means that the size of
evaluation databases for binarization must be enlarged. As future work, a classification of text
regions must be involved without the a-priori knowledge of the documents layout, which can
improve the binarization result. Additionally, the a-priori knowledge of the script texture must be
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b) GT manually tagged by an individual

Figure 3.11: (a) Detail of an ancient manuscript (b) manually tagged GT by an individual with
errors (red)

incorporated into the binarization. This can be exemplified by Figure 3.11, which shows a detail
of an ancient manuscript with Glagolitic characters [88]. The GT has been labeled by individuals
who have no knowledge about the alphabet. Due to the high degradation and the fact that the
individuals consider only the gray value, errors are introduced into the characters (red markers,
Figure 3.11 b). If the text is labeled by a Slavonic expert who has a meta knowledge about
the alphabet, the character is correctly labeled. Thus, binarization methods have to consider the
content of document images. The evaluation shows also the impact of a pixel based evaluation
compared to an image wise evaluation.

3.2 Skew Estimation of Sparsely Inscribed Documents

State of the art skew estimation methods are performed on binarized document images (see
Section 2.2). Also the latest DISEC 2013 used binary document images as input images. The
use of binarized images has the drawback that errors can be introduced during this preprocessing
step. Binarization methods may introduce additional objects (blobs) due to noise or classify
foreground as background which results in missing text parts. Binarization as a preprocessing
step in DIA is still an open research topic, which is shown in Section 2.1.

Figure 3.12 shows a detail of a form document and the binarization effect. Lines are present
in technical sketches, form documents and also in plain text documents as underlines and can
be used for a stable estimation of the skew. The binarization effect shows that lines appear as a
close approximation to straight lines due to rendering effects (see Bresenham [18]). An example
of the effects of a binarized character is shown in Figure 1.6 (see Section 1.3) which introduces
an error of 2.16 ◦. The proposed method [87] exploits the gray value information for the calcu-
lation of interest points, which represent foreground objects at different scales, and the gradient
information. The clustering of the defined interest points are used for a stable estimation of
the global text alignment to avoid errors which can be caused due to slanted text. The gradient
based method accurately detects the main orientation and is robust with respect to sparse doc-
ument content. The combination of the two methodologies with different characteristics allows
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Figure 3.12: Detail of a form document with exemplified binarization effects.

a stable skew estimation for sparsely inscribed documents as well as a different document con-
tent like handwritten or printed text (within DISEC only printed pages are present). Methods
based on gradients are presented by Sun and Si [170] and Omar et al. [132]. In contrast, the
FNNC [76] is robust with respect to slanted handwritten text and is able to detect the angle up
to 180 ◦. The final upside/down decision is based on the statistical analyzes of ascenders and
descenders (see Section 3.2.4). Figure 3.13 summarizes the possible orientations after the single
methods and their combinations.

Since state of the art skew estimation methods are designed to determine a global skew angle,
documents with curled text lines and different orientations are not treated. Section 2.2 uses the
definition of Chen [27] who defines a global skew as a documents “dominant (most frequently
occurring) text baseline direction” [27]. By definition, the baseline direction is the direction
of single words and thus characters, which can be seen as a composition of strokes in mainly
two directions: horizontal and vertical for printed text and horizontal and a slanted direction
for handwritten text (dependent on the font). Based upon this fact the orientation of sparsely
inscribed documents (e.g. one word) can be robustly estimated up to±90 ◦. The correction of the
slant can be done on statistic measures based on the gradient histogram. However, results show
that the FNNC clustering of interest points is more stable and the combination of both methods
solve also the ±90 ◦ decision. The next two Sections 3.2.1 and 3.2.2 detail the characteristics of
both methods and Section 3.2.3 explains the combination.
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Possible orientations after the gradient orientation method 

Possible orientations after the combination with FNNC Final Orientation after the Upside/down decision

�el spaß

Figure 3.13: Possible orientations of the single skew estimation methods and their combina-
tions.

3.2.1 Gradient Orientation Measure

The gradient orientation estimation is a pixel based method. Its key concept is that script com-
prises mostly vertical or horizontal strokes. This assumption can be verified if solely printed
text is considered. However, for handwritten text with a slant, the modal angle corresponds to
the slant and not to the text line angle. Nevertheless, this methodology has the advantages of
considering additional information like ruling lines or underlines, provides an accurate angle es-
timation (median error < 0.08 ◦; PRIMA 2009 dataset, see Section 3.2.6) and can also deal with
document fragments or document images with less than two words content (which is defined as
sparsely inscribed), compared to the second method.

Figure 3.14 shows 2 sparsely inscribed (2 up to 4 words) document images/fragments with
printed and handwritten text. The document image with printed text (Figure 3.14 b) is taken from
the synthetic test set of Epshtein [44] where a Gaussian blur and noise is added. The second
example (Figure 3.14 a) shows a document fragment with slanted handwritten text. Epshtein
[44] states that state of the art skew estimation methods have to deal with no restriction on the
detectable angle range and must also deal with sparsely inscribed documents as exemplarily
shown in Figure 3.14. The limitations of the method based on the gradient vector is detailed in
the following paragraphs.

The only preprocessing of the gray value image is a smoothing with a Gaussian kernel
(σ = 12, see Table 3.7) to suppress the gradient information of noise and background clut-
ter. Compared to a binarization a Gaussian smoothing cannot introduce any new structures. The
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a)                                                                                  b)

Figure 3.14: a) Synthetic test set image comprising only 2 words with Gaussian blur and noise
added [44] b) Document fragment (4 words and 2 words horizontally cut).

gradient vectors of the image I(x, y) are computed by:

Ix(x, y) = I(x+ 1, y)− I(x− 1, y) (3.4)

Iy(x, y) = I(x, y + 1)− I(x, y − 1) (3.5)

m(x, y) =
√

Ix(x, y)2 + Iy(x, y)2 (3.6)

θ(x, y) = tan−1 Iy(x, y)

Ix(x, y)
(3.7)

where I(x, y) represents the image, m(x, y) denotes the gradient magnitude of a pixel (x, y)
and θ(x, y) is the gradient vector’s angle. The gradient vectors are illustrated in Figure 3.15
which shows a detail (two characters) of a document page with printed text. It is also shown,
that the information of the gradients are robust with respect to noise due to the preprocessing
which performs a Gaussian smoothing.

Figure 3.15 illustrates that printed Latin characters are assembled of horizontal and vertical
strokes resulting in two main orientations regarding the distribution of the gradient orientation.
To make a directional gradient analysis, all gradients are accumulated into an orientation his-
togram Hn(φ) that consists of n bins representing the global skew domain φ [−π

2
π
2 ). The

number of bins n define the angle resolution r = n/180. A too high angle resolution regarding
the orientation histogram Hn(φ) will result in a wider distribution. A resolution of 1 ◦ (n = 180
bins) is chosen, since experiments have shown that the distribution of the inscribed contents leads
to an unambiguous peak. The other two quadrants are neglected since a gradient difference of
π stands for a black-to-white instead of a white-to-black transition. The orientation histogram
H(φ) is weighted by accumulating the gradient magnitude m(x, y) of each pixel to the bin that
corresponds with the pixel’s angle θ(x, y). Thus, pixels with a low gradient magnitude (weak
edge) are weighted less than those having strong edges. In addition, numerical artifacts and
noise is reduced if the gradients are linearly interpolated. The documents main orientation is
then defined as the maximum of the orientation histogram.

69



Figure 3.15: Gradient vectors of noisy text. For illustration a vector is assigned to every 2nd

pixel.

To show the accuracy of the gradient orientation measure, the method is evaluated on a syn-
thetic dataset comprising a line, which is rotated from −90 ◦ to +90 ◦ with steps of 0.1 ◦ and
smoothed with different Gaussian kernels, referred as line dataset. Figure 3.16 shows exem-
plarily an image of the synthetic generated line which has been rotated by −34 ◦ and smoothed
with a Gaussian with σ = 12 (see Table 3.7. The second image shows the gradient magnitude
m(x, y) and the third image the gradient orientation θ(x, y). For the final angle, the median of
all angles of the highest bin in the orientation histogram is chosen. Table 3.6 shows the mean,

Figure 3.16: Line with an orientation of −34 ◦ which is smoothed with a σ = 12. The second
image shows m(x, y) and the third image illustrates θ(x, y).

the median error and the CE of the line dataset. It is shown that the mean and median error
decreases with a higher σ from 0.12 ◦ (σ = 2) to 0.007 ◦ (σ = 14). Thus, the gradient orien-
tation measure achieves accuracies, which are higher than 0.008 ◦ (mean error) for a σ higher
than 12. Figure 3.17 shows the angular error of the line dataset over the entire angle range for

70



sigma 2 4 6 8 10 12 14
mean error [ ◦] 0.12 0.05 0.01 0.01 0.01 0.008 0.007
median error [ ◦] 0.11 0.05 0.01 0.007 0.006 0.006 0.005
CE [%] 42.47 99.88 99.88 99.88 99.88 99.88 99.88

Table 3.6: Gradient orientation measure results on the line dataset.

σ = 12. Two errors are accumulated: the first on has a periodic pattern with a frequency of 1 ◦.
It is introduced since the final angle is chosen as the median value of all angles of the highest
bin in the orientation histogram. Thus, the smallest error occurs at the exact angle related to
the corresponding bin. Angles in the range between two bins have a higher error because of the
uneven distribution of the angles between two bins (see also Figure 3.20). The second error with
a frequency of 45 ◦ is introduced due to aliasing effects. To show the accuracy of the gradient
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Figure 3.17: Angular error of the line dataset (σ = 12).

orientation measure for printed text documents and that the same errors apply for printed text,
a synthetic test set comprising a text page of the PRIMA 2009 dataset is rotated from −90 ◦
to +90 ◦ with steps of 0.1 ◦ and smoothed with different Gaussian kernels, referred as single
page dataset. Figure 3.18 shows exemplarily an image of the synthetic rotated document page
(rotation angle is −34 ◦) which is smoothed with a Gaussian with σ = 12. The second im-
age shows the gradient magnitude m(x, y) and the third image the gradient orientation θ(x, y).
Table 3.7 summarizes the gradient error of the single page dataset for different σ. The mean and
the median error decreases with a higher σ which is the same effect shown on the line dataset.
However, the error is higher for the same σ due to the distribution of the angles. The gradient
orientation histogram of a page of the single page dataset skewed with −34 ◦ is shown in Figure
3.19. The highest peak is at the correct bin, corresponding to −34 ◦. By determining the main
orientation by choosing the median value of all angles of the highest bin, the same angular errors
occur as shown within the line dataset. The angular error of the single page dataset is visualized
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Figure 3.18: Document page with an orientation of −34 ◦ which is smoothed with a σ = 12.
The second image shows m(x, y) and the third image illustrates θ(x, y).

sigma 2 4 6 8 10 12 14 16 18
mean error [ ◦] 0.46 0.25 0.25 0.20 0.17 0.14 0.13 0.11 0.10
median error [ ◦] 0.40 0.21 0.20 0.17 0.15 0.13 0.12 0.10 0.09
CE [%] 10.82 21.37 25.37 29.42 31.81 38.42 41.69 48.75 51.69

Table 3.7: Gradient orientation measure results on the single page dataset, varying σ.

in Figure 3.20, where also a detail of the angular error at −34 ◦ is shown. Again, the minimal
angular error appears at the angular value which exactly corresponds to the bin due to the distri-
bution of the angles. Figure 3.20 shows also the distribution of the highest bin and its neighbors

0 90
angle [°]

-90

Figure 3.19: Gradient orientation histogram of a document page with an orientation of −34 ◦
(σ = 12).

of the correct angle −34 ◦ and the angular neighborhood. For all further tests a σ value of 12
is chosen as a tradeoff between accuracy and the computational effort. In order to improve the
result, the distribution of the highest bin and its neighbors is taken into account. Thus, the ratio
of the left neighbor bin and the highest bin is denoted by rl and the ratio of the right neighbor
bin and the highest bin is denoted by rr. Finally the angles of the three highest bins are sorted
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Figure 3.20: The angular error of the single page dataset and a detail of the angular error at
−34 ◦.

mean error [ ◦] median error [ ◦] CE [%]

median highest bin 0.14 0.13 38.42
median 3 highest bin according rl and rr 0.050 0.039 94.72
spline interpolation 0.17 0.19 29.92

Table 3.8: Gradient orientation errors (σ = 12) on the single page dataset.

according their values. All angular values from the highest bin are taken into account. The
number of angles from the neighborbins taken into account depends on the ratio rr and rl (i.e.
rl% of the angles of the left bin and rr% of the angles of the right bin). The final orientation is
determined by the median of the determined angle set, which is equally distributed. This leads
to a mean error of 0.05 ◦, a median error of 0.039 ◦ and a CE of 94.72%. Thus, the mean error is
improved by 0.09 ◦ and the median error by 0.091 ◦. The CE improves from 38.42% to 94.72%.
Table 3.8 summarizes the gradient orientation measure errors on the single page dataset for the
different methods determining the final skew angle (median of the highest bin, median of the
highest bin and its neighbors according rl and rr, spline interpolation). Previous research [82]
used a second order polynomial spline sp interpolation, which is fit into the maximal bin and its
neighbors:
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mean error [ ◦] median error [ ◦] CE [%]

line dataset 0.008 0.006 99.88
line dataset binarized 0.037 0.017 93.28
PRIMA 2009 dataset 0.087 0.066 68.90
PRIMA 2009 dataset 0.158 0.124 42.72

Table 3.9: Gradient orientation errors (σ = 12) on gray value and binarized datasets.

sp =
2∑
i=0

aix
i (3.8)

The maximum peak of the spline sp is defined as global orientation, which is gained by
analyzing the first derivative. An example of an orientation histogram with a detail image of the
corresponding text and the spline interpolation to determine the global orientation are shown in
Figure 3.21. However, Table 3.8 shows that the spline interpolation has the worst result with a
mean error of 0.17 ◦ on the single page dataset.
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Figure 3.21: Orientation histogram of printed text with spline interpolation.

Table 3.9 shows that the gradient orientation measure is significantly influenced, if binarized
datasets are used due to the loss of the gray value information.

To demonstrate the performance of the gradient orientation measure, the method has been
tested on all single characters (Times New roman, 12 pts, 300 dpi, upper and lower case) of
the alphabet. Table 3.10 shows the results for the alphabet printed in lower and upper case.
The maximal error of 43 ◦ and 39.9 ◦ occur for the characters o and x. Without regarding these
2 characters the mean error for the lower case alphabet is 0.2 ◦. For the upper case alphabet,
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mean error [ ◦] median error [ ◦] CE [%]

alphabet, lower case 3.39 0.02 57.69
alphabet, upper case 1.41 0.4 ·1 0−5 65.38

Table 3.10: Gradient orientation errors (σ = 12) on single characters of the alphabet.

the maximal error of 10 ◦ and 21 ◦ occur for the characters C and L. If the 2 characters are
not considered, the mean error of the upper case alphabet is 0.16 ◦. The results of the gradient
orientation measure on images of single characters, show the ability to determine the correct
orientation for sparsely inscribed documents.

It can be seen in Figure 3.22 that horizontal lines (e.g. ruling lines, horizontal ruling, or
lines from tables) enhance the corresponding peaks for vertical gradients. A skew estimation
based on the direction of the gradients has also been proposed by Sun [170] and Sauvola and
Pietikainen [154] (see Section 2.2). The methods of Sun and Sauvole and Pietikainen restrict
the skew angle (like the restriction in DISEC) which restricts also the search space for the
maximum peak in the histogram. A skew estimation with no limitation of the global skew angle
has to analyze the full range of the orientation histogram. Peaks that are not representing the
main orientation of a document can be introduced due to a straight torn border (with an arbitrary
angle) of a document fragment or document content like slanted text. Figure 3.22 shows an
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Figure 3.22: Orientation histogram of slanted text.

orientation histogram of handwritten slanted text on a lined sheet of paper. Two main peaks are
visible in the orientation histogram: the peak A with an orientation of appr. 90 ◦ corresponding
to horizontal text strokes and the horizontal ruling, and peakB with an orientation of appr. 135 ◦

corresponding to the slant of the handwritten text. The correct maximum in this example is given
by peak A which is supported by the horizontal ruling. On a blank sheet of paper (no preprinted
ruling) peak B is dominating which can lead to wrong results. Additionally, if no restriction
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on the skew angle is considered, the gradient orientation method cannot reliably determine the
orientations quadrant since also in the ideal case 2 peaks (horizontal and vertical strokes) are
present in the orientation histogram (see Figure 3.21). Thus the skew detection is restricted to
[0 π/2].

Previous research [33, 34, 82] used the analysis of the orientation histogram and a quadrant
estimation to provide a 360 ◦ skew estimation. The highest peak of the orientation histogram
relative to its neighbors is taken into account rather than the global maximum. For this purpose,
the histogram is smoothed with a Gaussian (σ = 3) which discards small local maxima. Then
the local maxima lm(xi) are detected in the smoothed histogram and again allocated in the
original histogram. Finally, the peak is detected by:

p = max(lm(xi)−median[lm(xi−j) lm(xi+j)]) (3.9)

where l(xi) is the i-th local maximum, p is the resulting peak and j determines the interval
of the local neighborhood. The quadrant estimation in [34, 82] is based on a blob analysis of
the binarized and smoothed image. For the binarization Otsu [134] is applied in [34, 82] and
the smoothing is done using LPP. For each blob the minimum area rectangle is the basis for
the quadrant estimation, where each blob represents a word due to the previous smoothing.
The minimum area rectangles are first rotated relative to the main orientation. Then they are
accumulated into a w (width) and h (height) histogram depending on their angle. A weight
based on the angle, size and aspect ratio is assigned to each rectangle. Thus, rectangles having
a relative orientation of 45 ◦ have a lower weight than those with 1 ◦. If the resulting h bin is
higher than the w bin, the document needs to be corrected by 90 ◦.

Figure 3.23: Document fragment; the word blobs of the document fragment gained using LPP
and the corresponding minimum area rectangles; the corrected document fragment.

Figure 3.23 shows a document fragment and the word blobs of the smoothed image (LPP
of the binarized image). The orientation of the minimum area rectangles (red) determine the
correct quadrant for the skew estimation. The parameter evaluation of the number of bins n
and of the smoothing σ is done in [34, 82]. Using the gradient orientation approach with the
quadrant estimation presented leads to an average error of 1.95% and a median error of 0.37%
(database of 658 images) [34]. The quadrant estimation leads to an error of 7.67% (50 document
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Figure 3.24: Interest point detection for the local FNNC skew lines.

fragments are not correctly rotated) as a consequence of binarization errors and errors of the
relative orientation estimation (orientation of the minimum area rectangles of word blobs).

The results show that the gradient orientation estimation can be used for the skew estima-
tion of sparsely inscribed documents due to the stroke characteristics of characters for printed
and handwritten documents. The final orientation can be determined up to 90 ◦. Due to the
main drawbacks of the quadrant estimation (binarization and alignment of the minimum area
rectangles) and the peak determination in the orientation histogram (e.g. slanted text) the pro-
posed gradient orientation measure is combined with a FNNC of interest points representing
characters. The combination of both methods avoids a binarization and a further analysis of the
classified foreground.

3.2.2 Focused Nearest Neighbor Clustering

The second method presented is introduced by Jiang et al. [76]. This method focuses on the
words’ skew which allows for a skew estimation up to 180 ◦. Even though it is not as accurate
as the previously described method, it is more robust if handwritten documents are observed.

The FNNC is based on local skew lines that are fitted into small subsets of points. In contrast
to Jiang et al. [76] the use of DoG [109] interest points for the FNNC is proposed, since they are
fast to compute and more robust than centroids of CC due to the binarization. The detection of
IPs by determining maxima in a DoG image of a handwritten character is illustrated in Figure
3.24. To represent roughly the centers of characters rather than junctions or corners (see Figure
3.24) a larger scale in the DoG pyramid is chosen. Experiments show that the second scale in the
third octave of the Gaussian scale space is a good choice for the feature point selection. Thus, the
image is resized by 1

4 and subsequently smoothed with a Gaussian kernel having σ = 2. Since
the interest points represent characters rather than edges or junctions the word’s orientation is
observed and the slant angle is not considered. As a result, the method can be applied to slanted
handwritten text.

After the detection of N IPs, the k nearest neighbors n1, n2, ..., nk of each interest point pi
are observed, where i ∈ {1 · · ·N}. Each pair of neighbor points no, np with o, p ∈ {1 · · · k}
and o �= p define

(
2
k

)
local skew lines. The local skew line li of pi is the skew line with the
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smallest distance d:

d =
|nli ∗ (pi − no)|

|nli |
(3.10)

with nli being the normal vector of li and d is the distance of the connecting line to pi. If the
points no, np are close, the accuracy of the local skew line suffers from small deviations of the
interest points. In order to find a robust local skew line, the longest line connecting p, no, np is
chosen. Figure 3.25 shows a cluster with k=7 interest points. The gray line shows a rejected
local skew line with distance d to pi. In addition, the final local skew line is illustrated.

d

Figure 3.25: Nearest neighbors with k = 7, rejected local skew line having distance d and
selected local skew line of the FNNC.

The document’s dominant angle is determined by accumulating the local skew lines’ angles
to an orientation histogram. Due to the restriction to ±15 ◦ a size of 90 bins is chosen, with an
angular resolution of 1 ◦. Figure 3.26 shows the orientation histogram of an example image of
the PRIMA 2009 dataset with a GT angle of −11.73 ◦. The maximum bin determines the main
orientation with a resolution of 1 ◦.

All local skew lines that contributed to the maximum bin and its neighbours are taken into
account. The angles are sorted in an ascending order according to their distance value d. The
final angle is determined by the median of the angles with the 100 smallest distances.

3.2.3 Method Combination

As shown in previous sections, the FNNC method and the gradient orientation estimation are
designed for documents with different types of inscribed content. Hence, the FNNC performs
better if handwritten text is supplied while the gradient method is more accurate than FNNC and
considers background information.

The orientation histograms based on the FNNC and the gradient orientation are accumu-
lated, whereas a weighting scheme is established: a lower weight is applied to the method,
which is assumed to fail. Therefore, the weighting scheme is based on the knowledge of the
orientation histogram shape. A method fails if the orientation histogram has an equal distribu-
tion in contrast to an orientation histogram where the gradients, respectively the line orientations
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Figure 3.26: FNNC Orientation histogram of an example image of the PRIMA 2009 dataset.
GT angle is −11.73 ◦.
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Figure 3.27: (a) Text region on checked paper (b) combined histogram (c) gradient histogram
(d) FNNC histogram

of the FNNC method accumulate into the same orientation (representing one sharp peak in the
histogram). Thus, an integral measure is defined as weight for each orientation histogram:

ωo = 1−
∑
Hn(x)

n ·maxHn(x)
(3.11)

where ωo is the weight of the orientation histogram Hn(x) and n is the number of bins. If
minHn = maxHn or if less than 5 interest points were detected in an image ωo is set to 0 for
that histogram. Figure 3.27 shows the histogram combination. It can be seen that the gradient
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orientation method (c) considers the background ruling but has a higher peak resulting from
the writing’s slant. The FNNC method (d) completely disregards the slant and the background
information due to the fact that the detected interest points belong to the handwritten text. After
the weighting and the combination of the orientation histograms wrong peaks in the histogram
(e.g. belonging to the slant or the ruling) are suppressed (b).

The combined method provides a skew estimation with a decision up to 180 ◦. The final
up/down decision must be performed statistical analysis of the script.

3.2.4 Up/Down Orientation

Without a text recognition the document up/down orientation can only be based on statistical
features of the inscribed text. Caprari [21] and Cullen et al. [30] use the distribution of frequency
of ascenders and descenders of Roman letters and Arabic numerals. Statistics of German and
English text show that the occurrence of ascenders is dominating [100] (see Table 3.11). Thus,

Stroke Letters Frequency Frequency
English German

Descender j,p,q,y 4.15% 1.12%
Ascender b,d,f,h,k,l,t 27.92% 24.19%
Neither a,c,e,i,m,n,o,r, 67.93% 74.69%

s,u,v,w,x,z

Table 3.11: Character frequency in English and German [100, 174]

Openess Letters Frequency
English

To left a,d,j,q 11.64%
To right b,c,e,f,g,h,k,p,r,y 37.65%
Neither i,l,m,n,o,s,t,u,v,w, 50.71%

x,z
To left J,Q 0.53%
To right C,E,F,G,K,L,P,R 34.07%
Neither A,B,D,H,I,M,N,O, 65.4%

S,T,U,V,W,X,Y,Z

Table 3.12: Openess of characters defined by Aradhye [8].

after the skew correction based on the combination of the gradient orientation and the FNNC
method, a line histogram is analyzed to determine the ascender/descender frequency. Since
the line histogram is sensitive to the correct skew, Caprari [21] divides the entire page into
stripes. It is analyzed that the best results are gained when a document is divided into 6 stripes.
The orientation cannot be estimated reliably in the case of block letters or if other scripts and
languages are used [8].
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Aradhye [8] propose a method which analyses the openess of characters. He distinguishes
between characters that are open to the left and to the right (see Table 3.12). Although the method
proposed by Aradhye [8] can determine the orientation of uppercase letters (block letters) a
blob analysis of single characters must be performed. Thus the method cannot be applied to
handwritten and printed text. As a result the orientation of ascenders and descenders is analyzed
for the final upside/down decision.

3.2.5 Skew Correction by Line and Paragraph Analysis

The determined angle of the combined approach can be corrected by applying a line and text
paragraph analysis. Thus, the image is rotated according the final angle of the combined ap-
proach and Local Projection Profiles (LPP) [13] are applied. The resulting image can be inter-
preted as a smoothed image, where single characters are connected to text lines.

Figure 3.28: Paragraph lines based on the LPP to refine the FNNC angle.

A horizontal differential operator is applied to the LPP image to determine left edge points
(transition from background to foreground). A vertical sliding window with a width of 100
pixels (experimentally determined) is shifted over the entire image, and a line is fitted to all
points determined by the horizontal differential operator within the sliding window. Figure 3.28
shows an example image of the PRIMA 2009 dataset, the sliding window (rectangle) at the
position of the beginning of the paragraph and all points within the sliding window. A line is
fitted by minimizing

∑
ρ(di), where di is the distance between the ith point and the fitted line,

and ρ(d) is the Welsch distance [177]:

ρ(d) =
C2

2

(
1− exp

(
−
(
d

C

)2
))

(3.12)
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where C is a constant and defined as C = 2.9846. Figure 3.28 shows the line fitted of the
sliding window. The orientation of the paragraph lines are normalized respectively the final
FNNC angle. After the paragraph analysis, N additional paragraph lines lp are detected.

In addition to the orientation of the paragraph lines fitted, the orientation of lines detected
in a binarized image is done. The line detection is based on analyzing horizontal and vertical
Directional Single Connected Chains (DSCC) as proposed by Zheng et al. [188]. Figure 3.29
shows the detected lines in a binarized image. Thus, after the line detection, L additional lines
are detected.

Figure 3.29: Detected lines in the binarized image using DSCC.

Finally, all N +L lines detected (determined by analyzing the paragraph and the line detec-
tion) with an orientation difference larger than 1 ◦ (angular resolution of the FNNC and Gradient
Measure) compared to the FNNC angle are filtered. The corrected skew is statistically deter-
mined by the median of the orientation of all remaining lines. It is shown in Section 3.2.6 that
the skew correction leads to a higher accuracy for documents containing lines and printed text
paragraphs

3.2.6 Results Skew Estimation

The datasets used for the evaluation have different characteristic image types: binary images,
gray value images with a low resolution (appr. 70 dpi), gray value images of machine printed
documents, gray value images of historical documents and gray value images of sparsely in-
scribed documents (fragments). The different characteristics show the behavior of the gradi-
ent orientation measure, the FNNC and the combined method for the skew estimation on this
datasets. In Section 3.2.1 it is already shown that binarized images have a significant influence
on the gradient orientation measure due to the loss of information. Section 3.2.6.1 describes the
different datasets and Section 3.2.6.2 summarizes the results of the skew estimation.
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3.2.6.1 Datasets

The method is evaluated on 6 different datasets. The first one is the original DISEC 2013 bench-
mark dataset, which consists of binarized images. The second test set contains the same images
as the DISEC 2013 benchmark dataset as gray value images. Additional test sets are gener-
ated from the images from the PRIMA 2009 and 2011 contest, which contains on the one hand
mainly printed text, and historical documents on the other. All datasets used are available at
http://caa.tuwien.ac.at/cvl/research/skew-database/. In addition a syn-
thetic dataset which has also been used by Epshtein [44] and a dataset which consists of 658
document fragments from the Stasi files is prepared. The datasets address skew estimation prob-
lems regarding different spatial resolutions, modern printed layouts and historical documents
and sparsely inscribed documents. The characteristics of each dataset are described in detail in
the following paragraphs.

DISEC 2013 Dataset The DISEC 2013 benchmark dataset [135] consists of 155 binarized
images. Each image has been randomly rotated with 10 different angles resulting in 1550 im-
ages. The images “contain various sizes of document pages, any kind of mixed content, vertical
and horizontal writing, multi-sized fonts and multiple number of columns in the same docu-
ment” [135] and text in different languages is available. The skew angle is restricted to ±15 ◦.

A second test set has been generated using the gray value images from the DISEC 2013.
The images have the same skew as the binarized one in the benchmark dataset, but are only
available at a resolution of appr. 70 dpi. Thus, the results between the binarized images and the
gray value images are not directly comparable to the results of DISEC 2013. Figure 3.30 shows
an example image of the dataset illustrating the difference of the spatial resolution. However,
the dataset can be used to show the robustness of a skew estimation method regarding different
spatial resolutions.

PRIMA 2009 Skew Dataset The PRIMA 2009 dataset has been generated from the images
from the ICDAR 2009 Page Segmentation Competition [6]. The dataset consists of 55 color
images with printed English text and different layouts with multicolumn text, multi-sized fonts
and embedded images (e.g. newspapers, scientific papers). Each image is randomly rotated ten
times, whereas the skew angle is in between the range of ±15 ◦, comparable to DISEC 2013.
Thus, the entire dataset consists of 550 images. Each image is provided with a binary mask to
discard the edge information of a single page, since skew estimation methods should estimate
the angle based on the content and not on the edge information of a page.

PRIMA 2011 Skew Dataset The PRIMA 2011 dataset has been generated from the images
from the ICDAR 2011 Historical Document Layout Analysis Competition [5]. The dataset com-
prises 100 color images of historical documents. Since some pages are scanned from books,
parts of text lines can be curved due to the bookbinding. Additionally, some text lines can have
different orientations. To create the GT, 3 individuals have been asked to manually annotate
the main orientation of each page independent from each other. The angle annotated for each
page and individual is visualized in Figure 3.31. For each page, the minimum difference and
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Figure 3.30: Resolution difference of the binarized images (left column) and the gray value
images (right column) of DISEC 2013.

the maximum difference between the 3 manually estimated angles has been taken into account
to select a subset of the entire dataset. Figure 3.32 shows the angle differences sorted for each
image in an ascending order. Images where the minimum angle difference between two indi-
viduals is smaller than 0.1 ◦ are selected for the PRIMA 2011 skew dataset, resulting in a test
set size of 72 images. The final images are rotated with the median of the 3 annotated angles to
create a GT set which is aligned (main orientation) with an accuracy of 0.1 ◦. The threshold of
0.1 ◦ is equivalent to the human perception regarding the skew of a text page [135]. To create the
final test set, each image is randomly rotated 10 times between the range of ±15 ◦ (equivalent
to the angle range of DISEC 2013) resulting in a final dataset size of 720 images. Similar to the
PRIMA 2009 skew dataset a mask is provided for each image to discard the edge information
of the cropped image. The dataset is challenging for methods using binarized images due to
e.g. bleed-through text and noise. Additionally, text lines can be distorted and are not perfectly
aligned compared to modern printed documents. An example image of the PRIMA 2011 skew
dataset is shown in Figure 3.33.

Epshtein dataset The dataset of Epshtein consists of 8 images with horizontal printed text
with a text count of 2 words up to 250. Figure 3.34 shows 3 representative example documents
of the synthetic dataset, which illustrate the different layouts and text sizes used.

To simulate real world examples taken with a camera, a Gaussian blur with σ = 1.5 and then
Gaussian noise σ = 0.05 is added to the images (see also Figure 3.35). The images are rotated
from 0 to π with a step of 0.05 radians as suggested in [44]. It can be seen that strong edges are
not present in the synthetic test images and that the proposed method must be able to deal with
noisy images even if solely two words are present. Although, the synthetic test set is reproduced
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Figure 3.31: The GT-angles manually annotated by 3 individuals.
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Figure 3.32: The sorted GT-angle differences of three individuals according to the minimum
distance.

from Ephsteins paper, the blur and Gaussian noise parameters are unknown (not presented in the
paper [44]), and thus leading to not directly comparable results. The presented noise parameters
are adapted to achieve visually similar images as presented by Epshtein.

Stasi Document Fragments The Stasi documents can be categorized as historic documents.
The document fragments have irregular shapes from poststamp size up to a size of a full DIN
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Figure 3.33: PRIMA 2011 example image with bleedthrough text .

Figure 3.34: 3 Example documents of the Synthetic dataset of Epshtein [44].

A4 page, different paper types (checked, lined or blank paper) and the content ranges from two
up to hundreds of handwritten or printed words. The size distribution of the fragments is shown
in Figure 3.36.

Figure 3.37 shows exemplarily a well preserved fragment comparable to the dataset, since
original fragments cannot be shown due to privacy reasons.

The GT of the Stasi test set has been manually tagged by defining the baseline of printed
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Figure 3.35: Synthetic test image with Gaussian blur and noise added.
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Figure 3.36: Stasi document fragments size distribution of the test set consisting of 658 snippets
(left). GT Cross validation of the GT error of the manually tagged Stasi test set (right).

Figure 3.37: Exemplary document fragment.

text. In the case of handwritten text one global orientation is defined as GT (direction with the
most words aligned). If the handwritten text is based on a ruling, the alignment of the horizontal
preprinted ruling is defined as global angle. To analyze the error of the manually labeled Stasi
test set, a cross validation is performed on 150 images, so that the variation of different operators
can be analyzed. The resulting median error of the rotational angle, which was annotated by
dragging a line in a given image corresponding to the baseline of the text/ruling, is 0.14 ◦ (q0.75 :
0.29 ◦). The maximal error of 2.86 ◦ can be traced back to the fact that some fragments do not
have an obvious main direction (e.g. if handwritten lines are not parallel to each other). Figure
3.36 (right) shows the boxplot of the cross validation to visualize the statistical error of the Stasi
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mean error [ ◦] median error [ ◦] CE [%]

gradient orientation 0.360 0.165 35.16
FNNC 0.103 0.090 65.42
combined method 0.235 0.172 34.32
combined method with skew correction 0.185 0.105 48.64
J. Fabrizio 0.072 - 7.48
H. I. Koo and N. I. Cho 0.085 - 71.23
E. Carlinet and J. Fabrizio 0.097 - 68.32

Table 3.13: Skew estimation results on the DISEC dataset (σ = 12, dataset binarized).

mean error [ ◦] median error [ ◦] CE [%]

gradient orientation 0.087 0.066 68.90
gradient orientation, binarized dataset 0.158 0.124 42.72

Table 3.14: Skew estimation results on the PRIMA 2009 dataset (σ = 12).

test set. The following sections describe the test sets in more detail and present the results.

3.2.6.2 Results of Datasets with an angle restriction

The DISEC, PRIMA 2009, PRIMA 2011 dataset have an angle restriction of ±15 ◦. Table 3.13
shows the results of the FNNC approach, the gradient orientation measure and the combined
method with the skew angle correction on the DISEC dataset. The result of the FNNC is the
method submitted to the DISEC (rank 5). Additionally, the results of the first 3 ranks of the
DISEC are shown. The FNNC method outperforms the gradient orientation measure due to
the fact that only binary information is available. Thus, the combined method which uses the
angles of the gradient orientation method performs with a mean error of 0.235 ◦ compared to a
mean error of 0.103 ◦ of the FNNC. Table 3.14 shows the difference of the gradient orientation
measure on gray value images compared to binarized images (using Su et al. ) on the PRIMA
2009 dataset. It is shown that the gradient orientation measure has a high accuracy with a mean
error of 0.08 ◦ compared to a mean error of 0.15 ◦ on the binarized version.

The results of the gray value images from the DISEC contest with a low resolution of ap-
proximately 70dpi are shown in Table 3.15. On low resolution images, the FNNC approach out-
performs the gradient orientation measure. The proposed method outperforms also the method
of H.I. Koo and N.I. Cho [135]. In comparison to the DISEC dataset, the gradient orientation
measure has better results on the PRIMA 2009 dataset. Additionally the skew correction reduces
the mean error from 0.08 ◦ to 0.05 ◦. The CE of the combined method is 83.09% compared to
68% (FNNC and gradient orientation measure). The reason for the enhancement of the CE is
based on the characteristic of the PRIMA 2009 dataset which contains printed documents with
lines and text columns with a perfect alignment. The results on the dataset comprising historical
documents is shown in Table 3.17. The evaluation shows that the gradient orientation method
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mean error [ ◦] median error [ ◦] CE [%]

gradient orientation 0.464 0.329 20.70
FNNC 0.234 0.180 31.74
combined method 0.356 0.289 22.83
combined method with skew correction 0.323 0.253 23.09
H. I. Koo and N. I. Cho 0.334 0.200 28.70

Table 3.15: Skew estimation results on the DISEC dataset (σ = 12, gray value 70 dpi).

mean error [ ◦] median error [ ◦] CE [%]

gradient orientation 0.087 0.066 68.90
FNNC 0.083 0.068 68.72
combined method 0.109 0.085 58.36
combined method with skew correction 0.057 0.030 83.09

Table 3.16: Skew estimation results on the PRIMA 2009 dataset (σ = 12).

mean error [ ◦] median error [ ◦] CE [%]

gradient orientation 0.251 0.081 54.16
FNNC 0.180 0.149 32.91
combined method 0.211 0.112 47.50
combined method with skew correction 0.200 0.129 42.77

Table 3.17: Skew estimation results on the PRIMA 2011 dataset (σ = 12).

outperforms the FNNC. The combined method is less accurate due to the presence of lines
which are not perfectly aligned with the text orientation. The results show the ability to use the
proposed approach also on historical (handwritten) documents which can introduce binarization
errors.

3.2.6.3 Results of Datasets without angle restriction

The proposed method can also be applied to datasets without an angle restriction. The quadrant
decision (90 ◦ interval) is based on the FNNC. A dataset which consists of a single random
page of the PRIMA 2009 dataset has been generated by rotating the page from −90 ◦ to +90 ◦

with steps of 0.1 ◦. The results are shown in Table 3.18. The combination of the FNNC and the
gradient orientation measure can estimate the skew up to the up/down decision of a page (180 ◦).
To be able to solve the skew estimation without any angle restriction the up/down decision is
solved by analyzing the occurrence of ascenders and descenders as presented in Section 3.2.4.
As stated in Section 3.2.1, the gradient orientation measure can solve the skew estimation up
to 90 ◦ (horizontal or vertical), which is the main orientation of the strokes of Latin characters.
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mean error [ ◦] median error [ ◦] CE [%]

gradient orientation 0.042 0.031 92.44
FNNC 0.067 0.059 75.18
combined method 0.042 0.031 92.43
combined method with skew correction 0.046 0.031 91.22

Table 3.18: Skew estimation results on a single page of the PRIMA 2009 dataset (σ = 12),
rotated from −90 ◦ to +90 ◦ with steps of 0.1 ◦.

Figure 3.38 shows the error of the gradient orientation measure on the PRIMA 2009 dataset. The
90 ◦ errors are solved by the combination with the FNNC method. Two datasets are presented
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Figure 3.38: Gradient orientation measure errors.

in Section 3.2.6.1 comprising data that is rotated up to 360 ◦. Table 3.19 shows the results on
the synthetic dataset of Epshtein [44] which is compared to the results of Epshtein’s method
and the Bar-Yosef et al. method [12]. The proposed method outperforms the skew estimation
presented by Bar-Yosef et al. [12]. Table 3.19 additionally shows that the proposed method
has no catastrophic errors (errors > π/10) and a mean error of 0.64 ◦ (median is 0.35 ◦). The
dataset shows also the ability of the proposed method to estimate the skew of sparsely inscribed
(2 words) and noisy (no sharp edges) documents.

Table 3.20 shows the results of the proposed method and Bar-Yosef’s et al. method applied
to 658 document fragments. Since Bar-Yosef’s method needs a binarized image, all fragments
are thresholded using the Su et al. [168] method. Additionally a mask has been generated to
ignore the border region of the fragments. Hence, the resulting binarization is improved. The
dataset comprises also document fragments with handwritten text (see Section 3.2.6.1).

The proposed method has a mean error of 1.75 ◦ and 120 catastrophic errors (“cases where
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median mean variance catastrophic
proposed method 0.35 ◦ 0.64 ◦ ±0.88 0

Bar-Yosef et al. [12] 0.37 ◦ 0.67 ◦ ±2.05 2

Ephstein [44] - 0.497 ◦ - 0

Table 3.19: Synthetic images (504), see [44]

median mean variance catastrophic
proposed method 0.56 ◦ 1.75 ◦ ±4.57 120

Bar-Yosef et al. [12] 0.62 ◦ 4.24 ◦ ±9.10 106

Table 3.20: Document fragments (658)

the detected text orientation differs from the ground truth by more than π/10” [44]), compared
to a mean error of 4.24 ◦ and 106 catastrophic errors. Catastrophic errors result from slanted text
if solely a few words are present on a fragment. In these cases, the FNNC detects insufficient
interest points for a statistically significant orientation estimation.

The proposed method outperforms the skew estimation presented by Bar-Yosef et al. [12].
The method cannot be compared to methods submitted to the DISEC on the presented datasets,
since the datasets have no restriction on the skew angle.

3.2.7 Summary and Critical Reflection of the proposed Skew Estimation

The proposed skew estimation is a combination of the FNNC and the gradient orientation mea-
sure: The gradient orientation measure can be applied on the original gray value image without
preprocessing except a Gaussian smoothing. Thus no binarization, which can introduce errors
on historical document images, is needed. The use of gradients to determine the skew is also
proposed by Sauvola and Pietkainen [154] and Sun and Si [170]. The main contribution of this
thesis regarding the gradient orientation measure is the analysis of the accuracy depending on
the Gaussian smoothing and the type of content. It has been shown that the distribution of the
angles with respect to the GT angle is taken into account. Additionally, the use of binarized
images has a significant influence on the result due to the loss of information. The main ad-
vantage of the gradient information is the high accuracy (if gray value images are used) and
the possibility to use the measure for handwritten text and sparsely inscribed documents. It is
shown that the information of single (printed characters) is sufficient for the gradient orientation
measure. The FNNC method allows to estimate the skew up to 180 ◦. Additionally the FNNC
is robust against handwritten slanted text. Thus, the combination allows to correct the result of
the gradient orientation measure by reducing the search space for a maxima in the gradient ori-
entation histogram. It is shown that the combined method can be applied to document fragments
with a high accuracy. The proposed skew correction based on the analysis of paragraphs and
lines can enhance the final result based on the types of documents. It is shown that the result is
improved on printed documents with an accurate alignment of text columns. If handwritten (his-
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Figure 3.39: Detail of a form document. The horizontal strokes have no junction with the
vertical stroke.

torical) documents are used, the final result is less accurate due to the alignment of handwritten
text. The main contribution of the FNNC method is the research on handwritten documents and
the robust estimation of the FNNC with the gradient orientation measure. Thus, the proposed
method shows that the skew of a document can be estimated on the original gray value images
without an angle restriction. If binarized images are used, the method has drawbacks due to the
loss of information.

3.3 Form Classification based on Binary Information of Line
Structure

The research for the form classification and retrieval is based on the binary line information of
form documents. Saund [152] has shown that the count of primitive junction types as defined by
Fan [48] (see Section 2.3, Figure 2.14) has not sufficient information to distinguish the different
categories of the NIST tax form database. Thus, collections of primitive junction types are
used to create distinctive features. It is also stated that “effective handling of image noise and
variability is a key issue in document recognition” [152]. Within a preprocessing stage the line
and junction extraction is performed with a reliability of 95%.

Figure 3.39 shows a part of a form document and a detail containing an X-junction. It can
be seen that the horizontal lines are not connected to the vertical line using a global threshold
(Otsu). Depending on the quality of the form document image and the preprocessing different
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Figure 3.40: Form samples.

junction types are classified (e.g. X vs. T junction). By sampling the line information and the use
of shape features of the binary line information stable features are extracted for the classification
and recognition. Due to the representation of forms as histograms of line structures (shapes)
form template variations can be correctly classified. Thus, forms having the same line or similiar
line structure and only changes within the text cannot be distinguished. Since broken or missing
lines result only in minor changes in the feature histogram, degraded documents can be correctly
classified. Figure 3.40 shows exemplarily 2 forms occurring in the Stasi dataset. The size of the
form ranges from approximately DIN A6 to DIN A4.

Section 3.3.1 describes the preprocessing of the documents, while Section 3.3.2 explains the
shape feature extraction and the classification using a BOW approach. The proposed approach
is compared to the method presented by Arlandis et al. [9] which can classify similar filled-in
forms. The method is extended to train different form classes with multiple form images from
the same class and is summarized in Section 3.3.4.

Dominant line structures (line endings, crossings, T-junctions, ...) of a form type are de-
termined and represent a dictionary for each form class. Based on the dictionary, a feature
histogram for a form can be calculated which allows a classification of the form type by com-
paring the histogram with the form-class histograms. Using different scales allows to describe
local as well as global structures of forms.
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3.3.1 Preprocessing

In the preprocessing step the skew is estimated using a combination of a gradient based approach
and a FNNC of interest points as described in Section 3.2 and in [36]. The gradient based
methodology is stable for forms with solid lines, while the FNNC is used if dotted lines or text
determine the main orientation of a form. After the correction of the skew the image is binarized
using the scale space approach presented in Section 3.1.

Based on the binary image a vectorisation algorithm is performed to detect lines by analyzing
horizontal and vertical run lengths [34, 187]. Analyzing run lengths allows to remove hand-
written and printed text and to close small gaps occurring due to ascenders and descenders
of text. Additionally a pixel accurate detection of the line within the image is done by the
vectorization method. In the following paragraph the line detection is summarized.

Horizontal and vertical Directional Single-Connected Chain (DSCC) are calculated accord-
ing to [187]. A horizontal (vertical) DSCC consists of vertical (horizontal) neighboring pixel
run lengths. The definition of a vertical pixel run length Ri according to [187] is:

Ri(xi, ysi , yei) = {(x, y)|∀p(x, y) = 1, x = xi, y ∈ [ysi , yei ]

p(xi, ysi−1) = p(xi, ysi+1) = 0}
(3.13)

where p(x, y) represents the pixel value (1 = foreground, 0 = background), xi, ysi and yei de-
note the current row, the starting and end point of the vertical run length. The definition of
a horizontal DSCC is defined respectively the perpendicular direction to the vertical DSCC.
Junctions (DSCCs connected to more than one pixel run length Ri) are deleted, and thus after
the horizontal and vertical DSCC analysis blobs with multi-connected DSCCs are fragmented.

(a) Binary image 

(b) Binary image after vertical DSCC analysis and removal of connected DSCCs

Minimum Area Rectangle

Figure 3.41: Example for a vertical DSCC analysis of an binary image

Figure 3.41 a) shows exemplified a binary image with multi-connected DSCC and the re-
maining fragmented lines. It is assumed that lines or parts of lines have a length that is greater
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than the width of a character, the aspect ratio is less than 0.5 (lines have elongated shape), and
the size (pixel area) is greater than the size of a character. To determine the aspect ratio the min-
imum area rectangle of a DSCC is calculated (see Figure 3.41 (b)). In addition the ripple-rating
of a DSCC is calculated. The ripple rating is defined as the area of the DSCC in proportion
to the area of the minimum area rectangle. The parameters are defined according the text size
and validated through experiments. After removing all DSCCs that do not fullfil the described
characteristics the remaining parts are merged. This is done by analyzing the orientation and the
gap between two DSCCs. The orientation is defined as the angle between the axis of abscissae
and the major axis of the DSCC. The gap between two line candidates is defined dynamically
as 1.5× linelen, where linelen is the length of the longer line candidate. The deviation of the
orientation of two candidates has to be less than 4◦. The thresholds (4◦, 1.5 × linelength) is
evaluated empirically.

Figure 3.42: (a) Document fragment (b) segmented image (c) merged line image (d) horizontal
lines (e) vertical lines (f) filtered line image

Figure 3.42 a) shows an example of a fragment with printed and handwritten text (parts of
the text are underlined) and the steps of the line segmentation algorithm (b)-(f).

For the detection of dotted lines a template matching is done to determine dots. Based on
the dots a nearest neighbor clustering is done for dotted line detection.
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Figure 3.43: Shape Context Features proposed by Belongie et al. [16].

3.3.2 Structural Features

The structural line features to describe lines and line crossings are based on shape context fea-
tures proposed by Belongie et al. [16]. The shape context features of Belongie are used in
relation to object recognition for 2D and 3D objects and exemplified on e.g. handwritten digits
(2D) and 3D Objects from the Columbia COIL dataset [16]. Figure 3.43 shows the shape context
of point c which is defined as histogram of the distribution of neighboring points (Figure 3.43
b). Belongie et al. represent a shape by uniform sampled points of the contour.

Sample points closer to the actual shape context point have a higher influence due to a
binning which is uniform in the log-polar space [16]. The robustness of shape context features
is empirically evaluated. The proposed shape context of Belongie et al. is adapted and simplified
for the defined structural features to describe junctions of form documents.

The detected lines in the preprocessing step are the basis for the feature computation. Two
sets of lines are defined: solid lines ls = {ls1, . . . , lsi} and dotted lines ld = {ld1, . . . , ldj},
where i is the number of solid lines and j is the number of dotted lines. All solid lines ls and all
dotted lines ld are sampled equally at a distance of ds pixel. The sampling distance ds defines
the coarseness of the line structure and is set to 10 pixel (spacing distance of dotted lines). Thus,
all lines ls,d are represented by a set of sample points P = {p1, . . . , pk}, pi ∈ R2 of k points.

For each point pi an orientation histogram Hi(φ) is defined as line structure (shape feature):

NP = {pj | ‖pj − pi‖ < r} (3.14)

NP are defined as all Neighbor Points pj within the radius r. The radius defines the scale
of the shape and thus the geometric complexity. All neighbour points in NP are represented by
their polar coordinates (L, φ) relative to pi (center point of the current shape feature):

Lj =
√
(xj − xi)2 + (yj − yi)2 (3.15)

φj = arctan
yj − yi
xj − xi

(3.16)

where x and y are the image coordinates of pi,j .
Figure 3.44 shows a detail of a lined form with one vertical line. At each (sampling) point

the line structure (shape) is calculated within a circular shape-region. The radius defines the
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Figure 3.44: Sampled lines with a shape region with a scale of 120 pixels.

scale of the shape. The representation of a neighbor point pj of pi by its polar coordinates is
represented in Figure 3.44. All points of NP - defined by their angle and distance relative to
the shape center - are accumulated into an orientation histogram Hi(φ) which is weighted by
the distance Lj of every neighbor point. The weighted orientation histogram is defined as line
structure.

Closer points to the center have less influence on the shape, thus weighting the orientation
by the distance leads to more stable results. If the current point pi belongs to a dotted line ld, the
orientation histogram is weighted by negative distances to distinguish between solid and dotted
lines:

Hi(φ) = −Hi(φ) if pi ∈ ld (3.17)

Different scales of shape regions are applied to represent local as well as global line struc-
tures. The distances L are normalized by the base scale (smallest scale). Figure 3.46 shows a
detail of a form with 2 shape regions with a scale of 80 pixels (base scale) and 3 shape regions
with a scale of 120 pixels, and its structural features (weighted orientation histogram Hi(φ)).
The final line structure feature has a dimension of 24 angular bins (every 5 degrees) which lo-
cally describes the shape of binary solid lines, dotted lines and line junctions, robust against
distortions like gaps and broken lines.

Compared to Mandal et al. [115] and Fan et al. [49] the line features are not restricted to a
certain number of crossings (e.g. 9 [115]). Shapes with a scale smaller than the line spacing can
be assumed as the shape primitives defined by Fan et al. [49]. The lines are sampled every 10
pixels to reduce the computational effort. The proposed features are robust against broken lines,
since missing points do not affect the shape. Figure 3.45 shows a junction, the current point pi
(red) and the corresponding structural features. All blue points represent the sample points pj
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a) b) c) d)

Figure 3.45: T-Junction as a detail of a form with the sampled line points and the structural
features below: The red point shows the current point pi; the blue points are all sample points
pj within in the search window of pi. In a) the junction is not connected, whereas b) has a
connected junction. c) and d) show a broken junction with gaps.

within the search window of pi. It can be seen that the feature is robust against broken junction
or gaps with different sizes.

3.3.3 Classification using BOW

The classification and retrieval is based on the bag of keypoints (motivated by BOW) approach
proposed by Csurka et al. [29] who summarizes the classification as following [29]:

• Detection and description of image patches

• Assigning patch descriptors to a set of predetermined clusters (a vocuabulary)

• Constructing a bag of keypoints.

• Applying a multi-class classifier, treating the bag of keypoints as the feature vector.

The image patches correspond to the structural features described in the previous section.
Instead of determining keypoints like in traditional Content Based Image Retrieval (CBIR)
methods each sampling point is used. For the classification the Euclidean distance is tested
for classification and retrieval tasks. The predetermined clusters, identifying the appearance of
the structural features of a form class (dictionary), are defined by clustering the structural fea-
tures using k-means (which has also been used by Csurka et al. [29]) and the cluster centers wi

form the words of the dictionary of size i. This is done on a labeled training dataset consisting
of forms of the same class. The words of all dictionaries represent frequent structures of all form
types. Figure 3.47 (upper part) illustrates the codebook generation. The blue dots represent the
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Figure 3.46: Structural shape features for sampled form lines.
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Figure 3.47: Dictionary (feature space with clustered words) and a feature vector of a form.

form structures in the feature space, and the cluster centers (ellipse center point, red dots) build
the final dictionary. Thus, each form type is represented by a feature vector.

The structural features of a form sj are calculated and assigned to the cluster centerwi (word)
with the smallest (euclidian) distance mini ‖sj−wi‖; thus building a histogram of occurrences of
the cluster centers (words). Figure 3.47 (lower part) shows a typical form and the pre-determined
codebook (frequent structures). Based on the codebook the histogram of occurrences describes
the final feature vector.

For the classification the occurrence histogram (feature vector) of the unknown document
is compared with every occurrence histogram of the trained form classes. The class with the
smallest distance defines the form type. As a distance measurement the Euclidean distance is
evaluated. For the form retrieval an arbitrary form is chosen and the feature vector is created and
compared with each feature vector of the documents in the dataset using the Euclidean distance.
The distances are sorted which defines a ranking for the similarity of the chosen form document.
As parameter for the classification the dictionary size (number of clusters defined for the k-
means algorithm) has to be chosen. Tests have shown (see Section 3.3.5) that a dictionary size
of 120 leads to the best results for the current form types.

3.3.4 Identification of Similar Filled-In Forms (Arlandis et al. )

The form classification using structural features and a BOW approach for classification is com-
pared to the method proposed by Arlandis et al. [9]. The most discriminant regions of document
form images are detected in a training phase and a distance based classifier is used for the clas-
sification. It is stated that the method can correctly classify similar filled-in forms. Additionally
“very similar” forms can be distinguished. Since only sub-images are used for classification, the
method is also able to handle distorted form documents since global distortions do not affect the
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classification. Additionally the distance function to determine the sub-images and to classify a
document form image can be adapted. In the following paragraph, the method of Arlandis et al.
is summarized.

The discriminant regions are defined as sub-images of a document form image and are called
δ-landmarks. For each form class c one reference image Ic is used and the discriminant power
rcx,y of subimages Icx,y centered at x, y of size w with respect to other form classes is defined
by [9]:

rcx,y = min
c′ 6=c

−wx≤i≤wx
−wy≤j≤wy

d(Icx,y, I
c′
x+i,y+j) (3.18)

All sub-images with a dissimilarity rcx,y higher than a defined threshold T are defined as δ-
landmarks for a form class c and are called class model Lc. The threshold T and the size of
the δ-landmarks are chosen based on experiments and the characteristics of the form document
classes. The similarity Sc(J) of a document J respectively class c is defined as [9]:

Sc(J) =
1

‖Lc‖
∑

Icx,y∈Lc

scx,y(J)

rcx,y
(3.19)

where
scx,y(J) = min

−wx≤i≤wx
−wy≤j≤wy

d(Icx,y, Jx+i,y+j) (3.20)

It is stated that “the distribution of the dissimilarities of a document to the others in its
own class, Sc, should not overlap with the distribution of the dissimilarities to documents of
different classes Sc

′
” [9]. Based on the distance measurement and the dissimilarity distribution

a reject option for unknown documents is implemented. As a distance function the sum of
absolute differences of binarized sub-images is used. Figure 3.48 shows the selected delta-
landmarks marked with a red square for the form class “Treffbericht”. For a detailed description
see Arlandis et al. [9].

The summarized method uses a single reference image to determine the δ-landmarks for
a class model Lc. To be able to handle local distortions such as broken junctions and noise
the method is extended by Selendi [160] to use M reference images and thus M different sub-
images Icmx,y,m ∈M for a form class c. The use of multiple reference images allow to define the
inter-class discriminant power rcinter x,y of a class c [160]:

rcinter x,y = min
c′ 6=c
m∈M

−wx≤i≤wx
−wy≤j≤wy

d(Icmx,y, I
c′
x+i,y+j) (3.21)

and the intra-class discriminant power rintra x,y [160]:

rcintra x,y = max
m,n∈M
m6=n

min
−wx≤i≤wx
−wy≤j≤wy

d(Icmx,y, I
cn
x+i,y+j) (3.22)

101



Figure 3.48: Selected δ-landmarks (red squares) of the form class “Treffbericht”.

According to the inter-class and intra-class discriminant power the total discriminant power
is defined by Equation 3.23:

rcx,y = rcinter x,y − rcintra x,y (3.23)

The inter-class discriminant power is the minimum distance when all sub-images Icmx,y, m ∈
M of a class are compared to all images of other classes. The intra-class discriminant power is
the maximum distance of all sub-images Icmx,y of the same class. If the adapted version which uses
multiple reference images is used, the selection of δ-landmarks can be adapted to more stable
image-regions. The evaluation presented in Section 3.3.5 shows that the performance increases
if multiple reference images for each form class are used.

3.3.5 Results Form Classification

The form classification [85] as well as the line detection [83] of the preprocessing step are
evaluated in this section. For the evaluation of the line detection a test set of 27 images is
manually labeled. The test images comprise cases with underlined text, images with forms
(tables) and images that have no lines. The images are binarized with the method presented in
Section 3.1 and based on the binarized image the GT is manually labeled. Table 3.21 shows the
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correct classification rate (true positive) as well as the number of pixels falsely classified as lines
(false positive). In the final image small gaps (≤ 20px) of neighboring lines (same orientation)

Number of images: 27
Correct as line classified pixel (tp): 91.58%
Falsely as line classified pixel (fp): 15.05%

Table 3.21: Evaluation of the preprocessing (line detection).

are closed which leads to the value of 15.05% of false positives. Additionally handwritten text
can comprise strokes which are falsely classified as lines. Form classification methods have to
deal with incorrectly detected lines (arising from e.g. handwritten text) and incorrectly closed
gaps (e.g. see Figure 3.39).

For the form classification a form dataset consisting of 9 different form types with varying
size (DIN A6 to DIN A4) and a non-form class from the Stasi (see Section 1) dataset has been
created. Figure 3.40 in Section 3.3 shows exemplarily 2 form types with a size of appr. DIN A4
and DIN A5. All images have been scanned with a resolution of 300 dpi. The training dataset
has at least 4 training forms for every class, the entire test dataset consists of 489 documents,
comprising 287 forms and 202 non-form documents. The distribution of the number of docu-
ments within a form class represents the number of the chosen form types within a single Stasi
IM-record (unofficial collaborator file) and is shown in Table 3.22.

The proposed method is evaluated regarding the size of the structural features and the size
of the dictionary of the BOW approach. The size of the structural features corresponds to
the complexity of the shapes, whereas the size of the dictionary corresponds to the number of
different structural features. A dictionary size of 120 words leads to the best results. Codebooks
with fewer words combine different structural features within a single cluster, and a higher
number of structural features causes empty bins in the occurrence histogram (feature vector).
For the scale of the structural features a combination of different scales has the best result.
A scale size of 120 pixels comprises single junction types similar as the one defined by Fan
et al. [48].

Table 3.22 shows the result of the classification with a dictionary size of 120, and 3 different
scales (size of the shape region) of the structural features comprising 120, 580 and 840 pixels.
The classification regarding only forms has an overall precision of 87.11% and the precision of
the classification including the non-form class is 80.98%. Misclassified documents of the non-
form class are documents which have a similar structure compared to forms (e.g. lined paper
can be classified as form “Table of Contents”, if the lined structure of the paper is segmented).

Table 3.23 shows the classification result with the same dictionary size of 120 words, if only
a single scale (120 pixel) is applied. It can be seen that the overall precision drops from 87.11%
to 80.35%, since global structures are not represented (leading to ambiguous feature vectors).
Table 3.24 summarizes the classification results regarding different scales, whereas Table 3.25
summarizes the classification results regarding different dictionary sizes at the same scales. A
smaller dictionary size combines similar structures (clusters in the feature space) resulting in less
descriptive feature words, and thus in an accuracy of 83.62% (without non-forms) compared to
an accuracy of 87.11%.
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Table 3.22: The rows of the confusion matrix show the GT labels (9 different form types and a
class which contains no form documents), while the columns represent predicted labels (e.g. 2
forms of the type 0 (“Table of Contents”) are falsely classified as form type 4). A scale size of
120, 580 and 840 (size of the shape regions) pixels, and a dictionary size of 120 words is set.
Overall accuracy: 87.11% (without non-form class) rsp. 80.98%.

predicted
no

0 1 2 3 4 5 6 7 8 form #
0 47 3 1 2 2 · 12 · · · 67
1 · 39 3 · · · · · · · 42
2 · · 70 · · 1 · · · · 71
3 · · · 26 · · · · · · 26
4 · · · 1 9 2 · · · · 12
5 · · · 6 · 13 · · · · 19
6 · · · · · · 31 · · · 31
7 · · · 3 · 1 · 1 · · 5
8 · · · · · · · · 14 · 14

no
7 · · 19 9 16 2 1 2 146 202

form

Table 3.23: Classification with a single scale size of 120 pixels (size of the shape regions), and
a dictionary size of 120 words is set. Overall accuracy: 80.35% (without non-form class) rsp.
77.91%.

predicted
no

0 1 2 3 4 5 6 7 8 form #
0 42 6 3 · · · 13 1 · 2 67
1 · 37 5 · · · · · · · 42
2 · · 60 · 5 6 · · · · 71
3 · · · 26 · · · · · · 26
4 · · · 1 8 3 · · · · 12
5 · · · 6 · 13 · · · · 19
6 · · · · · · 30 1 · · 31
7 · · · 2 1 1 · 1 · · 5
8 · · · · 2 · · · 12 · 14

no
5 2 1 19 7 11 3 1 1 152 202

form

The proposed method is compared to the form classification of Arlandis et al. [9], which
is summarized in Section 3.3.4. The method of Arlandis et al. is chosen since it is capable of
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Table 3.24: Classification results regarding scales (dictionary size of 120).

scales [pixel] accuracy (incl. accuracy (w/o
non-forms) [%] non-forms) [%]

120 77.91 80.35
120, 580 78.12 81.53
120, 580, 840 80.98 87.11

Table 3.25: Classification results regarding dictionary size (scales 120, 580, 840).

dictionary size accuracy (incl. accuracy (w/o
non-forms) [%] non-forms) [%]

100 78.73 83.62
120 80.98 87.11
140 80.78 87.46

filled-in forms with handwritten text and can also identify similar form documents (e.g. table of
contents and index). As parameters the δ-landmark size and the δ-landmark shift is evaluated.
In [9] it is stated that the size of the delta-landmarks has an impact on the discriminant power
dependent on the form type variations. In contrast to the original work of [9] the method is also
evaluated with the extended approach, where multiple form documents of the same class can
be used in training step. Table 3.28 shows the results of the original approach with different
δ-landmark sizes, with a fixed landmark shift and a discriminant power of 0.5. The same eval-
uation is done regarding the δ-landmark size but with the extended approach (multiple training
images) in Table 3.29. The size of the delta-landmarks has no significant influence on the clas-
sification since the form documents differ in their general appearance. As stated in [9] the size
has only a “strong influence on the discriminant power of the δ-landmarks when the document
classes are very similar”. The results show that the discriminant power defined by the intra-class
and inter-class discriminant power leads to results with an accuracy over 80% compared to the
original approach with appr. 75%. Table 3.29 shows also the impact of the discriminant power
threshold for the selection of the δ-landmarks. Also the overall accuracy is higher with a lower
threshold (less discriminative landmarks), since more non-form documents are classified as form
documents. The missing entries occur if the method does not find any landmarks. Figure 3.49
shows the selected landmarks within the form Treffbericht marked with red boxes corresponding
to the size of the landmarks. It can be seen that a different size leads to different landmarks based
on the discriminant power.

To compare the best results of Arlandis with the proposed approach, the confusion matrix of
the best result achieved by Arlandis et al. is shown in Table 3.26 (threshold of 0.1) and in Table
3.27 (threshold 0.5). The method achieved an overall accuracy of 83.03% (threshold 0.5) and an
accuracy of 86.09% with a discriminant power threshold of 0.1.

Table 3.27 shows the confusion matrix of the result achieved by Arlandis with the same
δ-landmark size and shift, but with a threshold of 0.5 for the discriminant power (selection of
relevant landmarks) to show the influence of the threshold. It can be seen that with a higher
threshold (less discriminative landmarks) more non-form documents are classified as form doc-
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Table 3.26: Classification with the extended method of Arlandis et al. [9]. The best result is
achieved with a delta-landmark size of width 24 px, height 8 px, a δ-landmark shift of 50 px
and a threshold of 0.1 for the discriminant power (selection of the landmarks).

predicted
no

0 1 2 3 4 5 6 7 8 form #
0 66 · · · · · · · · 1 67
1 · 42 · · · · · · · · 42
2 · · 71 · · · · · · · 71
3 · · · 18 · · · · · 8 26
4 · · · · · · · · · 12 12
5 · · · · · · · · · 19 19
6 · · · · · · 25 · · 6 31
7 · · · 2 1 1 · 4 · 1 5
8 · · · · 2 · · · · 14 14

no · · · 6 · · 1 · · 195 202
form

Table 3.27: Classification with the extended method of Arlandis et al. [9]. delta-landmark
size of width 24 px, height 8 px, a δ-landmark shift of 50 px and a threshold of 0.5 for the
discriminant power (selection of relevant landmarks).

predicted
no

0 1 2 3 4 5 6 7 8 form #
0 66 · · · · · · · · 1 67
1 · 42 · · · · · · · · 42
2 · · 71 · · · · · · · 71
3 · · · 23 · · · · · 3 26
4 · · · 1 · · · · · 11 12
5 · · · 8 · · · · · 11 19
6 1 · · · · · 28 · · 2 31
7 · · · · · · · 4 · 1 5
8 · · · · 2 · · · · 14 14

no
2 12 1 13 · · 2 · · 172 202

form

uments. Thus, the overall accuracy drops from 86.09% to 83.03%.
Table 3.30 compares the results of Arlandis et al. with the proposed approach. It can be seen

that the accuracy of the proposed approach for the classification without non-forms outperforms
the approach of Arlandis et al. (87.11% vs. 86.41%). A typical form image that is correctly
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Figure 3.49: Delta landmarks of width 24 and height 8 (left) and width 64 and height 48 (right)
with the highest discriminative power.

Table 3.28: Classification results regarding δ-landmark size and training with one reference
image. δ-landmark shift is set to 50 px; discriminant power threshold=0.5.

width [px] accuracy [%] accuracy [%]
height = 24px height = 48px

32 74.23 70.35
48 76.69 82.53
64 76.48 75.26
80 75.05 76.28

Table 3.29: Classification results regarding δ-landmark size and training with multiple reference
images. δ-landmark shift is set to 50 px.

threshold=0.5 threshold=0.1
width [px] accuracy [%] accuracy [%] accuracy [%] accuracy [%]

height = 24px height = 48px height = 24px height = 48px
32 - 84.25 - 84.66
48 83.44 79.14 82.41 79.35
64 80.16 83.84 79.75 84.05
80 84.05 83.03 84.05 82.82

classified by the proposed approach and not by Arlandis et al. is shown in Figure 3.50. The
form is posted on a larger page. Since the structural features are not affected by this type of
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Table 3.30: Results of the proposed approach vs. Arlandis [9] (Overall accuracy and accuracy
without non-forms)

overall accuracy (inc. accuracy (w/o
non-forms [%] non-forms) [%]

Arlandis et al. 83.03 86.41
threshold=0.5
Arlandis et al. 86.09 83.62
threshold=0.1
proposed 80.98 87.11
approach

transformation the document is correctly classified, whereas Arlandis et al. does not allow this
type of change (local position of the landmark changes). Additionally, if a class has no correctly
classified form types, no δ-landmarks are found. This can be seen in the confusion matrix (see
Table 3.26 and Table 3.27).

Figure 3.50: Training form Quittung document (left) and a correct classified test document
(right).

It is also shown in Table 3.30 that the overall accuracy (with non-form documents) of Arlan-
dis et al. is better than the proposed approach (86.09% vs. 80.98%). This is based on the fact,
that the proposed approach classifies documents with a similar structural appearance as a form
document, which is rejected by Arlandis et al. . Figure 3.51 shows a document which is rejected
by Arlandis et al. but classified as Suchauftrag by the proposed method.
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Figure 3.51: Training form Suchauftrag document (left) and a falsely classified test document
(right). It can be seen that the structural features are similar of both documents are similar.

3.3.6 Summary and Critical Reflection of the proposed Form Classification

The proposed form classification is based on the line structure of form documents. In contrast
to current state of the art methods, junctions are not defined by their type, but represented by
their shape of interest points of sampled form lines. The main junctions are then defined by
the form types using a BOW approach. The main contribution of the form classification is the
definition of shape features, which are robust against broken lines. Thus, no preprocessing is
necessary in contrast to approaches that analyze the structure of form documents. The method is
evaluated on a real world dataset comprising historical documents. It is shown that the proposed
approach outperforms the approach of Arlandis et al. which is adapted to the used dataset (see
Section 3.3.4). The definition of the shape features allows also to search form documents with
a similar structure in a document database. However, this has a negative impact for the form
classification, since similar documents regarding their structure cannot be distinguished. Thus,
as a future work, the approach has to be combined with the a-priori knowledge of preprinted
text.
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CHAPTER 4
Conclusion and Future Work

In this thesis three topics of DIA are investigated: document binarization, document skew esti-
mation and form classification. The first topic, document image binarization, covered a Gaussian
scale space binarization with a foreground estimation. It is shown, on the basis of a historical
dataset with a defined ruling, that the layout information can be used as foreground estimation.
The foreground is estimated to suppress background noise. The main contribution to document
image binarization is to eliminate parameters like e.g. the stroke width by introducing a Gaus-
sian scale space. The foreground information of different scales is propagated to the scale with
the original resolution, to treat objects of different sizes. Thus, the main advantage is the in-
dependence to scale dependent parameters. The evaluation is based on the metrics presented at
DIBCO and H-DIBCO. In addition to synthetic images, the contest datasets are used for the
evaluation. As future work, a classification of text regions must be involved without the a-priori
knowledge of a documents layout. The detection of the text region improves the binarization
result by suppressing noise outside text regions and enhancing low contrast text within the de-
termined text region. To localize text regions, binarization free text recognition methods have
to be evaluated. Based on the results, a weighting scheme can be established as a foreground
estimation.

In Section 3.2 the proposed skew estimation is presented. The main research contribution
of the skew estimation is the investigation of a binarization free method with no angle restric-
tion. Additionally, the proposed method is suitable for handwritten documents and sparsely
inscribed documents. The method is based on a combination of FNNC and a gradient orien-
tation methods. The thesis covers the analysis of the accuracy of the gradient orientation and
the comparison of grayvalue images respectively binarized ones. The gradient information has
a high accuracy regarding the orientation of printed and handwritten (Latin) text on grayvalue
images. It is shown that the information of single (printed characters) is sufficient for the gradi-
ent orientation measure. The only preprocessing applied to the gradient orientation method is a
Gaussian smoothing. Thus no binarization, which can introduce errors on historical document
images, is needed.
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The FNNC can solve the skew estimation on an angle range up to 180 ◦ and is robust against
slanted text. The main research contribution of the FNNC method is the behavior of the method
on handwritten documents. Thus, the combination allows to correct the result of the gradient
orientation measure by reducing the search space for a maxima in the gradient orientation his-
togram. It is shown that the combined method can be applied to document fragments with a
high accuracy. The proposed skew correction based on the analysis of paragraphs and lines can
enhance the final result based on the types of documents. It is shown that the result is improved
on printed documents with an accurate alignment of text columns. To propose a skew estimation
without an angle restriction, the up/down orientation decision is based on the statistical analysis
of ascenders and descenders of English and German Latin text. The method is evaluated on the
DISEC dataset and two datasets generated from the PRIMA images with an angle restriction of
±15 ◦. The PRIMA images comprise printed document images as well as historical document
images. Additionally a synthetic test set based on Epshtein (see [44]) and a real world dataset
consisting of 658 document fragments of the Stasi-files are used. It is shown that the orientation
can be reliably calculated without any restrictions on the detectable angle range. As future work,
the up/down decision must be investigated for document images comprising different languages
and scripts.

The last DIA preprocessing topic of this thesis, form classification, is presented in Section
3.3. The research of the thesis is focused on the representation of form documents based on shape
features of the line structure. The form document is represented by a histogram of structural
features of lines (solid and dotted) which are trained offline for every form class. The creation of
a dictionary for every form class is based on the BOW approach. The main contribution of the
form classification is the definition of shape features, which are robust against broken lines. The
method is evaluated on a real world dataset comprising historical documents. It is shown, that the
proposed approach outperforms the approach of Arlandis et al. which is adapted to the dataset
used (see Section 3.3.4, overall accuracy of 87.11%). The definition of the shape features allows
also to search form documents with a similar structure in a document database. However, this has
a negative impact on the form classification, since similar documents due to their structure cannot
be distinguished. As future work and to improve the classification accuracy, the information of
preprinted text has to be incorporated into the vocabulary representation. The combination will
allow to classify also forms without or only sparse line information. Additionally forms differing
only in the layout of the preprinted data can be correctly classified by combining layout features
with the line information. Future tests will also comprise reconstructed documents with missing
parts to analyze the robustness of the proposed method to missing line parts.
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APPENDIX A
Acronyms and Symbols

DIA Document Image Analysis

CC Connected Component

SVM Support Vector Machine

K-NN k-Nearest Neighbor

OCR Optical Character Recognition

PCA Principle Component Analysis

DSCC Directional Single-Connected Chain

H-DSCC Horizontal-Directional Single-Connected Chain

V-DSCC Vertical-Directional Single-Connected Chain

TP True Positives

TN True Negatives

FP False Positives

FN False Negatives

P-FM pseudo-F-Measure

FM F-Measure

P-R p-Recall

PSNR Peak Signal-to-Noise Ratio
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NRM Negative Rate Metric

MPM Misclassification Penalty Metric

N Number

GT Ground-Truth

DRD Distance Reciprocal Distortion Metric

DIBCO Document Image Binarization Contest

H-DIBCO Handwritten-Document Image Binarization Contest

ICDAR International Conference on Document Analysis and Recognition

ICFHR International Conference on Frontiers in Handwriting Recognition

MSI MultiSpectral Imaging

BOW Bag of Words

FNNC Focused Nearest Neighbour Clustering

NCC Normalized Cross Correlation

DFT Discrete Fourier Transform

NN Neural Network

PSD Power Spectral Density

MLP Multi-Layer Perceptron

DP Dynamic Programming

DOCTYPE Document type

DISEC Document Image Skew Estimation Contest

EM Expectation Maximization

LPP Local Projection Profiles

BB Bounding Box

LDA Linear Discrimant Analysis

CBIR Content Based Image Retrieval

CMD Common-Minus-Difference

AED Average Error Deviation
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CE Correct Estimations

TOP80 TOP80 Average Error Deviation

HOG Histogram of Oriented Gradients

LTP Local Ternary Patterns

MACELBP MACeLBP

MSC Multivariate Spatial Correlation
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