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Abstract

Quorum sensing is a method of cell-to-cell communication based on local signal

density and is used by bacteria to express group behaviours, e.g. virulence or

resistance against antibiotics.

This work’s aim is to perform simulation-based investigations of the quorum

quenching mechanism, a special way of quorum sensing inhibition where the sig-

nal molecules necessary for the communication are degraded. Two models for

quorum quenching in bacterial populations are introduced. The first model is

realised in a chemostat setting and is described by a system of non-linear ordi-

nary differential equations. The second one is a two-dimensional biofilm model

represented by a system of non-linear reaction-diffusion equations.

The one-dimensional chemostat model is treated analytically and thereafter, com-

puter simulations are conducted using Matlab. A sensitivity analysis of with

respect to certain key parameters is performed. Subsequently, simulation ex-

periments are carried out to better understand characteristic properties of the

quorum quenching mechanism.

For the two-dimensional model a simulation-based parameter study for quorum

quenching key parameters was conducted. Thereafter, the spatial effects of quo-

rum quenching for different parameter sets are examined.

Subsequently, the two-dimensional biofilm model is applied to an existing model

in which resistance to antibiotics is triggered by quorum sensing.

In this work it is demonstrated that existing models of quorum sensing in bacterial

populations can be extended to include quorum quenching, both in a chemostat

setting and spatially structured biofilms. The simulations suggest that the effi-

ciency of quorum quenching to suppress bacterial communication is dependent on

several factors, however, the performance constant of the reaction between quo-

rum sensing and quorum quenching molecules seems to be a key parameter for

this. Furthermore, there might be certain circumstances under which the models

introduced here could be substantially simplified, for example because it might

not be necessary to track the quorum quencher explicitly.
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Zusammenfassung

Quorum Sensing (QS) ist eine Art der interzellulären Kommunikation zwischen

Bakterien basierend auf der lokalen Konzentration eines speziell dafür emittierten

Signalmoleküls. QS dient der Ausprägung von Gruppenverhalten und induziert

unter anderem Virulenz oder Antibiotikaresistenz.

Das Ziel dieser Arbeit ist es, Quorum Quenching (QQ) - eine spezielle Art der QS

Inhibition bei welcher die zur Kommunikation notwendigen Signalmoleküle abge-

baut werden - zu untersuchen. Zwei QQ-Modelle für bakterielle Populationen

werden vorgestellt, ein Chemostatmodell, repräsentiert durch ein System nicht-

linearer, gewöhnlicher Differentialgleichungen und ein zweidimensionales Biofilm-

modell, beschrieben durch nichtlineare Reaktions-Diffusions-Gleichungen.

Das Chemostatmodell wird analysiert bevor Simulationsexperimente mit Mat-

lab durchgeführt werden. Weiters wird eine Sensitivitätsanalyse bezüglich bes-

timmter Simulationsparameter ausgeführt. Im Anschluss werden Simulationsex-

perimente vorgenommen um charakteristische Eigenschaften des QQ-Mechanismus

besser zu verstehen.

Für das zweidimensionales Modell wird eine simulationsbasierte Parameterstudie

für die QQ-Hauptparameter umgesetzt. Anschließend werden die räumlichen Ef-

fekte des Mechanismus untersucht. In weiterer Folge wird das zweidimensionale

Modell auf ein existierendes Modell, in welchem Antibiotikaresistenz durch QS

ausgelöst wird, angewandt.

In dieser Arbeit wird demonstriert, dass existierende Modelle von bakteriellen

Populationen, sowohl in planktonischen Chemostatmodellen als auch in zweidi-

mensionalen Biofilmmodellen, mit QQ erweitert werden können. Die Simulation-

sergebnisse suggerieren die Abhängigkeit der Effizienz von QQ von mehreren Fak-

toren, wobei sich jedoch die Performance-Konstante der Reaktion zwischen QS-

und QQ-Molekülen als Schlüssel- parameter herausgestellt hat. Weiters gibt es

gewisse Umstände, unter welchen eine signifikante Vereinfachung der vorgestellten

Modelle vorgenommen werden könnte, zum Beispiel falls eine explizite Verfolgung

des Quorum Quencher nicht notwendig ist.
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Chapter 1

Introduction

”Nature is written in the mathematical language.”

(G. Galilei)

1.1 Motivation

Bacteria are the most successful life form on earth in terms of biomass and va-

riety, as well as extent of habitats colonised and they almost entirely proliferate

in biofilms, making them ubiquitous [6]. In order to gain advantages over other

species that populate the biofilm, microbial organisms perform beneficial group

behaviours. These are initiated by ”Quorum Sensing” (QS) - a way of cell-to-

cell communication based on the local population density [17]. Nowadays it is

known that QS essentially depends on the transport of the signal molecules which

are necessary for the communication [15, 16]. Group behaviours are initiated by

gene expressions that can be triggered by quorum sensing [23, 43]. Examples for

quorum sensing induced behaviours comprise the expression of bioluminescence,

virulence or antimicrobial resistance [23, 43]. The latter two constitute problems

that are yet to be resolved. A promising new strategy is to suppress quorum sens-

ing by ”quorum quenching”, a method to degrade the quorum sensing molecules

(QSMs) required for the communication [8, 14, 23, 34].

The aim of this work is to investigate the interplay between the quorum sens-

ing and the quorum quenching mechanism by extending existing quorum sensing

models for quorum quenching. In chapter 2, a chemostat model will be introduced

and analysed in order to gain knowledge about the mechanism itself without con-

sidering any spatial aspects. In chapter 3, a two-dimensional biofilm model will

be considered to explore the spatial aspects of the system. The spatial model

is then applied to a model with antibiotics exposure to investigate the interac-
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Chapter 1. Introduction

tion between antibiotics and quorum quenching molecules during the treatment

of harmful biofilms (section 3.5).

1.2 Bacterial biofilms

Bacterial biofilms are microbial communities that are attached to an abiotic or

biotic surface and encapsulated in an extracellular polymeric substance (EPS).

The gel-like surrounding enables the performance of many reactions relevant for

various bacterial activities in different processes, such as waste water treatment,

food processing or medicine. Bacterial biofilms are ubiquitious in nature and

industry since almost 99% of microbial life proliferates in such colonies. For sim-

plification, ”biofilm” will always refer to a bacterial biofilm in this thesis. The

process of biofilm development has multiple stages (Figure 1.1). First, free float-

ing planktonic cells land on a surface and attach to it. When a certain population

density is reached, the colony starts to produce EPS. The EPS provides mechan-

ical stability and protection from outer stresses. Thus it enables the growth and

the maturation of the biofilm. The shape and size of the biofilm is highly de-

pendent on outer conditions, as shear stress or nutrient limitation. The biofilm

usually consists of multiple types of bacteria, nutritious substrates, yeast, algae,

fungi and end products of the microbials’ metabolisms [29].

While some biofilms are beneficial for nature or human beings, others can be

harmful (e.g. pathogenic bacteria) [26, 40]. It is assumed that about 65% of

infectious diseases are related to bacterial communities proliferating in biofilms

[25]. Moreover, it has been reported that bacteria within biofilms are around

1000 times more resistant to antibiotics than bacteria in planktonic form [33].

1.3 Quorum sensing

Bacteria not only form and proliferate in colonies, they also start to express

certain beneficial group behaviours. This phenomenon is enabled by cell-to-cell

communication, called ”quorum sensing” and was first observed in the biolumi-

nescence of the bacterium Vibrio fischeri that - among others - plays a crucial

role in the survival strategy of the Hawaiian bobtail squid Euprymna scolopes

[43]. The bioluminescent system was documented in the early 1970s by Nealson

8



Chapter 1. Introduction

Figure 1.1: Biofilm formation: 1) Initial attachment 2) Extracellular polymeric
substance production 3) Maturation 4) Detachment

et al. [31]. Only in 1994, the communication system was related to population

density by Fuqua et al. [17].

In accordance with the usage of ”Quorum” as the minimal number of votes neces-

sary to make decisions as a group [1], it is used in biology to refer to a threshold

of bacterial population density that ”switches on” the group behaviour. Quo-

rum sensing is a complex chemical process based on the local concentration of

released signal molecules and is used by many bacteria to modulate gene expres-

sion [23, 43].

”Ordinary” cells are called down-regulated and those, performing the group

behaviour are called up-regulated. The communication works with a signal

molecule, the autoinducer (AI) that is produced and released by bacterial cells.

From a biological point of view, there are several different mechanisms that enable

quorum sensing [8, 23, 28, 43]. One of the best studied mechanisms is the system

based on acyl-homoserine-lactones (AHL) as AI, used by many gram-negative

bacteria (Figure 1.2) [43].

In [28, 34, 43] quorum sensing is described in detail. Gram-negative bacteria

produce an AHL synthase, the LuxI-type protein, that catalyses the synthesis of

AHL at a basal rate. The produced AHL diffuses out of the cell and away, if

the cell density is relatively low. If the local biomass density, however, is high,

9



Chapter 1. Introduction

Figure 1.2: Quorum sensing mechanism in gram-negative bacteria

the AHL accumulates in the local environment until it reaches a certain thresh-

old at which they bind to receptors, the LuxR-type proteins. This molecule then

modulates the gene expression, resulting in the group behaviour, such as biolumi-

nescence, EPS production, enhanced AHL production, the expression of virulence

or antimicrobial resistance. This process is called up-regulation.

This work focusses on quorum sensing in gram-negative bacteria, using AHL

as an autoinducer.

Quorum sensing based behaviours have significant, however sometimes harmful

impacts and appear in various areas, such as food spoiling, aquaculture, water

purification and medicine [23]. Quorum sensing also enables the performance

of bacterial behaviours, as virulence or antimicrobial resistance [34]. A promis-

ing new strategy to cope with these problems is Quorum Sensing Inhibition (QSI).

Meanwhile it is very well understood that QS is not simply dependant on the

local bacterial population size but that convection and diffusion are able to dis-

rupt cell-to-cell communication even though population size is ”big” or enable

communication in ”small” populations by transporting signal molecules in the

environment [15, 16].
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Chapter 1. Introduction

1.4 Quorum sensing inhibition

The quorum sensing mechanism can be disrupted in different ways. One could

interfere by inhibiting QSM production, blocking the QSM receptor or accelerat-

ing the degredation of QSMs. The last possibility is also referred to as ”Quorum

Quenching” (QQ) [23]. This work will focus on a quorum quenching system

applied to gram-negative bacteria using AHL as auto inducer. AHL molecules

differ in length and substitution of their acyl chain, but have the same homoser-

ine lactone moiety. Quorum quenching molecules (QQMs) appear naturally and

are used by microbial species to gain an advantage in competitive environments.

QQ molecules could be detected in (at least) 10 different bacterial species, in-

cluding 4 Bacillus spp., Agrobacterium tumefaciens, Arthrobacter sp., Klebsiella

pneumoniae, Pseudomonas aeruginosa, Ralstonia sp. and Variovorax paradoxus.

The fact that the genes encoding AHL-degradation molecules are wide spread

within bacterial species, might indicate the prevalence of that feature in many

other prokaryeutic organisms. So far, these molecules can be categorised into

two distinct groups of AHL-degrading molecules, the acyl-homoserine lactonase

(AHL-lactonase) and the acyl-homoserine lactone acylase (AHL-acylase) [8].

AHL-lactonase degrades AHL by hydrolising its lactone bond (Figure 1.3). Aiia

from Bacillus sp. 240B1 is a well-studied AHL-lactonase and shows high enzy-

matic activity against many tested AHLs [8].

AHL-acylase degrades AHL by hydrolising the amide linkage between the fatty

acid chain and the homoserine lactone moiety (Figure 1.3). There is not much

known about AHL-acylase [8].

Not only prokaryeutic organisms, but also eukaryots use quorum sensing and

quorum quenching to gain beneficial effects in competitive surroundings [23]. In

[23] detailed lists of eukaryotes, prokaryotes, their QS and QSI molecules are

provided.
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Chapter 1. Introduction

Figure 1.3: Quorum Quenching mechanism with AHL-lactonase and AHL-acylase
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Chapter 1. Introduction

1.5 The chemostat model

The chemostat was introduced by Novick and Szilard in 1950 [32]. A chemostat is

a closed environment where microbial reactions occur under controlled conditions.

It has a continuous inflow and an equally rated outflow, keeping the volume

constant. The feed contains nutrients and other substances that are supposed

to enter the system from outside. The chemostat is well-stirred and thus only

changes in time, but not in space need to be considered (see Figure 1.4).

Figure 1.4: General chemostat setup

System (1.1) displayed below describes a simple chemostat model with one species,

referred to as N and one growth limiting nutrient C:

dN
dt

= f(C(t))N(t)︸ ︷︷ ︸
nutrient dependend growth term

− qN(t)︸ ︷︷ ︸
outflow

dC
dt

= q(C∞ − C(t))︸ ︷︷ ︸
in-/ outflow

− 1

Y
f(C(t))N(t)︸ ︷︷ ︸

nutrient consumption term

.
(1.1)

The dilution rate, i.e. the ratio between inflow rate and volume, is referred to as

q and C∞ represents the nutrient concentration in the feed. The growth function

f depends on the nutrient concentration within the chemostat. The consumption

rate is the fraction between growth rate and yield coefficient Y which is the ratio

of mass of microorganisms and mass of nutrients utilised [21]. Commonly, it is

13



Chapter 1. Introduction

assumed that f follows Monod kinetics [30]:
dN
dt

= µN C
k+C
− qN(t)

dC
dt

= q(C∞ − C(t))− µ
Y
N C

k+C
.

(1.2)

This system (1.2) has at most two non-negative equilibria:

The washout equilibrium (0, C∞) that is asymptotically stable if C∞ < qk
µ−q and

unstable otherwise. This equilibrium always exists.

The non-trivial equilibrium (Y (C∞ − qk
µ−q ),

qk
µ−q ), C

∞ > qk
µ−q exists only if the

washout equilibrium is unstable. The non-trivial equilibrium is always stable if

it exists. These stability results can be obtained with the linearisation of the

system

J(C,N) =

(
µ C
k+C
− q µN k

(k+C)2

− µ
Y

C
k+C

−q − µ
Y

k
(k+C)2

N

)
.

1.6 Mathematical modelling of biofilms

Rising evidence for biofilms’ ubiquity incited attention in diverse disciplines, lead-

ing to the development of various mathematical models for biofilms. There exist

continuum, as well as discrete approaches.

1.6.1 Continuum models

A basic biofilm model contains terms for biomass growth, transport and consump-

tion. These models can be either formulated with ordinary differential equations

(ODEs) or partial differential equations (PDEs) in one or more spatial dimen-

sions. Although, ODE and one-dimensional PDE models do not offer much in-

formation on the shape and spatial development, they can be used to analyse a

system globally if spatial resolutions are not required. After it became clear that

biofilms are highly complex spatial formations [6], also multi-dimensional models

were developed.

In multi-dimensional PDE models, the domain observed is parted into two sec-

tions (Figure 1.5). The biofilm itself, where the biomass N(x, t) is greater than

14



Chapter 1. Introduction

zero and the bulk liquid around it, where the biomass is equal to zero:

Ω1(t) :=
{
x ∈ Ω | N(x, t) > 0

}
Ω0(t) :=

{
x ∈ Ω | N(x, t) = 0

}
.

The domain contains two types of components, dissolved substrates as nutri-

Figure 1.5: Domain of a biofilm model: Liquid Phase Ω0 and Biofilm Ω1

ents, signal molecules, antibiotics or metabolic products and particulate cells as

active and inert bacterial cells. The model needs to contain terms for growth,

consumption and transport [29]. While the transport of dissolved substrates can

be modelled with diffusion, the spreading of the biomass is more complex and

depends on physical and environmental conditions, as shear stress or nutrient

availability [10, 38]. Before continuum approaches to the biofilm development

were developed, discrete models were used to describe the biofilm growth. These

usually are based on probabilistic rules for the spreading mechanism, but often

lack in accuracy for many reasons [10]. Therefore Eberl et al. [10] proposed a

prototype continuum model for the growth and spreading of a biofilm:
∂C

∂t
= ∇ · (dC(N)∇C)− f(C,N)

∂N

∂t
= ∇ · (dN(N)∇M)− g(C,N).

(1.3)

where the consumption term f(C,N) = k1N
C

k2+C
is represented by Monod kinet-

ics and the biomass production term is defined as g(C,N) = k3(f(C,N)− k4N)

and k1,2,3,4 ≥ 0. C(t, x) is the nutrient concentration that changes due to diffu-
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Chapter 1. Introduction

N(t, x) Biomass density
C(t, x) Nutrient concentration
dC,N Diffusion coefficients for C and N
f(C,N) Nutrient consumption rate
g(C,N) Biomass production rate

sion. N(t, x) represents the biomass density that grows by nutrient consumption.

The authors developed a diffusion coefficient for the biomass that satisfies the

following criteria:

• There exists a sharp boundary between biofilm and liquid phase.

• Spreading of the biomass is significant if a certain density Nmax is ap-

proached and this bound cannot be exceeded.

The diffusion coefficient

dN(N) :=
( ε

Nmax −N
)b
Na (1.4)

is zero for N = 0 and almost zero when N is significantly smaller than Nmax, but

diverges for N → Nmax. The constants a, b are greater than 1. The nutrient’s

diffusion coefficient dC(N) is also density dependent, but in a non-critical way.

Originally, this model also considered a flow field in the liquid phase, represented

by the Navier Stokes equation. Due to high complexity of the system, the authors

assumed the hydrostatic case u ≡ 0, resulting in the system introduced above.

In this case the shear stress can be neglected.

Furthermore, it is assumed that dC(M) = dC is constant, leading to the simplified

system: 
∂C

∂t
= dC∇2C − f(C,M)

∂N

∂t
= ∇ ·

[( ε

Nmax −N
)b
Na∇N

]
+ g(C,M).

(1.5)

This system was refined and numerically treated in [9, 11, 19] and analysed in [12].

In [12] it was shown that N < Nmax = 1 which ensures the well-posedness of the

problem. The non-linear density-dependent diffusion coefficient for the biomass

was also used in biofilm models considering quorum sensing [15, 16, 19] and in

biofilm models with quorum sensing and under antibiotics exposure [18, 20].
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1.6.2 Discrete models

Discrete approaches usually use bottom-up models such that the biofilm is built

from the bacterial unit’s scope of action. These approaches also use ordinary

differential equations for the growth terms, but discrete rules for the transport.

There are three main model types. These are Cellular Automaton (CA) models,

hybrid differential-discrete CA models and Individual-based models, which are

agent based models [26, 40].

1.7 Modelling of quorum sensing and quorum

quenching

1.7.1 Modelling of quorum sensing

Since the discovery of the quorum sensing mechanism in 1994 [17], mathematical

models have been developed and improved. There exist multi-dimensional mod-

els in form of PDE systems as well as ODE models.

Quorum sensing in planktonic lifeforms can be modelled with a system of ODEs

since spatial effects can be fully ignored here. Ward et al. formulated a model for

quorum sensing in bacteria in 2001 [41]. The biomass now has to be divided into

two different types, down- and up-regulated cells, where the up-regulated cells

are those who underwent the changes in gene expressions.

dNd

dt
= r(Nd + (2− γ)Nu)F (Nd +Nu)− αG(A)Nd + βNu

dNu

dt
= r(γ − 1)NuF (Nd +Nu) + αG(A)Nd − βNu

dA

dt
= κuNu + κdNd − αG(A)Nd − λA

(1.6)

Nd and Nu represent the down- and the up-regulated populations, and A is the

signal molecule. F (.) is a suitable growth function and G(A) the up-regulation

function. At the time this work was published, there was little known about the

kinetics of this process. Therefore the authors assumed G(A) = A to be linear.

However, they mentioned that for larger A, Monod kinetics G(A) = A
1+kaA

might

be more suitable. For the down-regulation, the term βNu was used. Up- and

down-regulated cells are assumed to produce signal molecules at different rates

17
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κu and κd and Signal molecules decay naturally with rate λ. It is furthermore

assumed that one up-regulated cell divides into γ up-regulated and (2−γ) down-

regulated cells. γ is highly dependent on the signal molecule concentration inside

and outside of the cell during the division process, the authors refer to experi-

mental data and use γ ≈ 1.

Quorum sensing in biofilms is often modelled using partial differential equations

in multiple dimensions, so that the complex spatial development can be pursued.

Ghasemi et al. in [18] extended the quorum sensing models [13, 15, 35]. The

model in [18] is given by

∂Nd

∂t
= ∇ · (D(N)∇Nd) + µNd

C

KC + C
+ ψNu

τn

τn + An

−ωNd
An

τn + An
−KNd

∂Nu

∂t
= ∇ · (D(N)∇Nu) + µNu

C

KC + C
− ψNu

τn

τn + An

+ωNd
An

τn + An
−KNu

∂C

∂t
= ∇ · (DC(N)∇C)− νNd

C

KC + C
− νNu

C

KC + C
∂A

∂t
= ∇ · (DA(N)∇A) + αN∞(Nd +Nu) + βN∞Nu

An

τn + An
− γA.

(1.7)

Nd and Nu being again the down- and the up-regulated biomass density, C the

nutrient concentration and A the signal molecule concentration. N is the total

biomass, N = Nd+Nu. The substrates C and A only move due to diffusion, since

the hydrostatic case is considered and thus convection can be neglected. For the

diffusion coefficients DC,A = dC,A(1+M(ρC,A−1)), non-critical linear terms were

used, where dC,A > 0 and 0 < ρC,A ≤ 1 are the diffusion coefficients in water

and the ratio of diffusivity between biofilm and water respectively. The diffusion

coefficient for the biomass is defined as D(N) = δNa(1 − N)−b with a, b > 1,

similar to [10]. For the switching between the two types of bacteria, so called Hill

equations An

τn+An or τn

τn+An are used. These functions converge to the Heaviside

function for n→∞ and equal the Monod equation for nutrient consumption for

n = 1. Usually a value 2 ≤ n ≤ 3 is used [15, 16].
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1.7.2 Modelling of quorum quenching

Due to the recency of the strategy to treat harmful biofilms with quorum quench-

ing molecules, the range of mathematical models is still very limited.

In [42] a quorum sensing inhibition model was introduced by Wei et al. in 2016.

The authors expanded the quorum sensing models introduced in [27] and [44] and

developed a complex ODE model considering the whole AHL production process

and all three possibilities of QSI.

d[A]

dt
=

(
cA +

kA[C]

KC + [C]

)
KQSILasI

KQSILasI
+ [QSILasI ]︸ ︷︷ ︸

inhibition of AHL production

− k0[A]

− k1[R][A] + k2[RA] − kcat[A][QSId]
[A]

KM + [A]︸ ︷︷ ︸
degradation of AHL molecules

d[R]

dt
= cR +

kR[C]

KC + [C]
− k3[R] − k1[R][A]

+ k2[RA] − k8[R][QSIanlg] + k9[RQSIanlg]︸ ︷︷ ︸
blockade of AHL receptor

d[RA]

dt
= k1[R][A]− k2[RA]− 2k4[RA]2 + 2k5[C]

d[C]

dt
= k4[RA]2 − k5[C]

d[QSILasI ]

dt
= −k6[QSILasI ]

d[QSId]

dt
= −k7[QSId]

d[QSIanlg]

dt
= k9[RQSIanlg]− k8[R][QSIanlg]− k10[QSIanlg]

d[RQSIanlg]

dt
= k8[R][QSIanlg]− k9[RQSIanlg].

(1.8)

The variable A represent the AHL molecules, R the LasR complex (responsible

for the AHL reception), RA the complex formed by LasR and AHL, C the dimer-

ized complex and cA and cB stand for the base level transcription for A and R

respectively. QSILasI stands for the QSI molecule that inhibits AHL production

and QSId for the QQ molecule. The AHL receptor is blocked by molecules that

act as antagonists for AHL and are referred to as QSIanlg, and RQSIanlg is the

binding product of LasR and QSIanlg. In combination they are responsible for

the third inhibition process. [X] denotes the concentration of component X. The
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Table 1.1: Parameter description for QSI-QQ model (1.8) from [42]

KM Michaelis constant
KQSILasI

Constant for QSI of AHL prod.
KC LasR and AHL half saturation concentration
kR LasR max. prod. rate
kA AHL max. prod. rate

k0,3,6,7,10 decay rates
k1 LasR-AHL binding rate
k2 LasR-AHL unbinding rate
k4 formation rate of LasR-AHL complex
k5 deformation rate of LasR-AHL complex
k8 LasR−QSIanlg binding rate
k9 LasR−QSIanlg unbinding rate

authors integrated this QS-QSI model in a multiscale environment where also

bacterial cells in a biofilm on mesoscopic scale are investigated.

In [14] combination strategies of quorum sensing inhibition and quorum quench-

ing in suppressing quorum sensing in P.aeruginosa are investigated. The authors

present a model describing the LasR/I circuit. The quorum quenching func-

tion for degrading the AHL molecules is not given explicitly. The assumptions

η′(QQ) > 0 and η′′(QQ) ≤ 0 are made for that term.

Aside from these two publication, there can be found hardly anything concerning

quorum quenching models. However, there are some biological papers on specific

AHLs, their QQ molecules and reaction kinetics, including [7] and [39]. In both

publications, Michaelis Menten kinetics Qkcat
A

K+A
used to fit the experimental

data, where Q stands for the QQM, A for the AHL, kcat for the reaction rate

and K for the Michaelis constant. This assumption is consistent with the model

assumption in [42], suggesting the retention of this term in future models.
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1.8 Objectives

There is only little literature about mathematical quorum quenching (QQ) or

quorum sensing inhibition (QSI) models. In [14] the authors show that quorum

quenching can boost the effectiveness of quorum sensing inhibition and vice versa.

However, their simulations show that when the therapy strategies are not com-

bined, QSI could reduce the signal molecule by 35% and QQ could reduce it by

almost 100%.

The effects of quorum quenching or quorum sensing inhibition on a bacterial

community has only been studied in [42], as far as it is known. The authors

use a complex multiscale approach in order to capture the complex mechanisms

involved.

Modelling quorum sensing inhibition requires an involved model of the cell sig-

nalling pathways on a molecular scale. Combining this approach with a meso-

scopic biofilm model on cellular scale would create a highly complex system, as in

[42]. Considering only the QQ mechanism allows to build the model on a meso-

scopic cell-level such that both, information on the bacterial colony and their

signal molecules can be obtained.

The aim of this work is to fill that empty gap in the literature with a model

that treats the simple but effective mechanism of quorum quenching with effect

on a bacterial colony as well as its signal molecules without using a multiscale

approach.

1.9 Outline of the thesis

In the second chapter a planktonic chemostat model in form of an ODE system is

introduced. The goal of this section is to investigate the quorum quenching mech-

anism itself and to suitably integrate a new equation with adequate parameters

for the quorum quenching in well-studied models for quorum sensing systems.

In the third chapter, the system is investigated in a two-dimensional domain. A

system of diffusion-reaction-equations is introduced and analysed. The focus in

this chapter is the spatial development of the biofilm and the chemical commu-

nication process.

The fourth chapter consists of the discussion of the results and the conclusion.
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Quorum quenching chemostat

model

”All models are wrong, but some models are useful.”

(G. Box)

2.1 Introduction

In this chapter a system of ordinary differential equations representing a QS-QQ-

chemostat model is introduced. The aim of this chapter is to investigate and

analyse the quorum quenching mechanism applied to a planktonic colony that

coordinates gene expressions with quorum sensing. For further explanation of a

standard chemostat model see section 1.5.

The model includes two types of bacteria, as there are down-regulated and up-

regulated cells as well as three dissolved substrates: the nutrients, quorum quench-

ing molecules (QQM) and quorum sensing molecules (AHL or QSM). While the

latter is produced by the bacterial cells, the former two are added to the system

with the feed. Down-regulated cells refer to the standard type and up-regulated

cells follow the group behaviour. The following variable names will be used for

these components:

Nd Down-regulated bacteria, ”normal” or non-resistant type

Nu Up-regulated bacteria, resistant type

C Nutrients

A Quorum sensing molecules (QSMs)

Q Quorum quenching molecules (QQMs).
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Chapter 2. Quorum quenching chemostat model

2.2 Modelling

2.2.1 Model assumptions

Our model derivation will be based on the following assumptions:

1. Chemostat:

The system is regarded in a chemostat setup. Assumptions for the general

chemostat setup follow [32]. The inflow and outflow rates are constant and

equal and the contents are well-stirred, resulting in a homogeneous spatial

distribution.

Nutrients and QQM are added with the feed at rate q. All the components

flow out of the system equally with rate q.

2. Consumption based cell growth:

Both, down- and up-regulated cells grow according to Monod kinetics [30]

with maximum growth rates µd and µu and half saturation concentration

kC . Following the assumptions in [41] and [2], an up-regulated cell divides

into γ up-regulated and (2− γ) down-regulated cells.

Nutrients are used up accordingly with yield coefficients yd and yu.

3. Up- and down-regulation:

The up-regulation and the down-regulation behave according to the Hill

equation with Hill constant n and threshold for the up-regulation kA [20].

The maximum rates for the up- and the down-regulation are denoted by α

and β respectively.

4. Production of QSMs:

Signal molecules are produced by both down- and up-regulated cells at a

basal rate κ0 [20].

The production of signal molecules is accelerated when the system becomes

up-regulated. This effect is again modelled with the Hill function for the

up-regulation and has maximal production rate κ1 [20].

5. QSM-QQM reaction:

The reaction of quorum sensing and quorum quenching is modelled with

saturation kinetics with maximum reaction rate ν, half saturation rate kQ

and reaction ratio between QSM and QQM r. [7, 39, 42].
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6. Initial conditions:

Initially, only down-regulated cells and nutrients are in the chemostat.

2.2.2 Model equations

Based on the assumptions (A1-A6) above, the model equations read as follows:

dNd

dt
= µdNd

C

kC + C
+ (2− γ)µuNu

C

kC + C︸ ︷︷ ︸
growth terms (A2)

− qNd︸ ︷︷ ︸
outflow (A1)

− αNd
An

knA + An︸ ︷︷ ︸
up-regulation (A3)

+ βNu
knA

knA + An︸ ︷︷ ︸
down-regulation (A3)

dNu

dt
= (γ − 1)µuNu

C

kC + C︸ ︷︷ ︸
growth term (A2)

− qNu︸ ︷︷ ︸
outflow (A1)

+ αNd
An

knA + An︸ ︷︷ ︸
up-regulation (A3)

− βNu
knA

knA + An︸ ︷︷ ︸
down-regulation (A3)

dC

dt
= q(C∞ − C)︸ ︷︷ ︸

in-/ outflow (A1)

− µd
yd

C

kC + C
Nd − µu

yu

C

kC + C
Nu︸ ︷︷ ︸

nutrient consumption (A2)

dA

dt
= κ0(Nu +Nd)︸ ︷︷ ︸

basic signal production (A4)

+ κ1Nu
An

knA + An︸ ︷︷ ︸
enhanced signal production by up-reg. cells (A4)

− νQ
A

kQ + A︸ ︷︷ ︸
QS-QQ reaction (A5)

− qA︸ ︷︷ ︸
outflow (A1)

dQ

dt
= q(Q∞ −Q)︸ ︷︷ ︸

in-/ outflow (A1)

− ν

r
Q

A

kQ + A︸ ︷︷ ︸
QS-QQ reaction (A5)

(2.1)
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with initial conditions according to A6
Nd(0) = N0

d ≥ 0

C(0) = C0 ≥ 0

Nu(0) = A(0) = Q(0) = 0.

(2.2)

2.2.3 Analytical treatment

Existence and uniqueness of a solution

The system (2.1) - (2.2) consists of non-linear, autonomous, first-order differential

equations and can more generally be written as

dy

dt
= f(y) (2.3)

y(0) = y0 (2.4)

where y(t) = (Nd(t), Nu(t), C(t), A(t), Q(t))T , y0 = (N0
d , N

0
u , C

0, A0, Q0)T and

f ∈ C(R5,R5).

Proposition 2.2.1. Let S := R+
0 × R+

0 × [0, C∞]× R+
0 × [0, Q∞] and let all the

parameters used in (2.1) be positive and the initial values (2.2) be non-negative.

The initial value problem (2.1) - (2.2) with initial values (N0
d , N

0
u , C

0, A0, Q0) ∈ S
has a unique solution which remains in S for all t > 0. Moreover, there exist

constants c1 and c2 such that

Nd +Nu + A ≤ c1e
(µ̄−q)t + c2

where κ̄ = κ1 + κ2 and µ̄ := max(µd, µu).

Proof. Assume, there exists a solution. Then, the following properties are satis-

fied:

Non-negativity: Given that all the parameters are positive and the initial values

are non-negative,

dNd

dt

∣∣∣∣
Nd=0,Nu,C,A,Q≥0

=
µu(2− γ)NuC

k + C
+

βNuk
n
A

knA + An
≥ 0.
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Thus, Nd does not decrease for Nd = 0 and C,A,Q ≥ 0. Similarly,

dNu

dt

∣∣∣∣
Nu=0,Nd,C,A,Q≥0

≥ 0,
dC

dt

∣∣∣∣
C=0,Nd,Nu,A,Q≥0

≥ 0,

dA

dt

∣∣∣∣
A=0,Nd,Nu,C,Q≥0

≥ 0,
dQ

dt

∣∣∣∣
Q=0,Nd,Nu,C,A≥0

≥ 0.

Since the tangent condition in [4, §10.XV] is satisfied, it follows that R5
+,0 is

positively invariant with respect to the system above, i.e. the model preserves

non-negativity.

Upper Bound: First, upper bounds for C and Q are derived:

dC

dt

∣∣∣∣
C=C̃≥C∞

= q(C∞ − C̃)− µd
yd

C̃

k + C̃
Nd −

µu
yu

C̃

k + C̃
Nu ≤ 0,

dQ

dt

∣∣∣∣
Q=Q̃≥Q∞

= q(Q∞ − Q̃)− ν2
Q̃

kQ + Q̃
A ≤ 0.

C decreases for values C̃ ≥ C∞. Thus, max(C∞, C0) is an upper bound for C.

Similarly, Q ≤ max(Q∞, Q0).

Again, with the tangent condition [4, §10.XV], the positive invariance of S with

respect to the system considered follows. Now, the existence discussion can be

restricted to S. Since the Jacobi matrix of f is continuous, it follows that f is

locally lipschitz continuous and thus, a solution exists on some interval t ∈ [0, tf ].

Let N := Nd +Nu, N
0 := N0

d +N0
u , κ̄ = κ1 + κ2 and µ̄ := max(µd, µu). Then

dN

dt
≤ (µ̄− q)N

and thus

N ≤ N0e(µ̄−q)t.

Similarly, for A:
dA

dt
≤ κ̄N.

Therefore,

A ≤ κ̄N0

µ̄− q
e(µ̄−q)t + c2
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and

N + A ≤ c1e
(µ̄−q)t + c2 ∀t ≥ 0,

where c1 = N0
(
1 + κ̄

µ̄−q

)
and c2 = A0 − κ̄N0

µ̄−q .

Thus, there is no blow up in finite time and a global solution exists according

Theorem A.0.3. Furthermore, the solution is unique.

Remark. No solution can satisfy Nd(t) = 0 and Nu(t) > 0 (or Nu(t) = 0 and

Nd(t) > 0) for any t > 0 since dNd

dt

∣∣∣∣
Nd=0,Nu>0

= µu(2−γ)NuC
k+C

+ βNukna
kna+An > 0.

Proposition 2.2.2. With conditions and assumptions from Theorem 2.2.1, the

solution y for the initial value problem (2.1) - (2.2) depends continuously on the

initial values and on the model parameters.

Proof. This results from Theorem A.0.6

Steady state analysis

In a chemostat model, the washout equilibrium always exists. This state describes

an equlibrium that is attained as soon as the dilution rate q is too high for the

population to proliferate. In that case, only the in-feed components remain in

the system and the population itself is washed out. A non-trivial equilibrium at

which all the components are present at their steady states is more interesting

for biological analyses, but often difficult to calculate explicitly.

Proposition 2.2.3. The washout equilibrium (0, 0, C∞, 0, Q∞) always exists

and is asymptotically stable if

q > max

(
C∞µd

kC + C∞
,
C∞(µu(γ − 1)− β)− kCβ

kC + C∞

)
. (2.5)

Proof. The Jacobian matrix evaluated at (0, 0, C∞, 0, Q∞) is
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J =



µdC

kC + C∞
− q µu(2− γ)C∞

kC + C∞
+ β 0 0 0

0
µu(γ − 1)C∞

kC + C∞
− β − q 0 0 0

−µdC∞

yd(kC + C∞)

−µuC∞

yu(kC + C∞)
−q 0 0

κ1 κ2 0 −q − ν1Q
∞

kQ
0

0 0 0
−ν2Q

∞

kQ
−q


.

The corresponding eigenvalues are:

λ1,2 = − q

λ3 = − q − Q∞ν1

kQ

λ4 = − q +
C∞µd

kC + C∞

λ5 = − q − β +
C∞µu(γ − 1)

kC + C∞

Given the non-negativity of Q∞ and the positivity of all the other parameters

used, it follows immediately that λ1,2,3 < 0. For λ4 to be negative, q > C∞µd
kC+C∞ has

to be satisfied. For λ5 to be negative, q > C∞(µu(γ−1)−β)−kCβ
kC+C∞ must be fulfilled.

Interestingly, the stability condition is determined by the growth rate of the

down-regulated cells µd when γ ≤ 1. Only when γ > 1 there is a chance that the

stability condition is dependant on the growth rate for the up-regulated cells.

Remark. For the parameters used for simulation experiments, given in Table 2.2

the washout equilibrium is unstable.

Simulations indicate the existence of a non-trivial equilibrium for the system,

however, this remains to be proven.

2.3 Simulation

For simulation experiments and further discussion of results, the entire system

was non-dimensionalised (section A). The denotation for the parameters was kept
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although the parameters now represent compositions of the previous parameters.

For further details see section A.

The new system reads as follows:

dNd

dt
= µdNd

C

kC + C
+ µu(2− γ)Nu

C

kC + C
−Nd

−αNd
An

1 + An
+ βNu

1

1 + An

dNu

dt
= µu(γ − 1)Nu

C

kC + C
−Nu

+αNd
An

1 + An
− βNu

1

1 + An

dC

dt
= (1− C)− (mdNd +muNu)

C

kC + C

dA

dt
= (Nu +Nd) + κNu

An

1 + An
− ν1Q

A

kQ + A
− A

dQ

dt
= (1−Q)− ν2Q

A

kQ + A

Remark. The variables C and Q were scaled with respect to their inflow con-

centrations respectively. Thus, changing the QQM inflow concentrations is now

reflected by adapting ν1 := νQ∞

qkA
(, whereas ν2 := ν

qr
is independent of the old

QQM inflow concentration). Also note that the independent time variable was

scaled with the dilution rate q and the latter is now implicitly given within the

other parameters.

2.3.1 Parameters

Many assumptions on parameter values were adopted (and adapted) from [20],

even though the authors consider a spatial model. The amount of literature

about reaction kinetics between quorum sensing molecules and quorum quench-

ing molecules is scarce and the information presented varies significantly. In

[7, 14, 42] quorum quenching and quorum sensing inhibition models are intro-

duced. In [7, 39, 42] measurements for the reaction kinetics are provided (Ta-

ble 2.1). Although these works share the approach of using Michaelis Menten
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kinetics
kcatA(t)

K + A(t)
, the parameter values fitted varied in the following ranges

Table 2.1: Ranges for parameter values found in the literature [7, 39]

Reaction rate kcat [0.038, 37.63]s−1

Michaelis constant K [0.036, 7.51]mM
Performance constant kcat/K [0.97, 14.1]mM−1s−1

Another parameter set for the QSM-QQM reaction is given in [42] with kcat =

0.1s−1 and K = 0.1µM . The performance constant is 103mM−1s−1 which is much

higher than the performance constants found in [7, 39] and was therefore not in-

tegrated into Table 2.1. The differences in these findings can be attributed to dis-

tinct experimental conditions and the use of various QSMs and QQMs. This fact

makes the choice for suitable reaction parameters rather difficult. Even though

the absolute values for these two parameters kcat and K change substantially, the

ratio of these two values kcat/K remains in the interval [0.97, 14.1]mM−1s−1.

The value kcat/K is often referred to as performance constant and reflects the

enzymatic performance. A higher value generally implies a higher catalytic ef-

ficiency [24]. Another parameter that characterises an enzyme reaction is 1/K

which represents the affinity of enzymes to a substrate - the greater 1/K the

more affinity enzymes show for the substrate [24]. According to [37], ’kinetically

perfect’ enzymes have ratios between

kcat
K
∈ [108, 1010]M−1s−1 =̂ [105, 107]mM−1s−1 (2.6)

The average performance constant for moderately efficient enzymes is

kcat
K
≈ 105M−1s−1 =̂ 102mM−1s−1 (2.7)

which exceeds the range of the values used in the research up to now. Following

this information, the enzyme reactions in the measurements given in [39, 7] are

quite inefficient.

Moreover, in coherence with the properties of the Michaelis Menten kinetics

kcatQ(t)
A(t)

K + A(t)
≈ kcat

K
A(t)Q(t) (2.8)

for A << K.
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As it will be seen in the base case simulation this is the case if K is chosen in

consistency with the literature, since A(t) < 550 in the base case (Figure 2.1b).

This is equivalent to 550 · kA = 0.0275mM considering the original source for the

parameter values [20].

Therefore, it will be distinguished between two different cases. In the first one

(Case 1 - Low affinity), K will be chosen in the upper part of the interval given

in Table 2.1 such that A << K, meaning the enzyme reaction rate corresponds to

(2.8). In that case only the ratio kcat/K is relevant and thus further investigation

concerning the actual value of kcat will be neglected. The only requirement is

K >> A(t). In this scenario a broad range of performance constants kcat/K will

be tested.

For the second case (Case 2 - High affinity) K will be chosen in the range

of A, such that the full scope of the Michaelis Menten reaction kinetics can be

observed. Here the actual values of K and kcat play an important role. In that

scenario it will be further distinguished between different values for kcat/K. An

emphasis is put on the following two situations described below.

In order to investigate the quorum quenching mechanism based on the informa-

tion given in the literature,
kcat
K

= 8.7mM−1s−1 is chosen in the range of the

measurements provided.

In addition to that, considering the possibility of a moderately efficient reaction,
kcat
K

will also be varied in higher intervals.

Remark. The reaction rate kcat and the Michaelis constant K represent the

values before the non-dimensionalisation. Thus, kcat = ν, which affects the new

parameters ν1 and ν2 and kQ = K/kA.

2.3.2 Computational setup

All the simulations in this chapter were conducted using Matlab. For the nu-

merical solution of the ODE system the Matlab routine ode15s was used. The

initial conditions were defined to be

(N0
d , N

0
u , C

0, A0, Q0) = (1/5, 0, 4, 0, 0) (2.9)

for all following simulations. To enable initial cell growth the nutrient concentra-

tion was set to a greater value than the nutrient feed concentration.
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Table 2.2: Description of parameters for the chemostat model (before non-dimensionalisation)

Parameter description Parameter Value Unit Source

Dilution rate (Scaling factor) q 0.6 d−1 assumed
Threshold for the up-regulation (Scaling factor) kA 50 nM [20]
Basic production rate of QSM κ0 5500 nMd−1g−1m3 [20]
Nutrient inflow concentration (Scaling factor) C∞ 4 gm−3 assumed
QQM inflow concentration (Scaling factor) Q∞ will be varied gm−3 -
Max. growth rate of down-reg. cells µd 6 d−1 [20]
Max. growth rate of up-reg. cells µu 4 d−1 [20]
Number of Nu being produced when one Nu divides γ 0, 1, 2 - [41]
Half saturation concentration kC 1 gm−3 [20]
Max. up-regulation rate α 2.5 d−1 [20]
Max. down-regulation rate β 2.5 d−1 [20]
Enhanced production rate of QSM κ1 55000 nMd−1g−1m3 [20]
Ratio between enhanced and base QS production rates κ 10 − [20]
Yield coefficient for Nd yd 1 − assumed
Yield coefficient for Nu yu 2/3 − assumed
Hill coefficient n 2.5 − [20]
QSM-QQM reaction rate for A ν1 will be varied d−1 [7, 39, 42]
QSM-QQM reaction rate for Q ν2 will be varied d−1 [7, 39, 42]
Half saturation rate for A in reaction kinetics kQ will be varied nM [7, 39, 42]
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2.3.3 Typical simulation

In order to generate a reference case the quorum sensing system without quorum

quenching molecules is examined first.

(a) Down- and up regulated cells Nd and Nu

(b) QSM A and QQM Q = 0 (c) C

Figure 2.1: Typical simulation of the quorum sensing model (without QQM,
Q∞ = 0)

In Figure 2.1 the development of the four active components, which are the down-

and up-regulated bacterial cells (Figure 2.1a), the quorum sensing molecule (Fig-

ure 2.1b) and the nutrients (Figure 2.1c) are displayed.

The down-regulated population grows and achieves its peak at t = 1.15 where

Nd = 42.72, then drops steeply to their equilibrium N∗d = 7.94. The growth of

the up-regulated type begins slowly but accelerates around t = 0.55. The up-

regulated cells exceed the down-regulated type at t = 1.15, attain their maximum

Nu = 71.02 at t = 1.53 and then also decrease to a steady state at approximately

N∗u = 33.08.

The quorum sensing molecules A are produced moderately at the beginning of
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the simulation, but as soon as the threshold for the up-regulation is exceeded at

t = 0.55, the QSMs rise steeply until the maximum A = 536.17 is attained at

t = 2.70. They gradually decline to the equilibrium A∗ = 371.85.

The nutrients C start at their initial condition C = 4 and are consumed rapidly

until t = 1.53 where the minimum C = 0.075 is reached. The nutrients slowly

accumulate again until C equilibrates at C∗ = 0.16.

The components Nd, Nu, A and C reach their steady states at approximately

t = 2.5, t = 6.5, t = 8.5 and t = 4.5 respectively.

2.3.4 Local sensitivity analysis

In order to assess the sensitivity of the model with respect to its parameter values

the steady states of the dependent variables were compared. For the first sensi-

tivity analysis the latin hypercube sampling method [22] was used. This method

is meant to provide a good overview of how uncertainty in parameter values af-

fect the outcome, but does not supply detailed information on the influence of

individual parameters. Therefore, an one-per-one sensitivity analysis will be con-

ducted afterwards to gain comprehensive results for each parameter. In both

methods it is distinguished between the ”scaling parameters” that were used for

the non-dimensionalisation of the system and the remaining ”parameters”. Note

that scaling parameters have a direct influence on some other parameters in the

non-dimensional system. Moreover, there will be analyses for both, the system

without quorum quenching, meaning Q∞ = 0, and with quorum quenching. For

all the visualisations boxplots of the steady state values are used.

Table 2.3: Table of parameters and scaling factors used for the sensitivity analysis

Number 1 2 3 4 5 6
Parameter µd µu k α β n

Value 10 20/3 1 25/6 25/6 2.5

Number 7 8 9 10 11 12
Parameter κ md mu ν1 ν2 kQ

Value 10 15/100 15/100 106/3 5000/6 2

Number 1 2 3 4 5
Scaling Parameter q κ0 C∞ kA Q∞

Value 0.6 500 4 50 2000
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Latin hypercube sampling

As mentioned above, this method provides a general overview of how uncertainty

in parameter values affects the result. The idea of this method is to divide the

range of each parameter in equally probable intervals and to sample the values for

all parameters in their respective ranges at the same time. To compare different

cases the parameters were varied within [P ± 0.05P ] and [P ± 0.4P ] around their

reference values P (see Table 2.3). The number of samples was set to n = 1000.

Simulations with different parameter ranges were also conducted, although with

similar outcomes and hence, will not be discussed further. For demonstration

only the two intervals mentioned are used.

In Figure 2.2 and Figure 2.3 the steady states of Nd, Nu, C and A can be found

for simulations without quorum quenching. While in Figure 2.2 the parmeters

1-9 and the scaling parameters 1-4 (Table 2.3) were varied within ±5% of their

reference value, the range was extended to ±40% in Figure 2.3. When param-

eters 1-9 are varied within ±5% of their reference value, steady states N∗d , N∗u ,

C∗ and A∗ fluctuate approximately between [m(N∗d ) ± 12.5%], [m(N∗u) ± 10%],

[m(C∗) ± 10%] and [m(A∗) ± 13%] where m(.) denotes the median respectively.

These observations do not change significantly when the scaling parameters 1-4

are varied. When the values for parameters 1-9 are sampled in [P ± 0.4P ] the

ranges for N∗d , N∗u , C∗ and A∗ are approximately [m(N∗d )−60%, [m(N∗d )+ 300%],

[m(N∗u) − 50%,m(N∗u) + 230%], [m(C∗) − 50%,m(C∗) + 200%] and [m(A∗) −
50%,m(A∗) + 270%] respectively (Figure 2.3). When the scaling parameters are

varied, the boxplots for down-regulated cells Nd and nutrients C remain almost

constant. The up-regulated cells Nu and A, however, are more sensible with re-

spect to the input variables. The broader ranges for the steady states for the

second sensitivity analysis can be explained by the separation of the outcomes

into the up- and the down-regulated section.

The medians in all those plots, however, do not seem to move significantly. Only

the ranges of the boxes and whiskers are spread in a greater area when the inter-

val around the standard value is increasing. Even though the latter observation

is rather predictable it motivates to further investigate the influence of single

parameters.

In Figure 2.4a, Figure 2.4b and Figure 2.5 the system with the quorum quenching
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mechanism is considered. Again, for the variation within P ± 5%P the steady

states remain in a small range except for some outliers, whereas they change more

significantly in the case P±40%P . The medians stay almost constant throughout

the two cases, but the range of the boxes and whiskers, again, vary. The outliers

can be explained with a switch between an up-regulated and a down-regulated

final state.

One-per-one sensitivity analysis

The previous method does not provide any information on the influence of single

parameters. Therefore, an additional one-per-one sensitivity analysis was con-

ducted. Several ranges for the variation of each parameter were tested with simi-

lar outcomes (Figure 2.6a, Figure 2.6b). Hence, the variation intervals [P±0.05P ]

and [P ± 0.4P ] was chosen for following exemplary figures.

For every parameter 500 uniformly distributed values were sampled in the range

of its according interval. The default values for each parameter can again be

found in Table 2.3.

Again, the system without quorum quenching mechanism will be investigated

first. Figure 2.6 shows the sensitivity of the steady states of Nd, Nu, C and A

respectively. The bacterial cells are most sensitive to the growth rates µd, µu and

to the consumption rates whereas the consumption rate by up-regulated cells is

more critical. The down-regulated cells are furthermore sensitive to changes of

the up-regulation rate α. The half-saturation rate barely affects the steady state

of the bacteria. The steady states of C are highly sensitive to the half-saturation

concentration kC and the growth rate for the up-regulated cells µu and a little

bit less sensitive to the growth rate of the down-regulated type µd. Also, the

up-regulation rate α has a small impact on the steady states of C. The steady

state of the quorum sensing molecule A is sensitive to both of the growth rates µd

and µu, the QSM production ratio κ and the consumption by up-regulated cells

mu. The half saturation kC , the up-regulation rate α and the consumption rate

for the down-regulated cells md have only little influence on the steady state of A.

The sensitivity analysis was also conducted for the scaling parameters q, κ0,

C∞ and kA (Table 2.3). While C seems to be unaffected by κ0 and kA, all of

the four scaling values almost equally affect the other components Nd, Nu, A
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(Figure 2.6c).

Now the whole system with quorum quenching is regarded. When the parame-

ters are varied only in the small range around its reference value [P ± 5%] only

some parameters affect the outcome. The down-regulated type is influenced by

µd, k and md, the up-regulated type by µd, α, β, n, md, ν1 and kQ, the nutrients

C are only affected by µd and k and the QSM A by µd, md, ν1 and kQ (Fig-

ure 2.7a). In Figure 2.7b the greater range of the parameter variation results in

more fluctuation within the equilibria. The relatively large area covered by the

boxes when parameters are varied in [P ± 40%] is due to the mix of final up- and

down-regulated states. Parameters µd, µu, κ, mu, ν1 and ν2 can thus modify the

final result. The two parameters β and n do not seem to have an effect at all.

In general it can be observed that uncertainty in some special parameters such

as β and n result in a damped fluctuation of outcomes. Input fluctuations in

other parameters such as µd, k, md, ν1,2 and kQ are amplified in the steady state

outcomes. Reasons for this will be discussed in section 2.5.
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(a) Parameters 1-9

(b) Scaling parameters 1-4

Figure 2.2: Latin Hypercube Sampling in the range of [P ± 0.05P ] for a) param-
eters 1-9 and b) scaling parameters 1-4 - Simulation without quorum quenching
- Sensitivity of steady states for Nd, Nu, C and A (see Table 2.3)
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(a) Parameters 1-9

(b) Scaling parameters 1-4

Figure 2.3: Latin Hypercube Sampling in the range of [P ± 0.4P ] for a) parame-
ters 1-9 and b) scaling parameters 1-4 - Simulation without quorum quenching -
Sensitivity of steady states Nd, Nu, C and A (see Table 2.3)
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(a) P ± 0.05P

(b) P ± 0.4P

Figure 2.4: Latin Hypercube Sampling in the range [P ±0.05P ] - Simulation with
quorum quenching - Sensitivity of steady states with respect to parameters 1-12
(see Table 2.3) - Steady states for Nd, Nu, C, A
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(a) ±5%

(b) ±40%

Figure 2.5: Latin Hypercube Sampling in the range a) [P ± 0.05P ] b) [P ± 0.4P ]
- Simulation with quorum quenching - Sensitivity of steady states with respect
to parameters 1-12 (see Table 2.3) - Steady states for Q
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(a) Parameters 1-9, [P ± 0.05P ]

(b) Parameters 1-9, [P ± 0.4P ]

(c) Scaling parameters 1-4, [P ± 0.4P ]

Figure 2.6: One-per-one SSA - Simulations without quorum quenching - Sensitiv-
ity of steady states with respect to a) parameters 1-9 in [P±0.05P ], b) parameters
1-9 in [P ± 0.4P ] and c) scaling parameters 1-4 in [P ± 0.4P ] (see Table 2.3) -
Steady states for Nd, Nu, C, A 42
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(a) Parameters 1-12, [P ± 0.05P ]

(b) Parameters 1-12, [P ± 0.4P ]

(c) Scaling parameters 1-5

Figure 2.7: One-per-one SSA - Simulation with quorum quenching - Sensitivity
of steady states with respect to parameters 1-12 in a) [P ± 0.05P ], b) [P ± 0.4P ]
and c) scaling parameters 1-5 in [P ± 0.4P ] (see Table 2.3) - Steady states for
Nd, Nu, C, A 43
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(a) ±5%

(b) ±40%

Figure 2.8: One-per-one SSA in the range a) [P±0.4P ] b) [P±0.4P ] - Simulation
with quorum quenching - Sensitivity of steady states with respect to scaling
parameters 1-12 (see Table 2.3) - Steady states for Q
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2.4 Results

2.4.1 Case 1: Low QQM affinity to the substrate

The main question to answer will be how different QQM inflow concentrations

affect the outcome of the system considering a variety of parameter combinations

for the reaction term. First, it was assumed that A << K, thus the Michaelis

constant was set to kQ = K/kA = 1000000/kA. The performance constant for

the first simulation was chosen to lie within the interval provided in the literature

(Table 2.1), kcat/K = 8.7mM−1s−1.

(a) Down- and up-regulated cells

(b) QSMs and QQMs (c) Nutrients

Figure 2.9: Typical quorum quenching simulations with Q∞ = 600 – a) down-
and up-regulated cells Nd and Nu, b) QSMs A and QQMs Q and c) nutrients C
– With Michaelis constant: kQ = 1000000/kA >> A and performance constant
kcat/K = 8.7mM−1s−1

In Figure 2.9 and Figure 2.10 two typical simulations of the quorum quenching
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(a) Down- and up-regulated cells

(b) QSMs and QQMs (c) Nutrients

Figure 2.10: Typical quorum quenching simulations with Q∞ = 1200 – a) down-
and up-regulated cells Nd and Nu, b) QSMs A and QQMs Q and c) nutrients C
– With Michaelis constant: kQ = 1000000/kA >> A and performance constant
kcat/K = 8.7mM−1s−1

model are displayed. Please note the different scales for down- and up-regulated

cells and QSMs and QQMs respectively.

In Figure 2.9, the amount of QQM is too small to prevent the up-regulation of the

colony eventually. The down-regulated cell type dominates the system as long as

there are enough QQM to suppress the emergence of QSM. As soon as the QQM

are used up, the amount of QSM rises sharply and so does the up-regulated pop-

ulation. The down-regulated community sank fast to its equilibrium. The steady

state of the system is reached at approximately t = 8.

In Figure 2.10 however, there are sufficient QQM in the system to prohibit the

up-regulation. At first the QSMs and the up-regulated cells are increasing but

at approximately t = 1.5 they drop to their steady state. The down-regulated

cells rise until they reach their peak shortly after t = 1 and then too decrease to
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their final state. The amount of QQMs increases fast, then sinks at the time the

QSMs are reaching their peak, but then again grow slowly to their equilibrium.

These outcomes (Figure 2.9 and Figure 2.10) were also observed in several other

simulations with similar settings.

The steady states were reached later in the simulations with QQMs than the

steady states of the simple QS-system. For comparison the times when the steady

state are approached are listed in Table 2.4.

Table 2.4: Times when steady states are reached for all components

Case Nd Nu C A Q

Base case (Figure 2.1) 2.5 6.5 4.5 8.5 -
Q∞ = 600 (Figure 2.9) 3 7 4.5 9 2
Q∞ = 1200 (Figure 2.10) 7 7 4.5 7 7

When comparing the development of each trajectory it can be observed that the

nutrient’s trajectory C(t) stays constant across different simulations. Initially

their concentration is higher than the nutrient feed concentration, they are used

up before t = 1 and enable initial growth of the biomass. Thereafter, nutrients are

limited which reflects biologically relevant systems as many bacterial pathogens

proliferate in nutrient limiting environments.

The down-regulated component Nd is overruled by up-regulated cells at t = 1 in

the base case (Figure 2.1). When QQMs are added, the growth of up-regulated

cells is prohibited long enough for the down-regulated part to grow up to almost

a 3-fold of the base case. The peak of the up-regulated cells Nu depends on the

amount of QQMs added and almost equals the base case (Figure 2.1) for the

up-regulated outcome (Figure 2.9) and reduces to approximately a 1/120 part of

the base case peak for the down-regulated outcome.

Moreover, it can be demonstrated that the QQM inflow does not significantly

affect the steady states of the two cell types and the nutrient. This effect was

already insinuated in the sensitivity analysis Figure 2.7c. For this reason, 500 val-

ues for Q∞ were randomly picked in the range of [100, 105] such that the decadal

logarithm of the sample is uniformly distributed. In Figure 2.11 and Figure 2.12

the equilibria of all components were plotted against Q∞. Figure 2.11 demon-

strates the consistency of those two outcomes over a broad range for Q∞ whereas

Figure 2.12 displays sharp switch between these states. Both visualisations are
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based on the same set of simulations. No matter how low or high the QQM in-

flow concentration is, the system either stays up-regulated as in Figure 2.9 or the

up-regulation is completely suppressed by a sufficiently high dose of QQM as in

Figure 2.10. Only in a small interval for Q∞ the steady states are in a transition

area between these two possible events.

(a) Down- and up-regulated cells

(b) QSMs and QQMs (c) Nutrients

Figure 2.11: Steady states depending on various values for Q∞ ∈ [100, 105] for
a) down- and up-regulated cells, b) QSMs and QQMs and c) nutrients – With
Michaelis constant: kQ = 1000000/kA >> A and performance constant kcat/K =
8.7mM−1s−1

In order to demonstrate this phenomenon also for other performance constant,

both Q∞ and the performance constant kcat/K were varied between [400, 800] and

[100, 103] respectively. In Figure 2.13 the steady state values for Nd, Nu, C, A

and Q are plotted against kcat/K and Q∞. Again, a sharp boundary between the

system’s two states can be observed. The steady state values for the nutrients,

the down- and the up-regulated cells do not vary significantly within the down-
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(a) Down- and up-regulated cells

(b) QSMs and QQMs (c) Nutrients

Figure 2.12: Steady states depending on various values for Q∞ ∈ [620, 621] for
a) down- and up-regulated cells, b) QSMs and QQMs and c) nutrients – With
Michaelis constant: kQ = 1000000/kA >> A and performance constant kcat/K =
8.7mM−1s−1

regulated or up-regulated outcome. In the case of up-regulation, the equilibria of

QSMs vary between 200 and 250 depending on Q∞ (Figure 2.13d). The equilibria

of the QQM stay constant when the system ends up being up-regulated and range

between 0.3 and 0.6 in the down-regulated event.
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(a) Down-regulated cells (b) Up-regulated cells

(c) Nutrients (d) QSMs

(e) QQMs

Figure 2.13: Steady states depending on various values for Q∞ and kcat/K for a)
down-regulated cells, b) up-regulated cells, c) nutrients, d) QSMs and e) QQMs
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2.4.2 Case 2: High QQM affinity to the substrate

In various simulations it was verified for the previous case where A << K that

the magnitude of the values itself does indeed not affect the steady states or

the qualitative development of the components, but the ratio alone determines

everything. Now, it will be shown that even for some K in the range of A, the

steady states for Nd, Nu and C do not alter if K is varied while kcat/K is kept

constant. In Figure 2.14 four simulations with very different reaction parame-

ters kcat and K but constant ratio kcat/K = 8.7 are displayed as an example.

While the K used for Figure 2.14a clearly exceeds the range of A, the K values

chosen for Figure 2.14b, Figure 2.14c and Figure 2.14d are near or in the range

of A. Nonetheless, the steady states for Nd, Nu, C and A stay quite constant

within those examples. Only the value for the Q equilibrium differed in the last

simulation Figure 2.14d. Apart from the shape and width of the peak in the

down-regulated cells, the simulations in Figure 2.14 look very similar in terms of

time of up-regulation and shape of trajectories. These observations suggest that

the performance constante kcat/K plays a crucial role for the eventual state of

the biomass types even if K is chosen near to A.

To check this hypothesis, 300 values for kcat/K ∈ [100, 103] and 400 values for

K ∈ [101, 106] were again randomly picked, such that the decadal logarithms

of the samples are uniformly distributed. The equilibria can be found in (Fig-

ure 2.15). The blue area in Figure 2.15a represents the up-regulated final state,

the yellow the final down-regulated one. In Figure 2.15b and Figure 2.15c it

is vice versa. While the upper half of all the images represent the case where

A << K, the lower half puts K closer to A. Outside of the region [101, 2 · 101]

for kcat/K it seems that the outcome for Nd, Nu and C still only depends on the

performance constant and not on the values for the reaction kinetics itself. The

steady states for A and Q however are more affected by changes in K or kcat/K.

If the performance rate is very small, both A and Q end up having greater equi-

libria than in a more efficient case (Figure 2.15d, Figure 2.15e).

Furthermore, the sharp boundary between the up-regulated and the down-regulated

final state - which was demonstrated for for K >> A in Figure 2.11 and Fig-

ure 2.12 - could also be detected for K in the range of A (Figure 2.16). Inter-

estingly, it seems that the sharp boundary between up- and down-regulated final

state is not dependent on K but on kcat/K.
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(a) ν = 1750000, kQ = 46562.36

(b) ν = 9020.16, kQ = 720

(c) ν = 5000, kQ = 133.0344

(d) ν = 50.112, kQ = 4

Figure 2.14: Four exemplary simulations with constant ratio kcat/K =
8.7s−1mM−1, or equivalently ν/(50kQ) = 0.75168d−1nM−1
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(a) Down-regulated cells (b) Up-regulated cells

(c) Nutrients (d) QSMs

(e) QQMs

Figure 2.15: Steady states depending on various values for kcat/K and K for a)
down-regulated cells, b) up-regulated cells, c) nutrients, d) QSMs and e) QQMs
- Q∞ = 600
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(a) Down-regulated cells (b) Up-regulated cells

(c) Nutrients (d) QSMs

(e) QQMs

Figure 2.16: Steady states depending on various values for kcat/K and Q∞ for a)
down-regulated cells, b) up-regulated cells, c) nutrients, d) QSMs and e) QQMs
- K = 500/kA
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2.4.3 Boundary between up- and down-regulated equilib-

rium

Figure 2.13 and Figure 2.16 suggest that the amount of QQM necessary in order

to suppress the up-regulation depends on the performance constant kcat/K. The

parameter K, however, seems to not be influencing this relation in a significant

way. Therefore, a curve was fitted to the data between up- and down-regulated

outcome for both, the low affinity and the high affinity case. For this purpose,

the Matlab curve fitting tool was used with the ansatz

Q∞(x) = axb + c

Table 2.5: Fitted coefficients to the ansatz Q∞ = axb + c for low affinity (2.4.1,
Figure 2.13) and high affinity (2.4.2, Figure 2.16)

Low affinity High affinity
Coefficient 95% CI Coefficient 95 % CI

a = 1972 (1954; 1990) a = 2107 (2084; 2129)
b = −1.032 (−1.037;−1.027) b = −1.042 (−1.047;−1.036)
c = 408.8 (408.4; 409.1) c = 408.9 (408.5; 409.2)

Goodness of fit R2 = 0.9997 Goodness of fit R2 = 0.9997
SSE = 508 SSE = 518.3

(a) b not fixed (b) b = −1 fixed

Figure 2.17: Fitted curves and underlying data for both, the high affinity and the
low affinity case with a) free parameters a, b, c b) free parameters a, c and fixed
b = −1

The performance constant was restricted to be ≥ 5 in this context. The two

curves fitted to the data for low and high affinity approach each other with in-

creasing performance constant. For smaller performance constants the functions

are clearly separated, however, the maximum distance between them is 19.3545.
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Since the exponent in the fitted function seems to be close to −1, the fit was

repeated with fixed b = −1. Both fits, with fixed and unfixed b, are robust to

changes in initial guesses of the parameter fitting procedure. The goodness of the

second fit suggests that b = −1 can be chosen without loosing information and a

simpler model for the fitting procedure can be chosen.

Table 2.6: Fitted coefficients to the ansatz Q∞ = ax−1 + c for low affinity (2.4.1,
Figure 2.13) and high affinity (2.4.2, Figure 2.16)

Low affinity High affinity
Coefficient 95% CI Coefficient 95 % CI

a = 1860 (1854; 1865) a = 1944 (1938; 1950)
c = 407.1 (406.8; 407.4) c = 406.9 (406.6; 407.3)

Goodness of fit R2 = 0.9995 Goodness of fit R2 = 0.9994
SSE = 879.8 SSE = 1041

Following these results, the QQM inflow necessary in order to prevent up-regulation

is proportional to the reciprocal of the performance constant, i.e. 1/x = K/kcat.

2.4.4 The effect of γ on the behaviour of the system

γ represents the number of up-regulated cells that are produced when a single

up-regulated cell divides. In accordance to that, (2 − γ) down-regulated cells

are produced in the same process. The value of γ highly depends on the AHL

concentration inside and around the dividing cell. If the AHL concentration is

high enough, it is possible that the up-regulated cell divides into two up-regulated

cells. In [20] it is assumed that γ = 2 whereas in [41] this parameter is treated as

unknown. In [41] some measurements for that parameter were provided, however,

these simulation experiments were conducted under very specific conditions and

thus, can not be assumed generally.

Therefore, the following simulation experiments were designed in order to deter-

mine whether γ has an impact on the process of up-regulation and on the steady

states. Although γ might be considered as a stochastic value in the interval [0, 2],

it is here assumed that γ can attain only the integer values 0, 1, 2. For these

simulations the parameter values given in table (Table 2.2) were used.

In Figure 2.18 three simulations without QQM, i.e. Q∞ = 0 are displayed for

γ = 0, 1, 2. While the nutrient concentration (Figure 2.18c) hardly changes for
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different γ, the other components show changes. The QSM A (Figure 2.18b)

and the up-regulated cell type Nu (Figure 2.18a) is increase with γ. For the

down-regulated cells Nd (Figure 2.18a), the opposite holds. When γ = 2, the

down-regulated cells almost completely vanish.

In Figure 2.19 three quorum quenching simulation with Q∞ = 600, K = 500

and kcat/K = 8.7 are displayed. Again, γ ∈ {0, 1, 2}. Apart from the fact that

the down-regulated cells almost completely vanish again, the other components

do not vary significantly. However, there is a sensitive interval for Q∞ where

γ determines whether the final state is up- or down-regulated Figure 2.20. In

Figure 2.20a the up-regulation of the system with γ = 0 is suppressed and in

Figure 2.20b there are enough quorum quenching molecules to act on both, the

system with γ = 0 and γ = 1. The model where an up-regulated cell divides into

two up-regulated cells is thus the most resistant against quorum quenching.

(a) Down- and up-regulated cells (Nd and Nu) for γ = 0, 1, 2

(b) QSM A for γ = 0, 1, 2 (c) Nutrient C for γ = 0, 1, 2

Figure 2.18: Simulation without QQM (Q∞ = 0) for γ = 0, 1, 2
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(a) Down- and up-regulated cells (Nd and Nu) for γ = 0, 1, 2

(b) QSM A for γ = 0, 1, 2 (c) QQM Q for γ = 0, 1, 2

Figure 2.19: Simulation with QQM for γ = 0, 1, 2 (Q∞ = 600, K = 500, kcat/K =
8.7)

(a) Q∞ = 627.5 (b) Q∞ = 634.3

Figure 2.20: Quorum Quenching simulations for Nd and Nu with K = 500,
kcat/K = 8.7, γ = 0, 1, 2
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2.5 Discussion

The chemostat setting provided a good environment for the initial investigation

of the quorum quenching mechanism. The simulations were fast and could be

easily modified. Also, the properties of the ODEs used enabled the classification

into the ”up-regulated” and ”down-regulated” state since the system equilibrated

at some point.

In some way, this chapter’s aim was to understand the reaction kinetics between

quorum sensing - and quorum quenching molecules in order to make a good pa-

rameter choice when it comes to the more complex two-dimensional model.

Before simulations experiments were made a comprehensive sensitivity analy-

sis was conducted. The parameters with the most influence on steady states

of the system are the growth rate for down-regulated cells, the half saturation

concentration for the growth by nutrient consumption, the consumption rate by

down-regulated cells, the two reaction rates for the QSM and QQM as well as

the half rate constant for the reaction. The down-regulation rate and the Hill

exponent in the switch function between up- and down-regulated state seem not

to have an influence at all. A reason for this is that down-regulation hardly ever

occurs since the concentration of QSMs always exceeded the threshold for the

switch.

The literature concerning quorum quenching models is very limited and parameter

values given for the reaction kinetics between QS- and QQMs differ significantly.

Therefore, a comprehensive investigation of many different, possible scenarios was

necessary. In many biological articles, it was suggested that the ratio between the

catalytic reaction rate and the Michaelis constant kcat/K would properly reflect

the efficiency of a(n) (enzyme) reaction [3, 24, 37]. For that reason, a main focus

was set on modifying this so-called performance constant kcat/K.

The simulation experiments were categorised into two cases: One case, where the

QSMs show low reaction affinity to the QQM and a second case where the QSMs

show high affinity. In both cases, however, similar quantitative results could

be observed for the steady states (Figure 2.13, Figure 2.16). Interestingly, the

transition between up- and down-regulated outcome is not continuous but rather

abrupt. The parameter field gets divided into two sections - the up-regulated

area and the down-regulated area. In either of those, the steady states change

only in the QSM and the QQM. The equilibrium values for the nutrients, the

down- and the up-regulated cell types stay almost constant in those sections.
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This bifurcation is not only dependent on the QQM feed concentration, but also

sensitive to the growth rates for down- and up-regulated cells, the ratio between

enhanced and basic QSM production rate, the consumption rate of up-regulated

cells and both the QSM-QQM reaction rates (Figure 2.7b, Figure 2.8b).

This switch-like behaviour is supported by many other simulations and is also con-

sistent with the findings in [14]. Furthermore, it seems that the inflow amount

of QQMs can be expressed in dependence of the performance constant. Hence, a

curve was fitted to the low affinity case and to the high affinity case, respectively.

These obtained functions, however, are almost equal and are able to describe

the minimal amount of QQMs needed in order to prevent an up-regulation of the

system. Although the functions are almost equal, in the case with higher reaction

efficiency less QQMs were needed to prevent the up-regulation.

Another focus of the investigation was the question whether the phenotype of

up-regulated cells is inherited. This parameter is highly dependent on the QSM

concentration around and inside the cell during its division process. The number

of up-regulated descendants from an up-regulated cell is of importance when it

comes to optimising the QQM feed concentration in order to suppress total up-

regulation. In [41] it was treated as unknown whereas it was treated as discrete

value in the range {0, 1, 2} here. It could be demonstrated that, in a certain inter-

val for the QQM feed concentration, the inheritance of the phenotype determines

the final state. In reality, this interval could be meaningless small or significantly

large - an answer to that would need more biological expertise and thus, cannot

be given at this point. It should, however, be remarked that this is an interesting

result which could be subject to further research. In some (medical) cases, where

quorum quenching is applied as an adjuvant to traditional antibiotics, a better

quantification of inheritance of phenotypes could enable the right dosage for the

treatment strategy. An interesting approach for the future would be to choose

this parameter as a random variable.

Given that limited amount of literature on quorum quenching models and quorum

quenching reaction kinetics, it cannot be concluded which parameters are suitable

and which are not. A comprehensive biological study on both, quorum sensing

and quorum quenching in a specific bacterial species that provides complete in-

formation on parameters would facilitate future work on this subject significantly.

That way, all the parameters can be drawn from one source and do not need to

be puzzled together from many different experiments.
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Since medical treatment strategy with quorum quenching is not well established

yet, there is also little information on how and in what doses quorum quenching

molecules would be administered.

In a well mixed environment, quorum sensing could be successfully and sustain-

ably prohibited when enough QQM were added to the system. That means that

the majority of cells stayed down-regulated, i.e. non-resistant in a case where

antimicrobial resistance is quorum sensing triggered.
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Spatial quorum quenching model

”I have deeply regretted that I did not proceed far enough at least to understand

something of the great leading principles of mathematics, for men thus endowed

seem to have an extra sense.”

(Ch. Darwin)

3.1 Introduction

In this chapter, a system of reaction-diffusion equations representing a QS-QQ-

biofilm model is introduced. The aim of this chapter is to investigate and analyse

the quorum quenching mechanism applied to a spatially structured biofilm colony

that coordinates gene expressions with quorum sensing. For further explanation

of a standard biofilm model, see section 1.6. The model includes two types of

bacteria, as there are down-regulated and up-regulated cells, and three dissolved

substrates, the nutrients, quorum quenching molecules (QQM) and quorum sens-

ing molecules (AHL or QSM). While the latter is produced by the bacterial cells,

the former two are added to the system through the top boundary of the domain.

Down-regulated cells refer to the standard type and up-regulated cells follow the

group behaviour. The following variable names will be used for these components:

Nd Volume fraction of down-regulated bacteria

Nu Volume fraction of up-regulated bacteria

C Concentration of nutrients

A Amount of quorum sensing molecules (QSM)

Q Amount of quorum quenching molecules (QQM)
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3.2 Modelling

3.2.1 Model assumptions

The following assumptions were made in order to govern the equations:

1. Domain (A1): The considered region Ω is bounded and consists of two

separated areas: The aqueous phase Ω0(t) is characterised by the absence of

biomass whereas the biofilm Ω1(t) is the area where the biomass is located.

Both subdomains are changing in time as the biofilm grows. Nothing can

leave or enter the region through the bottom, left and right boundary. Nu-

trients and QQM can enter through the top boundary and QSM can leave

the region there.

2. Behaviour switch (A2): There are two different types of biomass, down-

and up-regulated cells. The former switch to an up-regulated state as soon

as a specific threshold of QSM is reached locally around the cells. The

up-regulated cells do not necessarily keep their state. As soon as the local

QSM concentration drops below the threshold, they become down-regulated

again. Both theses processes are modelled with Hill equations. For further

information on the Hill equation see section 1.7.

3. Signal production (A3): Both of these cell types produce these signal

molecules to ”communicate” with each other. All cells produce signals at

a base level, while up-regulated ones release them at an enhanced rate.

The base level signal production is linearly dependent on the biomass. The

enhanced signal production is modelled with the Hill equation.

4. Cell growth and nutrient consumption (A4): Cell growth by nutri-

ent consumption is described with the Monod equation. We assume that

down-regulated cells grow faster than up-regulated cells and both types have

the same consumption rate. Biologically, this would mean that the group

behaviour expressed by the up-regulated cells engage in an enhanced util-

isation of the nutrients consumed and thus results in a decreased growth.

Furthermore it is assumed, that the half saturation concentration is the

same for both, up- and down-regulated cells.

5. Natural decay (A5): Both types of bacterial cells Nd and Nu as well as

the QSM A decay naturally.

63



Chapter 3. Spatial quorum quenching model

6. QSM-QQM reaction (A6): The reaction of quorum sensing molecules

with quorum quenching molecules is modelled with Michaelis-Menten ki-

netics ([39], [42], [7]).

7. Diffusivity of biomass (A7): For the biomass, a density dependent dif-

fusion coefficient was used. This coefficient disappears when the biomass

is zero and blows up when the biomass approaches one. This enables the

spatial growth of the colony and ensures its sharp contour.

8. Diffusivity of substrates (A8): The substrates, i.e. the nutrient, the

QSM and the QQM, are subject to Fickian diffusion. The diffusion in the

biofilm is assumed to be slower than diffusion in the aquaeous phase.
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3.2.2 Model equations

In accordance with the assumptions above, the model equations read as follows:

∂Nd

∂t
= ∇ · (DN(N)∇Nd) + µdNd

C

k + C︸ ︷︷ ︸
growth term, A4

− αNd
An

kna + An︸ ︷︷ ︸
up-regulation, A2

+ βNu
kna

kna + An︸ ︷︷ ︸
down-regulation, A2

− σNNd︸ ︷︷ ︸
decay, A5

∂Nu

∂t
= ∇ · (DN(N)∇Nu) + µuNu

C

k + C︸ ︷︷ ︸
growth, A4

+ αNd
An

kna + An︸ ︷︷ ︸
up-regulation, A2

− βNu
kna

kna + An︸ ︷︷ ︸
down-regulation, A2

− σNNu︸ ︷︷ ︸
decay, A5

∂C

∂t
= ∇ · (DC(N)∇C) − ωd

C

k + C
Nd − ωu

C

k + C
Nu︸ ︷︷ ︸

nutrient consumption, A4

∂A

∂t
= ∇ · (DA(N)∇A) + κ0(Nu +Nd)︸ ︷︷ ︸

base level signal prod., A3

+ κ1Nu
An

kna + An︸ ︷︷ ︸
enhanced signal prod. by up-reg. cells, A3

− σAA︸ ︷︷ ︸
decay, A5

− νQ
A

kQ + A︸ ︷︷ ︸
QS-QQ reaction, A6

∂Q

∂t
= ∇ · (DQ(N)∇Q) − ν

r
Q

A

kQ + A︸ ︷︷ ︸
QS-QQ reaction, A6

With boundary conditions on Ω = [0, L]× [0, H] and diffusion coefficients accord-

ing to (A1) and (A7 - A8) respectively:
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∂Nd

∂n
=
∂Nu

∂n
= 0 at x = 0, L and y = 0

∂C

∂n
=
∂A

∂n
=
∂Q

∂n
= 0 at x = 0, L and y = 0

Nd = Nu = 0 at y = H

C + λ
∂C

∂n
= C∞ at y = H

A+ λ
∂A

∂n
= 0 at y = H

Q+ λ
∂Q

∂n
= Q∞ at y = H

DN(N) = dN
Na

(1−N)b
(A7),

DC,A,Q = dC,A,Q(1 +N(ρC,A,Q − 1)) (A8)

Here, N refers to the total biomass: N := Nd +Nu. For the proof of the system’s

well-posedness the reader is referred to [20, 35, 36]. For a single species model

[10], the well-posedness was shown in [12]. In [35] a model for quorum sensing in

a patchy biofilm community was introduced and its well-posedness was proven.

3.3 Simulation

For simulation experiments and further result discussions, the whole system was

non-dimensionalised (section B). The notation for the parameters was kept, al-

though the parameters now represent compositions of the previous parameters.
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For further details, see section B. The new system reads as follows:

∂Nd

∂t
(x, t) = ∇(DN(N)∇N) +

C

k + C
Nd − α

An

1 + An
Nd

+ β
1

1 + An
Nu − σNd

∂Nu

∂t
(x, t) = ∇(DN(N)∇N) + µu

C

k + C
Nd + α

An

1 + An
Nd

− β
1

1 + An
Nu − σNu

∂C

∂t
(x, t) = ∇(DC(N)∇C) − ωd

C

k + C
Nd − ωu

C

k + C
Nu

∂A

∂t
(x, t) = ∇(DA(N)∇Ã) + κ0(Nd +Nu) + κ1Nu

An

1 + An

− σAA − ν1
A

kQ + A
Q

∂Q

∂t
(x, t) = ∇(DQ(N)∇Q) − ν2

A

kQ + A
Q

(3.1)

With boundary conditions on Ω = [0, 1]× [0, H/L] and diffusion coefficients:

∂Nd

∂n
= ∂Nu

∂n
= 0 at x = 0, 1 and y = 0

∂C
∂n

= ∂A
∂n

= ∂Q
∂n

= 0 at x = 0, 1 and y = 0

Nd = Nu = 0 at y = H/L



C + λ∂C
∂n

= C∞ at y = H/L

A+ λ∂A
∂n

= 0 at y = H/L

Q+ λ∂Q
∂n

= 1 at y = H/L

DN(N) = dN
Na

(1−N)b
(A7),

DC,A,Q = dC,A,Q(1+N(ρC,A,Q−1)) (A8)

3.3.1 Computational setup

The code used is an extension of the one in [18] by Ghasemi et al. The model

was implemented with Fortran90.

First, the model was non-dimensionalised (see section B). The domain [0, 1] ×
[0, H/L] was discretised using a finite volume method with an uniformly dis-

tributed grid. Following [20], the time-adaptive, error-controlled embedded Rosenbrock-
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Wanner method ROS3PRL was used. For the 2D visualisations the domain was

divided into n× n = 256× 256 grid cells, while n× n = 128× 128 was sufficient

for the lumped output variables.

Initially, a half-circle shaped colony of down-regulated cells Nd was placed on the

right side of the bottom. Its center was set to [2/3, 0] and the radius to 1/16. This

setup is displayed in Figure 3.1. To avoid a starve-out phenomenon, nutrients C

are also present throughout the domain at the beginning. The initial conditions

did not change across the different simulations. Unless otherwise stated, the pa-

rameter values in Table 3.2 are used. Simulations were stopped when the area

occupied by biomass reached 25% of the total domain.

Figure 3.1: Initial simulation setup: Half-circle shaped colony of down-regulated
cells Nd positioned at the right side of the domain

3.3.2 Typical simulation

First, the system without quorum quenching molecules will be introduced. In

Figures 3.1, 3.2 and 3.3 the 2-dimensional quorum sensing system is displayed.

These simulations will later serve as a reference case for the effect of quorum

quenching on the system. In Figure 3.1 the initial condition is visualised. A

half-circle shaped colony of down-regulated cells Nd is placed at the right bottom

of the domain. In Figure 3.2a the situation at t = 5 was captured. It can be

seen that the biofilm increased in size, but QSM and up-regulated cells are still

negligible. Nutrients enter the system from the top boundary and thus their dif-

fusion towards the colony can be observed. At t = 10 (Figure 3.2b) a significant
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part of the cells already underwent the up-regulation process, meaning that the

down-regulated cells vanished for the most part while the up-regulated ones dom-

inate. The signal molecules also accumulated inside and around the colony with

a concentration gradient pointing towards the colony. At t = 15 (Figure 3.3a) it

can be observed that the ratio of down-regulated cells decreased again. Together

with the up-regulated cells, also the signal molecules increased, still having its

peak in the center of the colony and decreasing with the distance. The nutrients

keep decreasing from the center of the biofilm towards the top boundary, this

trend can also be observed at t = 22 (Figure 3.3b). At that time the biofilm, still

being almost totally up-regulated, reached its final 25% of the whole area. The

signals have occupied the whole domain and their gradient is pointing radially

symmetric to the center of the colony.

In addition to the two-dimensional visualisations, the following lumped variable

outputs will be used for displaying the total amount of each component:

I∗(t) :=

∫
Ω

I(x, t)dx for I = N,Nd, Nu, C, A,Q

These output parameters give the total amount of biomass fraction of each type

and the total amount of substratum, QSM and QQM at time t.

In Figure 3.4 the lumped biomass variables as well as the lumped QSM variable

are plotted against time. The purple line represents the total biomass N :=

Nd +Nu and increases continuously. The down-regulated biomass is represented

by the blue dotted line and the up-regulated biomass by the green dashed line.

As it can already be seen in the 2-dimensional visualisations, the down-regulated

type dominates before t = 5. They start to decrease shortly before t = 5 whereas

the up-regulated cells begin to grow faster at this time. At approximately t = 8

the volume fraction of Nd and Nu are equal. The down-regulated cells decrease

to an almost non-existing state while the up-regulated cells become the dominant

type in the system. The QSM start to accumulate at the same time as the up-

regulated cell type begins to establish. After that, the QSM seem to grow linearly

with time.
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(a) t = 5

(b) t = 10

Figure 3.2: Illustrative Simulation (without the addition of QQM) at t = 5 -
Upper line: Down-regulated cells Nd, up-regulated cells Nu, Lower line: Nutrients
C, QSM A
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(a) t = 15

(b) t = 22

Figure 3.3: Illustrative Simulation (without the addition of QQM) - Upper line:
Down-regulated cells Nd, up-regulated cells Nu, Lower line: Nutrients C, QSM A
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Figure 3.4: Lumped variables: Total biomass fraction N = Nd + Nu (purple full
line), down-regulated type Nd (blue dotted line), up-regulated type Nu (green
dashed line) and the QSM A (orange dashed line)
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3.3.3 Parameters

Again, almost all of the parameter values used in these simulations were adapted

from [20]. If not stated differently, the standard parameter values given in Ta-

ble 3.2 are used for simulations. The parameter for the QSM-QQM-reaction ν1,

ν2, kQ were newly added to the existing quorum sensing system given in [20].

The parameter values for those, however, differed significantly in the given lit-

erature [7, 39, 42]. For more detailed information please the reader is referred

to subsection 2.3.1, where possible reasons for that variation and differences in

the chemostat outcome are discussed. Since it could be demonstrated in the

chemostat model that the performance constant kcat/K has more influence on

the outcome than the reaction affinity K the focus will be set on the performance

constant in this chapter. Thus, two cases with different performance constants

(PC) ν1/kQ will be considered.

Table 3.1: Different cases for the simulations

small PC large PC
ν [d−1] 75.168 8640
kQ [nM ] 100 100
PC [mM−1s−1] 8.7 103

The main differences in the outcomes for small and large performance constant

will be discussed in subsection 3.3.4.
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Table 3.2: Description of parameters and their standard values (before non-dimensionalisation)

Parameter description Parameter Value Unit Source
Max. growth rate of down-reg. cells µd 6 d−1 [20]
Max. growth rate of up-reg. cells µu 4 d−1 [20]
Max. up-regulation rate α 2.5 d−1 [20]
Max. down-regulation rate β 2.5 d−1 [20]
Decay rate of cells σN 0 d−1 [20]
Decay rate of QSM σA 0.12 d−1 [20]
Half saturation concentration for growth k 4 gm−3 [20]
Threshold for the up-regulation kA 10 nM [20]
Basic QS production κ0 5500 nMd−1m3g−1 [20]
Enhanced QS production κ1 55000 nMd−1m3g−1 [20]
Nutrient uptake rate ωd,u 104/0.63 gm−3d−1 [20]
Exponent of Hill function for behaviour switch n 2.5 - [20]
Biofilm/water diffusivity ratio of nutrients, QSM and QQM ρC,A,Q 0.1 - [20]
Diffusion coefficient of nutrients in water dC 10−4 m2d−1 [20]
Diffusion coefficient of QSM in water dA 0.00007758 m2d−1 [20]
Diffusion coefficient of QQM in water dQ 0.000007758 m2d−1 assumed
Concentration boundary layer thickness λ 0.0005 m [20]
Max. reaction rate QS-QQ ν(1,2) will be varied d−1 [7, 39, 42]
Reaction ratio QS/QQ r 25 - assumed
Michaelis constant for QS-QQ reaction kQ will be varied nM [7, 39, 42]
Substratum concentration in bulk C∞ 20 gm−3 –
QQM concentration in bulk Q∞ will be varied gm−3 –
Concentration boundary thickness layer λ 0.0005 m assumed
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3.3.4 Parameter study

To demonstrate the differences between a small performance constant (SPC) and

a large performance constant (LPC) two different simulations are displayed with

lumped variables (defined in subsection 3.3.2) as well as in 2D visualisations. The

parameter values used for the reaction kinetics can be found in Table 3.1.

Figure 3.5 displays three different simulations. Case 1 refers to a reference case

without the addition of QQM, for Case 2 the parameter set with a large perfor-

mance constant (LPC) was used and for Case 3 the small performance constant

(SPC) was assumed. When a SPC is used, the up-regulation process starts only

shortly after the reference case without QQM (Case 1) at around t = 7 whereas

it begins around t = 13.5 with a LPC. With a LPC the total biomass reaches

25% of the domain at t ≈ 24, with a SPC this proportion is only reached after

the observed time t = 25.

In Figure 3.6 two-dimensional visualisations of the ratio of up-regulated cells

and total cells R := Nu

Nd+Nu
as well as the QSM A are displayed at different times.

Figure 3.7 shows the QQM Q and the location of the reaction νQ A
kQ+A

, again

in two dimensions and at different times. The case with a large performance

constant is always shown on the left and the one with a small performance on

the right hand side of each subfigure.

In accordance with the observation from the lumped variables, Figure 3.6 shows

the delayed up-regulation when a LPC is used. That means, a LPC allows the

QQM to successfully suppress the signalling strategy. Apart from this expected

difference, two more can be found.

The location of the reaction (Figure 3.7) for the SPC starts and stays mainly

within the biofilm as the QQM are added from t = 0 and have time to diffuse

down to the colony before a significant production of QSM begins. With advanc-

ing time, the QSM diffuse out of the colony and the reaction also spreads radially

in those regions. The maximal activity, however, can be found inside the colony

for all observed t.

Apart from the absolute magnitude of the reaction, the LPC scenario resembles

the SPC case for t ≤ 12. The QQM diffuse into the domain fast enough so that
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the reaction has its peak inside and around the colony, where the QSM is pro-

duced and released. The radially decreasing distribution of the QSM with origin

in the biofilm is displayed in Figure 3.6. Due to the reaction being very efficient,

the QQM are used up in those regions switch-like between t = 12 and t = 13.

The location of the reaction abruptly shifts to the top boundary where QQM are

entering the domain.

Also, the concentration of QQM Q hardly decreases with a SPC (Figure 3.5,

Figure 3.7). Although there are enough QSM in the systems for the quenching

molecules to react with, the performance of the reaction is too low to break down

the molecules. As a result, the system gets up-regulated almost as fast as in the

case where no QQM are added.

When a LPC is used, the QQM and QSM react more efficiently and the QQM

are used up at a certain point and the QSM can establish within and around the

biofilm and spread to the whole domain.

As the aim of this work is to examine the whole QS-QQ-system, parameters

with a larger performance constant will be chosen for further simulations in order

to explore the full range of possible outcomes. Nonetheless, a sensitivity analysis

for different parameters, regardless of their reaction performance constant will be

conducted in the following section.

The nutrients C hardly change across the different simulations as they are con-

sumed by both types of bacteria at the same rate. Thus their evolution is similar

to the typical simulation given in subsection 3.3.2. At the end of each simula-

tions nutrients are accumulated at the top boundary with around half of the bulk

concentration and are almost used up inside and around the colony so they act

growth limiting. This phenomenon is justified as many bacterial colonies actually

grow in nutrient limiting systems.
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(a) Biomass N , Nd, Nu

(b) QSM A and QQM Q

Figure 3.5: Lumped variables - Case 1: without QQM, Case 2: LPC - Case 3:
SPC (for parameter values see Table 3.1)
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(a) t = 3 (b) t = 7

(c) t = 9 (d) t = 11

(e) t = 12 (f) t = 13

(g) t = 15 (h) t = 24 (LPC), t = 26 (SPC)

Figure 3.6: Ratio of up-regulated cells R := Nu/(Nd +Nu) and QSM A for both,
a small (SPC) and a large performance constant (LPC) at different times
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(a) t = 3 (b) t = 7

(c) t = 9 (d) t = 11

(e) t = 12 (f) t = 13

(g) t = 15 (h) t = 24 (LPC), t = 26 (SPC)

Figure 3.7: Location of reaction and QQM Q for both, a small (SPC) and a large
performance constant (LPC) at different times
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3.3.5 Sensitivity analysis with respect to the key param-

eters for the quorum quenching mechanism

Since the literature provides only little information on the reaction parameters,

a sensitivity analysis for the reaction rate ν, the half rate constant kQ and the

conversion constant r will be conducted. In the following illustrations, Case 1

always refers to the reference case where parameters ν = 8640, kQ = 100 and

r = 25 are used.

With increasing reaction rate, the time of up-regulation delays (Figure 3.8).

When using a small reaction rate (Case 4 in Figure 3.8), the quorum quench-

ing molecules cannot degrade the quorum sensing molecules fast enough to delay

the up-regulation process. Subsequently, up-regulation happens, QSM are pro-

duced at an enhanced rate by up-regulated cells and thus, QQM are reduced

quickly after the up-regulation. The QQM concentration is now too low in order

to compensate the enhanced QSM production. If the reaction rate, however, is

high (Case 2, 3 in Figure 3.8) the QQM efficiently degrade the QSM initially and

the time of up-regulation increases significantly from t ≈ 13 to t ≈ 18.

With increasing half rate constant kQ, the time of up-regulation decreases (Fig-

ure 3.9a, Figure 3.9b). Decrease kQ by a factor of 10, changes the up-regulation

time from t ≈ 13 to t ≈ 18 and thus, has the same effect as increasing the mag-

nitude of the reaction rate by 10.

With increasing conversion rate r the time of up-regulation is also increasing

(Figure 3.9c, Figure 3.9b). A conversion rate of r = 1 gives immediate up-

regulation, almost as fast as in the case without the addition of QQM. For r = 5

the time of up-regulation is still close to the reference case without QQM, whereas

it increases to t ≈ 13.5 for r = 25 and t ≈ 18 for r = 100.
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(a) Biomass N , Nd, Nu

(b) QSM A and QQM Q

Figure 3.8: Sensitivity with respect to reaction rate ν - Case 1: ν = 8640, Case
2: ν = 86400, Case 3: ν = 864000, Case 4: ν = 864 (kQ = 100 and r = 25)
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(a) Biomass N , Nd, Nu

(b) QSM A and QQM Q

(c) Biomass N , Nd, Nu

(d) QSM A and QQM Q

Figure 3.9: a), b): Sensitivity with respect to half rate constant kQ - Case 1:
kQ = 100, Case 2: kQ = 10, Case 3: kQ = 1000, Case 4: kQ = 10000 (ν = 8640
and 25); c), d): Sensitivity with respect to conversion constant r - Case 1: r = 25,
Case 2: r = 1, Case 3: r = 5, Case 4: r = 100 (ν = 8640 and kQ = 100)
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3.4 Results

3.4.1 Effect of external conditions on the quenching mech-

anism

External mass transfer

The external mass transfer is modelled with Robin boundary conditions I+λ ∂I
∂n

=

I∞ on the top boundary of the domain, where I∞ represents the substrate’s bulk

concentration and λ is the concentration boundary layer thickness. Nutrients

and QQM enter the system here, meaning their bulk concentration is greater

than zero, QSM are washed away, meaning their bulk concentration is set to 0.

The degree of entry or ablation of substrates is represented by the concentration

boundary layer thickness λ. A smaller λ allows more substrate to enter or to be

washed away and a large value restrains the amount of substrate coming in or

going out.

The amount of QQM added to the system can be changed by modifying either

the QQM bulk concentration Q∞ or the concentration boundary layer thickness

λ.

(a) Biomass N , Nd, Nu (b) QSM A and QQM Q

Figure 3.10: Case 1: Reference Case, Case 2: λQ = 10−1λ, Case 3: λQ = 10−2λ,
Case 4: λQ = 10−3λ

In the two-dimensional visualisations of the reaction, it can again (as in Figure 3.7

with LPC) be observed that there exist two different reaction locations. At first,

the QQM have enough time to enter the system and spread through the whole

domain before the QSM exceed its threshold for the up-regulation. This means

the reaction occurs within the colony and uses up a significant amount of the

QSM produced. The biofilm however grows and therefore, the total amount of

QSM increases too. At some point, the up-regulation sets in and the amount

of QSM abruptly increases such that the QQM are used up within and around
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the colony. The QSM, diffusing faster than the QQM, spread to the outer area

and further distribute through the whole domain leading to a shift of the reaction

location to the top boundary, where the QQM enter the system. This observation

is consistent for all the λ investigated.

QQ induced delay of up-regulation

The amount of QQM entering the system can also be modified by changing the

QQM bulk concentration Q∞ in the Robin boundary condition Q+ λ∂Q
∂n

= Q∞.

In Figure 3.11, case 1 refers to a reference case without QQM, for case 2 and

case 3 the bulk concentration for the QQM was set to Q∞ = 10 and Q∞ = 50

respectively. By increasing Q∞ by a 5-fold, the time of up-regulation is prohibited

successfully in the observed time-period, however, previous simulations suggest

that the system will get up-regulated eventually after enough QSMs are produced

to use up a majority of the QQMs.

(a) Biomass N , Nd, Nu (b) QSM A and QQM Q

Figure 3.11: Case 1: Reference case without QQ, Case 2: Q∞ = 10, Case 3:
Q∞ = 50

3.4.2 Quorum quenching enzyme reaction

Several sources name special enzymes having quorum quenching abilities. Con-

trary to the reaction assumptions made in the simulations before, it is now as-

sumed that only QSM but not QQ enzymes are degraded in the reaction. For

that reason, the reaction rate ν2 in the equation for the QQM was set to 0.

In Figure 3.12, case 1 refers to a reference case without the addition of QQM

(dashed lines), case 2 represents the simulation considering the enzyme reaction
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with a high performance (full lines) and case 3 a simulation with an enzyme re-

action that has a small performance (dotted lines). The parameter sets for case

2 and case 3 can be found in Table 3.1. By choosing a high performance constant

for the reaction term in the equation for the QSM, it can be demonstrated that

up-regulation of the system can be prohibited during the time-period observed.

The QQ enzymes reach the bulk concentration at t = 3 which stays constant af-

terwards. The QSMs are degraded, primarily inside and around the biofilm where

they are produced and released. This effect can be seen in two-dimensional vi-

sualisations that are not given here due to their similarity to the case with the

small performance constant (SPC) in Figure 3.7. The major part of the colony

stays down-regulated due to the lack of signal molecules throughout the observed

period. After t = 10 some up-regulated bacteria appear, making up only 5% of

the total colony at t = 21.

An enzyme reaction with low efficiency (case 3) does not have the same result.

The concentration of QQM is the same as for the high efficiency case. However,

the reaction performance is too low in order to degrade enough QSM. As a re-

sult, the system gets up-regulated shortly after the reference case at around t = 8.

This scenario resembles the SPC case in subsection 3.3.4. In both cases, there

are would be enough QQM in the system but the reaction efficiency is too small

to delay or prohibit up-regulation.

(a) Biomass N , Nd, Nu (b) QSM A and QQM Q

Figure 3.12: Case 1: Reference case without QQ, Case 2: Enzyme reaction (ν2 =
0) with high efficiency, Case 3: Enzyme reaction (ν2 = 0) with low efficiency
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3.5 Application of QQ to a QS - Antibiotics -

Model

3.5.1 Model extension

As an application for the quorum quenching model the coupling with the antibiotics-

quorum sensing-model [20] is regarded. According to [28], resistance to antibiotics

can be triggered by quorum sensing. Quorum quenching might be an supporting

therapy in future treatment strategies.

For that, extra equations for the antibiotics and the biomass inactivated by the

former have to be introduced. Following Ghasemi et al. [20], these assumptions

are made:

1. Antibiotics (B1) The antibiotics enter the system, as the other dissolved

substrates, from the top boundary and are transported by diffusion. They

inactivate biomass at different rates, whereas up-regulated cells are more

resistant against antibiotics than down-regulated cells. These inert biomass

now represents the third biofilm forming part. It is further assumed, that

antibiotics get consumed while eradicating the biomass. Furthermore, they

decay naturally.

2. Stress response (B2) As a stress response, the quorum sensing molecule

production is enhanced.

Table 3.3: Extended parameter description and values adapted from [20]

Parameter description Parameter Value Unit
Decay rate for down-regulated cells by antibiotics ψd 30 d−1

Decay rate for up-regulated cells by antibiotics ψd 3 d−1

Half rate concentration for inactivation kB1 0.034 gm−3

Exponent of Hill function for removal by antibiotic m 2.5 -
Signal production rate as stress response κB 55000 nMd−1

Half rate concentration for stress response kB2 0.034 gm−3

Antibiotic degradation rate (Nd) φd 4 · 103 gm−3d−1

Antibiotic degradation rate (Nu) φu 4 · 103 gm−3d−1

Antibiotic diffusion coefficient in water dB 10−4 m2d−1

Biofilm/water diffusivity of antibiotics ρB 0.1 -
Antibiotic bulk concentration B∞ - gm−3
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The whole system writes now as follows:



∂Nd

∂t
= ∇ · (DN(N)∇Nd) + µdNd

C

k + C
− αNd

An

knA + An

+ βNu
kna

kna + An
− σNNd

− ψdNd
Bm

kmB1 +Bm︸ ︷︷ ︸
inactivation by antibiotics

∂Nu

∂t
= ∇ · (DN(N)∇Nu) + µuNu

C

k + C
+ αNd

An

kna + An

− βNu
kna

kna + An
− σNNu

− ψuNu
Bm

kmB1 +Bm︸ ︷︷ ︸
inactivation by antibiotics

∂I

∂t
= ∇ · (DN(N)∇I) + ψdNd

Bm

kmB1 +Bm
+ ψuNu

Bm

kmB1 +Bm︸ ︷︷ ︸
inactivation of down- and up-regulated biomass

∂C

∂t
= ∇ · (DC(N)∇C) − ωd

C

k + C
Nd − ωu

C

k + C
Nu

∂A

∂t
= ∇ · (DA(N)∇A) + κ0(Nu +Nd) + κ1Nu

An

knA + An

− σAA − νQ
A

kQ + A

+ κB(Nd +Nu)
B

kB2 +B︸ ︷︷ ︸
enhanced signal production as a stress response to antibiotics

∂Q

∂t
= ∇ · (DQ(N)∇Q) − ν

r
Q

A

kQ + A

∂B

∂t
= ∇ · (DB(N)∇B) − φdNd

Bm

kmB1 +Bm
− φuNu

Bm

kmB1 +Bm︸ ︷︷ ︸
degredation of antibiotics

− σBB︸︷︷︸
natural decay
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With boundary conditions according to (A1) and (B1)

∂Nd

∂n
= ∂Nu

∂n
= ∂I

∂n
= 0 at x = 0 and y = 0, H

∂C
∂n

= ∂A
∂n

= ∂Q
∂n

= ∂B
∂n

= 0 at x = 0 and y = 0, H

Nd = Nu = I = 0 at y = H

C + λ∂C
∂n

= C∞ at y = H

A+ λ∂A
∂n

= 0 at y = H

Q+ λ∂Q
∂n

= Q∞ at y = H

B + λ∂B
∂n

= B∞ at y = H

and diffusion coefficients

DN(N) = dN
Na

(1−N)b
(A7)

DC,A,Q,B = dC,A,Q,B(1 +N(ρC,A,Q,B − 1)) (A8,B1)

The total system was again non-dimensionalised for computational reasons. The

non-dimensional system for the new terms will not be given explicitly but can

be found in [20]. For more details on the model for quorum sensing triggered

resistance to antibiotics the reader is referred to [20]. The new parameters and

their values used for simulations can be found in Table 3.3.

3.5.2 Results

According to assumption (A2), cells respond to the influence of antibiotics by

producing QSM at an enhanced level. Now it is investigated whether quorum

quenching can compensate that stress response.

For that purpose the colony is exposed to an amount of antibiotics small enough
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not to kill the entire population. In case 1 of Figure 3.13 the parameter values

in Table 3.3 are used and the antibiotic bulk concentration is set to B∞ = 1/30.

Case 2 uses the same values as the latter one, however, the stress response is

switched off here, meaning κB = 0. In case 3 QQM are added and the stress

response is switched on again.

Without stress response (case 1) the system gets up-regulated at around t = 7.5.

The stress response (case 2) leads to an enhanced QSM production and thus to

an earlier up-regulation at around t = 5. In Figure 3.13b the earlier start of QSM

production can be observed for the case with stress response (case 2).

When QQMs are added to the system (case 3) the stress response can not only

be compensated successfully, but the time of up-regulation can even be delayed

(Figure 3.13a). The QSM production is suppressed until approximately t = 9.

Now an obvious question is whether and how the addition of QQM will affect

the efficiency of antibiotics regarding the eradication of the biofilm.

As it was demonstrated in previous results, the addition of QQM delays the up-

regulations, i.e. the time when more or less the whole colony is resistant. This

means that one has more time to treat the biofilm with antibiotics in a less-

protected state. However, timely treatment with antibiotics is important as the

biofilm grows and up-regulation might happen eventually.

(a) Biomass N , Nd, Nu (b) QSM A and QQM Q

Figure 3.13: Case 1: Exposure to antibiotics without stress response (B∞ = 1/30,
κB = 0, Q∞ = 0); Case 2: Exposure to antibiotics with stress response (B∞ =
1/30, κB > 0, Q∞ = 0); Case 3: Exposure to antibiotics and quorum quenching
with stress response (B∞ = 1/30, κB > 0, Q∞ = 10)
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3.6 Discussion

After the initial parameter investigation for the QSM-QQM reaction in the chemo-

stat model, the spatial system was examined within a bacterial biofilm. In this

two-dimensional setting the spatial effects of quorum quenching could be investi-

gated properly.

In the chemostat model it was distinguished between two parameter sets: one

for a high and one for a low affinity to the reaction. As it was shown that the

outcome was more dependent on the ”performance constant” than on the reac-

tion affinity the focus in the two-dimensional model was set on the investigation

of the performance constant. It was distinguished between two parameter sets,

one for a low and one for a high performance constant.

When a low performance constant was used the time of up-regulation could only

be slightly delayed and apart from that the system almost behaved as if the

QQM would not be present. Due to the low performance the reaction hardly

used up QSM or QQM. As a result the QQM concentration almost stayed con-

stant and QSM were produced without restriction. Thus the whole system was

up-regulated, i.e. resistant in a case of quorum sensing triggered resistance to

antibiotics at the end. The reaction between QSM and QQM took place inside

and closely around the colony for all observed times.

By using a high performance constant the QQM had an effect on both the colony

and the QSM produced. The QSM were successfully degraded and thus the

colony was kept down-regulated. This state could be maintained throughout the

whole observation period when enough QQM were added. When less QQM were

added, they were used up too fast to maintain the down-regulated state and the

whole system went through up-regulation eventually. Nonetheless, the time of

up-regulation could be significantly delayed. The reaction between QSM and

QQM switched here to the top boundary where the QQM were added once the

QQM were used up inside and closely around the biofilm.

According to some sources [7, 42, 23, 5, 14, 23] there are enzymes with quorum

quenching abilities. An enzyme reaction is however different from the reaction

that was considered in the beginning: The QQ enzyme would not be used up

during the reaction process. To test the outcome with respect to that difference,

it was assumed that QQM are not degraded. Again two parameter sets with high

and low performance constant respectively were tested.
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The low performance case again failed to prevent up regulation since QSM were

not used up efficiently enough. This outcome was predictable considering the

previous case where QQM could have been degraded too but was not due to the

low reaction performance.

The up-regulation could again be successfully prohibited when a high perfor-

mance constant was used. In these scenarios the QQM is not degraded and thus,

a simpler version of the system would suffice for that model. The QQM concen-

tration could be assumed to be constant and an additional equation for the QQM

would be unnecessary.

In general it can be concluded that quorum quenching is an effective mechanism

in order to delay or prohibit up-regulation if the performance of the reaction is

high enough. A QQM with sufficiently high performance constant would therefore

be a good choice for prohibiting or delaying unwanted bacterial group behaviours

as resistance to antibiotics and thus could be considered as an adjuvant to tradi-

tional therapy methods.

The sensitivity analysis with respect to the three reaction parameters demon-

strate that there can be a variety of outcomes for different combinations of the

latter. With higher conversion rate, i.e. the number of QSM one QQM can de-

grade before the QQM itself decays, the reaction approaches an enzyme reaction.

In general, a more profound knowledge of those parameter values would lead to

much more accuracy in the model outcomes.

It was demonstrated that QQ can successfully prohibit up-regulation. In re-

ality, this means that the expression of harmful bacterial group behaviours such

as virulence could be delayed or even prevented with QQ. In this sense, QQ could

be a means to make pathogenic bacteria less harmful.

As another application for QQ the system given in [20] is expanded with the

equation for the QQM. In [20] the quorum sensing triggered resistance to an-

tibiotics is investigated. The biofilm’s exposure to antibiotics accelerates the

production of QSM as a stress response and leads to an earlier up-regulation

of the colony. An obvious application of QQ is thus the compensation of this

stress response which could be successfully demonstrated with simulations. Since

low efficiency reactions performed badly, this application was only tested with
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a sufficiently efficient reaction. Quorum quenching with an effective molecule or

enzyme thus seems to be a promising new strategy when targeting antimicrobial

resistance.
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Conclusion

”Nothing in life is to be feared, it is only to be understood. Now is the time to

understand more, so that we may fear less.”

(M. Sk lodowska Curie)

4.1 Summary

Facing the growing challenge of antimicrobial resistance - possibly triggered by

quorum sensing - it is of great importance to study and understand potential al-

ternative treatment strategies. Harmful bacterial group behaviours, e.g. virulence

or antimicrobial resistance are often expressed due to a cell-to-cell communication

pathway, called quorum sensing. Quorum quenching is an inhibition method of

the latter and might be used as both, an anti-virulence therapy and an adjuvant

to traditional antibiotics. Up until now, only a few mathematical models on quo-

rum sensing inhibition and quorum quenching have been published. Some of them

treated the detailed quorum sensing inhibition and quorum quenching mechanism

on molecular scale. Others also investigated both, the molecular mechanism and

its effect on a biofilm culture within complex multiscale models.

This work presents two models that take into account the simple but effective

mechanism of quorum quenching and its effect on a bacterial community within

both, a mesoscopic biofilm model and a chemostat model. The complex chem-

ical mechanism of quorum sensing inhibition was neglected, allowing the use of

a simpler model than in a multiscale approach. Hence, the aim of this work is

to fill the empty gap in the literature by integrating quorum quenching into a

mesoscopic biofilm model.

In the chemostat model, spatial effects could be neglected due to its well-mixed

set up. For this, a system of non-linear ordinary differential equations was used.
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This allowed for a comprehensive simulation based study of this phenomenon

with low computational effort.

The chemostat provided a good environment for the initial investigation of the

QQ mechanism. It could be demonstrated that the up-regulation of the system,

i.e. the resistance of the bacterial colony, could be prohibited successfully under

certain conditions. The amount of added QQM necessary to obtain this result

depended on the performance constant of the reaction. The transition between

up- and down-regulated outcome of the system appeared to be very abruptly and

switch-like. Similar findings were made in [14]. The authors however also men-

tion that the switch could only be demonstrated in simulations but not in real

experiments.

Furthermore, a linear dependency of the amount of QQM needed in order to at-

tain an down-regulated outcome from the reciprocal of the performance constant

was found.

In the chemostat model also the inheritance of up-regulated phenotypes, i.e. the

inheritance of resistance, was considered. The number of resistant heirs from a

resistant ”parent” cell was treated as unknown in [41]. Here it could be demon-

strated that there exists an interval in which this parameter decides about the

up- or down-regulation of the system’s final state. Depending on the desired ac-

curacy of the results, this parameter could be either neglected or integrated for

more accurate results. The value of that parameter is however often unknown

and right now subject of many biological investigations.

In the two-dimensional model builds on the quorum sensing part of the model in

[20] and extends it with the additional equation for quorum quenching. Its aim

is the observation of spatial effects of the quorum quenching mechanism.

The successful prohibition of the system’s up-regulation could be shown here as

well. The location of the reaction between QSM and QQM varied across different

parameter sets with low or high reaction performance.

The success of QQ is highly dependent on the reaction efficiency. With a low

performance the mechanism does not affect the colony and its QSM production.

By using a high performance constant, quorum sensing could be successfully sup-

pressed.

The time period in which up-regulation can be suppressed also depends on the

amount of QQM added to the system, when more QQM are added the time of

up-regulation can be delayed more.
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In [20] the quorum sensing triggered resistance to antibiotics is investigated.

When the bacteria are exposed to antibiotics they start to accelerate the pro-

duction of signal molecules. In this work it was successfully demonstrated that

the addition of QQM can compensate this kind of stress response.

The successful application of quorum quenching to a model where resistance

to antibiotics was triggered by cell-to-cell communication shows its applicability

for future models and biological experiments. Quorum quenching can delay or

potentially prevent the resistance of a bacterial community and allow traditional

antibiotics to function.

4.2 Lessons learnt

To conclude:

• Extension of existing models with quorum quenching:

Existing models of quorum sensing in bacterial populations can be extended

to include quorum quenching, both in the contexts of suspended populations

in chemostats, and spatially structured biofilm colonies. In the former case

this leads to systems of ODEs, in the latter case to systems of nonlinear

PDEs. Also the numerical techniques that have been used previously to

simulate such models can be extended in a straightforward manner. While

it has often been suggested in the biological literature that quorum sensing

inhibition (including quorum quenching) might provide a way to support

antimicrobial therapies, specific quantitative experimental evidence seems

scarce. Mathematical models like the ones developed here might be a useful

tool to explore and analyse this.

• Experimental data:

There is currently only little quantitative information available in the ex-

perimental literature to parametrise quorum quenching models such as the

ones that are proposed here. Moreover, the quantitative information avail-

able suggests that some key parameter may be highly variable across several

orders of magnitudes. Therefore, the predictive capabilities of these mod-

els are currently limited. Nevertheless, by conducting a sensitivity analysis

we could identify some key parameters, on which one should focus to im-

prove the accuracies of predictions. The interplay of bacterial population
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dynamics, quorum sensing, and quorum quenching, possibly coupled with

further processes such as population response to antibiotics is complex. Our

simulations suggests that the efficiency for quorum quenching to suppress

up-regulation and thus stress mechanisms might depend on several factors,

however a key parameter here is the performance constant of the QQ reac-

tion.

• Simplification of the system:

The simulation results suggest that there are certain circumstances under

which the model could be substantially simplified, for example because it

might not be necessary to actually track the quorum quenching component

explicitly if the QQMs do not become low enough to be reaction limiting.

Also, if the QQM is actually an enzyme an additional equation for the QQM

might even be omitted.

4.3 Future work

The scope of this work was very comprehensive, a lot of aspects had to be ne-

glected and there remains still a lot to be uncovered. This work provides only a

short glance of what would be possible with quorum quenching as a quorum sens-

ing inhibiting method. As quorum sensing appears in many different contexts,

there are many possible areas of application for quorum quenching (modelling).

Here are suggestions of what could be done in the future regarding the investiga-

tion of quorum quenching:

• Optimal control for chemostat model:

Here, always a constant inflow of QQM into the system was assumed. A

biologically more relevant approach would be to administer QQM only dis-

cretely at certain times. To calculate the optimal strategy, the chemostat

ODE model could be reformulated into an optimal control problem.

• Proof of well-posedness for biofilm model:

In [35, 36] the well-posedness for similar multi-dimensional QS systems

without QQ was proven. The authors suggest that those systems can be

expanded analogously, however, a formal proof of the well-posedness for

the two-dimensional QS-QQ model as it was introduced here remains to be

formulated.
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• Experimental data:

As already mentioned before, there was only little quantitative information

from experimental data. In order to properly parametrise a whole quorum

sensing - quorum quenching model a broader set of measures would allow

for more accuracy in mathematical models. Some parameters to further

investigate would be the diffusion coefficient for the QQM, the inheritance

of the up-regulated phenotype, as well as the reaction parameters for the

QS-QQ reaction.

• Model elaboration:

In [15, 16] the importance of mass transfer of signal molecules was demon-

strated when it comes to quorum sensing. The same might be true for

quorum quenching mechanisms. This could be done by adding a second

colony once the first one has grown to a certain size.

In this work the applicability of quorum quenching to a quorum sensing operating

bacterial community was successfully demonstrated. Now it remains that the

model is refined and used in a broad range of possible applications.
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Chemostat model

Mathematical preliminaries

Consider the initial value problem

y′ = f(x, y), y(ξ) = η (A.1)

Definition A.0.1. [4, §10.I] A vector function y(t) is a solution of (2.1) in the

interval J if y(t) is differentiable in J and if (2.1) is satisfied identically by y(t).

Proposition A.0.2. [4, §10.XVI] Let M ⊂ Rn be closed, f(x, y) : [ξ, ξ+a]×M →
Rn bounded and continuous, and assume that a tangent condition (Ti) or (Td)

holds.

limh→0+
1

h
dist(z + hf(x, z),M) = 0 for z ∈ M̄, x ∈ J = [a, b] (Td)

n(z), f(x, z) ≤ 0 for x ∈ J, z ∈ ∂M (Ti)

where n(z) is the outer normal to M at z. Then, for any η ∈M , the initial value

problem (A) has a solution y such that y(x) ∈M for ξ ≤ x ≤ ξ + a.

In particular, if M is compact and if f is continuous in [ξ,∞) ×M , then there

exists a global solution satisfying y(x) ∈M for all x ≥ ξ.

Proposition A.0.3. [4, §10.VI] Let f(y) be continuous in a domain D ⊂ Rn

and satisfy a local Lipschitz condition with respect to y in D (this hypothesis is

satisfied, for instance, if ∂f/∂y ∈ C(D)). If (ξ, η) ∈ D, then the initial value

problem

y′ = f(y), y(ξ) = η (A.2)
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has exactly one solution. The solution can be extended to the left and right up to

the boundary of D.

Definition A.0.4. Lipschitz Condition. ([4], §5,VI) Let E,F be two real or

complex normed spaces and T : D → F a function with D ⊂ E. The operator T

satisfies a Lipschitz condition in D (with Lipschitz constant q) if

||Tx− Ty||F ≤ q||x− y||E for x, y ∈ D. (A.3)

Proposition A.0.5. Mean Value Theorem. [4, Appendix B,I]

Proposition A.0.6. Theorem on Continuous Dependence. ([4], §12,VI)

Let J be a compact interval with ξ ∈ J and let the function y = y0(t) be a solution

of the initial value problem

y′ = f(t, y) in J, y(ξ) = η. (A.4)

The α-neighbourhood (α > 0) of graph y0 (definition: the set of all points (t, y)

with t ∈ J, |y − y0(t)| ≤ α ) will be denoted by Sα. Suppose there exists α > 0

such that f(t, y) is continuous and satisfies the Lipschitz condition (A.3) in Sα.

Then the solution y0(t) depends continuously on the initial values and on the

right-hand side f . In other words: For every ε > 0, there exists δ > 0 such that

if g is continuous in Sα, and the inequalities

|g(t, y)− f(t, y)| < δ in Sα, |ζ − η| < δ (A.5)

are satisfied, then every solution z(t) of the ”perturbed” initial value problem

z′ = g(t, z), z(ξ) = ζ (A.6)

exists in all of J and satisfies the inequality

|z(t)− y0(t)| < ε in J (A.7)
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Non-dimensionalisation

For the non-dimensionalisation of the ODE system, the following non-dimensional

variables were used:

t̄ := qt, N̄d :=
Ndκ0

qkA
, N̄u :=

Nuκ0

qkA
, C̄ :=

C

C∞
, Ā :=

A

kA
, Q̄ :=

Q

Q∞
,

And let

µ̄d :=
µd
q
, µ̄u :=

µu
q
, ᾱ :=

α

q
, β̄ :=

β

q
, ν̄1 :=

νQ∞

qkA
, ν̄2 :=

ν

rq
,

k̄C :=
kC
C∞

, k̄Q :=
kQ
kA
, κ̄ :=

κ1

κ0

,

md :=
µdkA

ydC∞κ0

, mu :=
µukA

yuC∞κ0

For readability, the bars were dropped in the following text. The system trans-

forms as follows:



dNd

dt
= µdNd

C

kC + C
+ µu(2− γ)Nu

C

kC + C
−Nd

−αNd
An

1 + An
+ βNu

1

1 + An

dNu

dt
= µu(γ − 1)Nu

C

kC + C
−Nu

+αNd
An

1 + An
− βNu

1

1 + An

dC

dt
= (1− C)− (mdNd +muNu)

C

kC + C

dA

dt
= (Nu +Nd) + κNu

An

1 + An
− ν1Q

A

kQ + A
− A

dQ

dt
= (1−Q)− ν2Q

A

kQ + A

100



Appendix B

Biofilm model

Numerical treatment and non-dimensionalisation

The numerical method for solving this system needs to cope with the two non-

linear properties of the diffusion coefficient for the biomass: DN(N) vanishes as

N ≈ 0 and approaches a super-diffusion singularity as N → 1. The numerical

method used for these simulations is the same as the one used by Ghasemi et

al. in [20]. This method is an extension of [18] and [19], developed by the same

authors. For the time integration, an error-controlled, time-adaptive Rosenbrock-

Wanner method was used, whereas the spatial discretisation was performed on

a Finite Volume scheme on a uniform grid. The non-dimensionalisation of the

system is given below. For detailed information on the numerical scheme, it is

referred to [18, 19, 20].

Let

t̃ := µdt, x̃ :=
x

L
, C̃ :=

C

C∞
, Ã :=

A

kA
, Q̃ :=

Q

Q∞

The dependent variables Nd and Nu are already defined as dimensionless. The

new model parameters are defined as follows:



µ̃u =
µu
µd
, α̃ =

α

µd
, β̃ =

β

µd
, σ̃N =

σN
µd
, σ̃A =

σA
µd
, ν̃1 =

νQ∞

kAµd

k̃ =
k

C∞
, k̃Q =

kQ
kA
, ω̃d =

ωd
µdC∞

, ωu =
ωu

µdC∞

κ̃0 =
κ0

µdkA
, κ̃1 =

κ1

µdkA
, ν̃2 =

ν

rµd

D̃N,C,A,Q(N) =
DN,C,A,Q(N)

µdL2

The non-dimensionalised system can be written as:
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∂Nd

∂t
(x̃, t̃) = ∇(D̃N(N)∇N) +

C̃

k̃ + C
Nd − α̃

Ãn

1 + Ãn
Nd

+ β̃
1

1 + Ãn
Nu − σ̃Nd

∂Nu

∂t
(x̃, t̃) = ∇(D̃N(N)∇N) + µ̃u

C̃

k̃ + C
Nd + α̃

Ãn

1 + Ãn
Nd

− β̃
1

1 + Ãn
Nu − σ̃Nu

∂C̃

∂t
(x̃, t̃) = ∇(D̃C̃(N)∇C̃) − ωd

C̃

k̃ + C
Nd − ωu

C̃

k̃ + C
Nu

∂Ã

∂t
(x̃, t̃) = ∇(D̃Ã(N)∇Ã) + κ̃0(Nd +Nu) + κ̃1Nu

Ãn

1 + Ãn

− σ̃AÃ − ν̃1
Ã

k̃Q + Ã
Q̃

∂Q̃

∂t
(x̃, t̃) = ∇(D̃Q̃(N)∇Q̃) − ν̃2

Ã

k̃Q + Ã
Q̃

(B.1)
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