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ABSTRACT

Conformal gravity is a higher derivative gravitational theory that is conformally invariant, in
addition to its diffeomorphism invariance. In four dimensions the conformal gravity Lagrangian
contains up to four derivatives of the metric. Like most higher derivative theories, a naive analysis
yields that conformal gravity is power-counting renormalizable at the prize of introducing ghost
degrees of freedom, in contrast to general relativity, which is power-counting non-renormalizable
but has no ghosts. The theory has been considered in several contexts in the literature, such as a
quantum gravity, cosmology and holography.

Throughout this thesis, conformal gravity is examined in holographic, classical and semi-classical
contents. At first, in order to establish the structure of a possible holographic dual the theory is
considered in the holographic approach. In particular, conformal gravity is formulated with new,
generalized asymptotic boundary conditions which allow for a term compatible with the most gen-
eral spherically symmetric solution of the theory, namely an asymptotically subleading Rindler
term. The conformal gravity action with the proposed asymptotic boundary conditions is proven to
constitute a well-defined variational principle and the corresponding response functions are shown
to be finite. Therefore, no additional boundary terms or holographic counterterms are required to
be added at the level of the action. The obtained results for the response functions are applied to
phenomenologically interesting examples. Furthermore, the asymptotic symmetry algebras of the
dual field theory are constructed and they are classified according to their number of generators. It
turns out that the highest-dimensional subalgebra consists of 5 generators. Then, classical aspects of
conformal gravity are examined via the Hamiltonian formulation of the theory. Namely, exploiting
the constraint analysis, the generator of gauge symmetries is derived and then, using slightly more
generalized boundary conditions compared to the ones of the holographic analysis, the canonical
charges associated with asymptotic symmetries are constructed. No charges associated with local
Weyl rescalings are found. Thus, the obtained charges are associated with asymptotic spacetime
diffeomorphisms and their asymptotic symmetry algebra is the algebra of boundary conditions
preserving diffeomorphisms. Finally, conformal gravity is considered in the semi-classical approx-
imation. This is done by analytically evaluating the 1-loop partition function of the theory, using
heat kernel techniques.






CONTENTS

[T INTRODUCTION, SUMMARY AND OUTLINE| 7

L BASIC CONCEPTS| 11
P HAMILTONTAN FORMULATION OF GAUGE THEORIES] 13

[2.1  General setup| 13
[2.1.1  Primary constraints| 13
[2.1.2  Canonical Hamiltonian| 14
[2.1.3 Poisson bracket formalism| 15
[2.1.4 Secondary constraints] 16
2.1.5 Total Hamiltonian| 18
2.1.6 Classification of constraints into 1 and 2"® class 18
l2.1.7 1% class constraints as gauge generators| 19
2.1.8 Extended Hamiltonian| 22
l2.1.9 Treatment of 2™ class constraints and Dirac bracket| 22
[2.1.10 Counting of degrees of freedom| 24
[2.2  Generalization to field theories] 24
[2.2.1  Presence of boundaries| 25
[2.2.2 Improved Hamiltonian and gauge generator, boundary conditions and charges| = 26
[2.3 Examples] 28
[2.3.1  Conformal mechanics| 28
[2.3.2  Electrodynamics| 30
[2.4 The case of General Relativity]| 33

[2.4.1  General setup| 33

[2.4.2 Poisson bracket algebra of the constraints| 35

[2.4.3 Gauge generator| 36

[2.4.4 Improved Hamiltonian and generator] 38

[2.4.5 Asymptotically AdSs boundary conditions and canonical charges| 39
[2.4.6 Asymptotic symmetry algebra] 41

[3 PATH INTEGRAL APPROACH TO GAUGE THEORTIES AND 1-LOOP CORRECTIONS]| 43

General Setup| 43

[3.1.1  Quantum probability amplitude and classical Lagrangian] 43
[3.1.2 Euclidean path integral and partition function| 48

[3.1.3 Linearization and 1-loop correction to the classical action] 50
[3.1.4 1-loop partition function| 52

The case of General Relativity] 53

[3.2.1  Linearized equations of motion and second variation of the action| 53

[3.2.2 Path integral measure, gauge fixing and Faddeev-Popov determinant| 54
[3.2.3 1-loop partition function| 55

f—_FEW WORDS ON THE ADS-CFT CONJECTURE] 57

[i THE CASE OF CONFORMAL GRAVITY| 59

[5 ASYMPTOTICALLY (A)DS BOUNDARY CONDITIONS AND HOLOGRAPHY)| 61
[5.1  General setup and boundary value problem| 61
[5.2 Holographic analysis| 63

[5.2.1  Generalized Fetferman-Graham expansion| 63
|5.2.2  Holographic response functions| 64




6 CONTENTS

[5.2.3 Asymptotic boundary conditions and variational principle] 65
[5.2.4 An alternative formulation| 65
|5.2.5 Currents and charges| 66

[5.3 Applications| 67
5.3.1 Solutions for which ’yi(jl) =0 67
.3.2  The MKR solution| 67
[5.3.3 The Rindler-Kerr-(A)dS solution| 68
[5.4 Asymptotic symmetry algebras| 7o
I5.4.1 Boundary conditions preserving gauge transformations analysis| 70
5.4.2 Asymptotic symmetry algebra of the O(1) equation] 72
5.4.3 Subalgebras of 0(3,2), analysis of the O(p) equation and conditions on 'yl.(jl)
[ | 72
[5.4.4 The MKR solution| 81
[5.4.5 The Rindler-Kerr-(A)dS solution| 83
[5.5 Summary and conclusions| 86
6 HAMILTONIAN ANALYSIS| 89
6.1  General setup| 89
[6.2 Poisson bracket algebra of the constraints| 93
6.3 Gauge generator] 95
6.4 Boundary conditions, improved gauge generator and canonical charges| 96
6.5 Asymptotic symmetry algebra] 99
[6.6 Summary and conclusions| 100
[7 1-LOOP PARTITION FUNCTION| 103
[7.1 Linearized equations of motion and second variation of the action| 103
[7.2 Path integral measure, gauge fixing and Faddeev-Popov determinant] 104
[7.3 1-loop partition function and heat kernel| 106
i7.3:1 _The traced heat kernel on a thermal quotient of AdSy| 106
[7.4 Summary and conclusions| 108

|8 SUMMARY, CONCLUSIONS AND ELABORATIONS| 111

11 APPENDIX| 115

[A~CONVENTIONS AND PRELTMINARIES| 117

(a.1

Conventions| 117

[a.2  Decomposition with respect to a spacelike or timelike hypersurface] 117

a3

ADM decomposition| 119

B BASIC CONCEPTS 123

(B.1

The case of General Relativity] 123

B.1.1 Gauge transformations of the metric with respect to Castellani generator| 123

[ THE CASE OF CONFORMATL GRAVITY| 125

lc.1

(A)dS4 asymptotics| 125

[c.2

Asymptotic expansion of tensors| 126

lc.3

Elimination of the auxiliary field variables| 127

IC-4

Hamilton’s equations of motion with the total Hamiltonian| 128

Ic.5

Conformal transformations| 128

[[v. BIBLIOGRAPHY| 131

[ACKNOWLEDGMENTS] 139




INTRODUCTION, SUMMARY AND OUTLINE

General Relativity, describing the dynamics of the gravitational field or equivalently of spacetime,
has been established as a successful theory of nature since it makes predictions that were tested
experimentally. Namely, it makes predictions for phenomena e.g. at solar system scales, at galactic
scales, for the Cosmic Microwave Background, etc. In particular, concerning solar system scales,
the Schwarzschild solution, which describes the exact exterior field of a static and spherical body;,
predicts precession of the perihelia of the orbit of Mercury, gravitational red-shift of spectral lines,
deflection of light by the sun, time delay of radar echoes passing the sun. Furthermore, General
Relativity together with assumptions of homogeneity, isotropy and about the matter content of the
universe, predicts the cosmic abundance of helium and the existence of the cosmic microwave radi-
ation. Additionally, an analysis of the linearized Einstein’s equations predicts gravitational waves.
All the previously mentioned predictions have been accurately confirmed by precise measurements
which were detected experimentally [1], [2]. Furthermore, there has also been experimental veri-
fications of the underlying principles which the theory relies on, e.g. equivalence principle, local
Lorentz invariance, and others [3], [4], [5], [6]. Lastly, General Relativity has the correct behavior in
the slow moving (non-relativistic) and weak field limit. That is, its predictions reduce to those of
Newtonian gravity in this limit.

Although present experimental technology is very far from detecting quantum gravitational ef-
fects, it is nevertheless a crucial theoretical task to investigate a quantum theory of gravity. Then,
if the principles of quantum theory are to be applied to the gravitational field, General Relativ-
ity must be the classical approximation to a fundamental theory of quantum gravity. Enormous
attempts have been made towards the direction of quantization of the gravitational field. Accord-
ing to the standard quantization methods, all such attempts fail in quantizing the gravitational
field. At first, following perturbation theory, General Relativity is rendered non-renormalizable.
Firstly, this can be obtained by power counting arguments: the inverse Newton’s constant, i.e. the
coupling constant of the Einstein-Hilbert action, has negative mass dimensions and thus renders
the theory power counting non-renormalizable. Indeed, an explicit calculation reveals that it is
2-loop non-renormalizable [7]. Additionally, each perturbative order requires a new counterterm,
with the nth-order one being a function of the nth-power of the Riemann tensor and its contractions.
Thus, with the series not terminating, Einstein gravity is rendered non-renormalizable. Furthermore,
adopting the path integral approach to quantization, the Euclidean form of the General Relativity
action is not positive definite [8], not even for real and positive metrics. Hence the Euclidean path
integral does not converge and thus, it is ill-defined. Only after restricting to particular classes of
solutions, e.g. asymptotically Euclidean metrics and others, a positive action is obtained [g] and
the Euclidean path integral is expected to converge. Nevertheless, restricting the space of solutions
is not a satisfactory resolution to the problem of the convergence of the Euclidean path integral
of General Relativity. Lastly, following the canonical (Dirac) quantization, one ends up with the
Wheeler-Dewitt equation [10] which has technical difficulties on actually finding its solutions, as
well as conceptual issues concerning the (no) time evolution of the gravitational wave function, or
wave function of the universe.

Adopting perturbation theory and as an attempt to resolve the problems of renormalization of
General Relativity, higher derivatives in the metric were added in the action. The justification was
that, since higher derivative terms in the Einstein-Hilbert Lagrangian appear as counterterms at
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the 1-loop level, an obvious resolution was to add such terms in the original action, in order to
make it renormalizable. In particular, adding two higher derivative terms in the Einstein-Hilbert
action, consisting of the square of the Ricci scalar and the Ricci tensor, it turns out that the action is
renormalizable [11], [12] for appropriate values of the coupling constants of these terms. Now some
classical aspects of generic higher derivative theories are the following: they have a well-defined
initial value formulation [13] and Schwarzschild solution is among the wide class of solutions of
these theories. Also, the Newtonian limit is recovered in the weak field approximation, but with
fine tuning of the parameters [11].

The problem of higher derivative theories, which renders them unsatisfactory as fundamental
theories of (quantum) gravity, already appears at similar theories in classical mechanics. That is,
addition of higher time derivative terms in the Lagrangian causes an instability [14]. This is a lin-
ear instability in the Hamiltonians associated with Lagrangians depending on more that one time
derivative, in a way that the higher derivatives cannot be removed by partial integration. Such
Hamiltonians depend linearly on the canonical momenta and thus, the system is unbounded from
below. This problem is maintained when passing to the higher derivative gravitational theories.
Indeed, considering a theory consisting of the Einstein-Hilbert Lagrangian and additionally the
square of the Ricci scalar and the Ricci tensor, and choosing the value of the coupling constants
for which this theory is renormalizable, a linearized analysis reveals 8 physical degrees of freedom
[15]. Two of them correspond to the standard massless spin-2 graviton and from the remaining 6,
5 correspond to a massive spin-2 field and the 6th is the Boulware-Deser ghost [16]. This massive
spin-2 field appears with a minus sign relative to the other fields and this can never be changed.
Classically, this means that the corresponding excitation has negative energy which leads to a break-
down of causality, since propagation of negative energy waves occur outside the light cone. At the
quantum level, the theory can be reconstructed by having positive energy but negative norm on
the state vector space. These negative norms cannot be discarded without destroying the unitarity
property of the S-matrix. Therefore, facing such obscure conceptual problems, such theories cannot
be considered as fundamental theories of (quantum) gravity. A survival of such theories is, maybe,
in some sense viable when considering an effective theory approach, but again with the cost of fine
tuning of the coupling constants of the higher derivative terms. If those coupling constants were
small enough to make the ghost fields only important on distance scales near the Planck length and
if there was a breakdown of causality at this scale, a higher derivative model could represent an
effective theory of gravitation at more familiar lengths.

Throughout this thesis, a particular higher derivative gravitational theory in 4 spacetime dimen-
sions is researched. The name that is attributed to this theory is conformal gravity, due to its confor-
mal invariance as its characteristic feature. In other words, the theory depends on Lorentz angles,
but not on distances. The conformal gravity action consists of the square of the Weyl tensor. Since
the Weyl tensor has the property of being invariant under local rescalings of the metric, the resulting
action in 4 spacetime dimensions is conformally invariant. As it was already mentioned for generic
higher derivative theories, conformal gravity seems to have a better behavior than General Relativ-
ity in the quantum regime. Adopting perturbation theory as a scheme of quantization, conformal
gravity is power-counting renormalizable due to its dimensionless coupling constant. An actual
calculation reveals that it is 1-loop renormalizable [17]. However, the open question is whether pres-
ence of conformally invariant counterterms are required at all orders of perturbation. Along the
line of the path integral approach to quantization, the conformal gravity action is positive definite
assuming real and positive metrics and a positive coupling constant. Therefore, the Euclidean path
integral converges [18]. Lastly, when adopting the canonical quantization scheme, the presence of
the Hamiltonian constraint does not seem to resolve the problematics of the corresponding Wheeler-
Dewitt equation [19]. As far as classical aspects of conformal gravity are concerned, the initial value
formulation of the theory is well-defined [20]. The most general static, spherically symmetric solu-
tion of the theory [21], [22] contains one additional parameter as compared to Schwarzschild — AdSy
solution of General Relativity. This parameter is known as Rindler acceleration [23]. It turns out
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that Schwarzschild — AdS, spacetime is obtained as a solution of conformal gravity, as a special case
with vanishing Rindler acceleration. Additionally, the theory with some fine-tuning of the param-
eters fits well to galactic rotation curves without need for dark matter [24]. Also, the gravitational
potential of a source characterized by the above mentioned conformal gravity solution, is linear in
the Rindler term and at small distances this term is negligible and the Newtonian limit is recovered.

Furthermore in the literature, conformal gravity has been studied in a quantum gravity context
[25], as a possible UV completion of gravity [26], [27], [28], it emerges theoretically from twistor
string theory [29] and as a counter term in the Anti-de Sitter/Conformal Field Theory (AdS/CFT)
correspondence [30], [31].

Of course, like all higher derivative theories, conformal gravity contains ghosts. It has been
conjectured that the theory may admit an alternative quantization that preserves unitarity [27], [32],
nevertheless it has received some criticism [33], [34]. The problem of ghosts is beyond the scope of
this thesis and in any case, conformal gravity should not be considered as a fundamental theory
of (quantum) gravity. Instead, the focus here is on the classical formulation of the theory and on
establishing the framework for a possible holographic dual.

Interesting results were obtained in the literature, when attempting to find connections between
conformal and Finstein gravity. In particular, it was observed that the renormalized on-shell
Einstein-Hilbert action of 4-dimensional asymptotically hyperbolic Einstein spaces is given by the
action of conformal gravity in these spaces [35], [36], [37]. Following this approach to connect both
theories, it was demonstrated [38] that a class of solutions of conformal gravity with an appropriate
boundary condition leads to solutions of Einstein gravity with a cosmological constant term. Particu-
larly, considering the conformal gravity action and if a Neumann boundary condition is imposed on
the metric at the boundary, then for spherically symmetric configurations Schwarzschild — (A)dSs
spacetime arises as a black hole solution. Moreover, the Euclidean conformal gravity action of
Schwarzschild — (A)dSy black hole, with a particular choice for the coupling constant of the theory,
matches with the Euclidean Einstein-Hilbert action with a cosmological constant of the same black
hole solution. Subsequently, the corresponding black hole entropy of both theories coincides as well.
Therefore, according to these findings, it can be concluded that this Neumann boundary condition
eliminates, in a way, the ghosts that conformal gravity possesses by picking only those solutions
that are also solutions of Einstein gravity plus a cosmological constant.

The scope of the present thesis is to investigate holographic and classical aspects of conformal
gravity. In particular, the theory is analyzed in a holographic context by implementing appropriate
asymptotic boundary conditions, in order to evaluate the finite response functions of the dual field
theory and to specify the asymptotic symmetry algebras. Furthermore, conformal gravity is formu-
lated classically by exploiting the Hamiltonian formalism, in order for the dynamics as well as the
gauge symmetries of the theory to be revealed. Furthermore, adopting a semi-classical approxima-
tion the 1-loop corrections of the theory are evaluated.

The organization of the thesis is as follows: in Part I, all basic concepts which are essential in the
formulation of the research on aspects of conformal gravity are introduced. At first, in chapter 2,
the Hamiltonian formulation of gauge theories is presented and in 2.4, the Hamiltonian analysis of
General Relativity is presented. Then, in chapter 3, the path integral approach to gauge theories
and 1-loop corrections is displayed and the relevant analysis on General Relativity is performed in
3.2. Finally, in chapter 4, comments on the AdS-CFT conjecture are mentioned. Then, Part II is
the main part of the research on aspects of conformal gravity. At first, in chapter 5, a holographic
calculation with the presence of asymptotically (A)dSs boundary conditions is formulated. The
variational principle of the conformal gravity action and the corresponding holographic response
functions are examined and the results are applied to particular solutions of conformal gravity.
Finally, the asymptotic symmetry algebras are analyzed. Continuing further with chapter 6, the
Hamiltonian formalism of conformal gravity is constructed. The constraint analysis is performed,
the Poisson bracket algebra of the constraints is discussed, the gauge generator is constructed and
after the implementation of boundary conditions, the associated canonical charges are evaluated. In
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chapter 7, the 1-loop partition function of the theory is computed. A linearized analysis is adopted
and the corresponding linearized equations of motion are extracted. Then, after evaluating the
Faddeev-Popov determinant, the 1-loop partition function is presented and evaluated analytically
using heat kernel techniques. Part II ends with chapter 8, where summary of the research and its
main conclusions are explicitly presented. Part III consists of appendices and Part IV contains the
bibliography:.
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BASIC CONCEPTS
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HAMILTONIAN FORMULATION OF GAUGE THEORIES

2.1 GENERAL SETUP

The most explicit treatment of a gauge system is the Hamiltonian formulation, originally formu-
lated by Dirac [39]. The formalism is constructed in a way to accommodate the characteristic feature
of gauge theories: the presence of arbitrary functions of time in the solutions of the equations of
motion. This implies that the canonical variables are not all independent but there are constraint re-
lations between them. The Hamiltonian formulation basically consists of handling these constraints.

Throughout this chapter, the Hamiltonian formalism is presented for a gauge system consisting
of finite degrees of freedom (mechanics) in 2.1. Then, in 2.2, the formalism is generalized for a
gauge system consisting of infinite degrees of freedom (field theory). In this case, the presence of
boundaries and the construction of canonical charges is discussed. The Hamiltonian formalism is
then applied to two particular examples in 2.3, the first one is a mechanical system and the second
one is Electrodynamics. Finally, in 2.4, the Hamiltonian analysis of General Relativity is presented.

2.1.1  Primary constraints

The mechanical system in question is characterized by the Lagrangian function L = L(qg, 4), which
is a function of positions ¢ = {g;(t)} and velocities § = {4;(t)}, with i = 1,..., N denoting the
physical degrees of freedom. The action functional is of the form

tr

S = / dt L(q,4). (2.1)
t

In order to find the classical equations of motion one requires Hamilton’s principle to hold: that is,

action must be stationary under arbitrary variations of the positions dg;, i.e.

ta

| ty
0=6S= [ dtog
ty

qi (2.2)

oL d /oL oL
[aq,.‘dt (aqi” P

f

where Einstein summation has been adopted and is considered from now on. The above is satisfied

when
oL d ( oL

assuming fixed end points, i.e. dg;(t1) = dg;(t2) = 0. These are the Euler-Lagrange equations of

motion and can be rewritten as
. ®®L oL . L (2.4)
with j = 1,...,N. It is clear from the above expression that, at a given time, the accelerations ;
are uniquely determined by positions and velocities (at that time) if and only if the matrix %a%
is invertible i.e. if and only if det [%] # 0. If, on the contrary, this determinant vanishes then
i99j
the accelerations §; cannot be uniquely determined by positions and velocities at that given time.
This implies that the equations of motion will contain arbitrary functions of time. And this is

13
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exactly the characteristic feature of the theories that exhibit gauge invariance. In other words, for a
gauge theory one has

0L ] B
9494

The next step is to construct the canonical Hamiltonian from the Lagrangian. The canonical
momenta are defined as

det { (2.5)

JL
ag;

i

p

(2.6)

With this definition, condition takes the form det [3*’;] = 0 and implies that the velocities are

non-invertible functions of coordinates and momenta. Therefore, the canonical momenta (2.6) are
not all independent but there are relations between them of the form

¢m(q,p)=0 ,m=1,...,M (2.7)

with M < N. These relations are the primary constraints. The name primary is justified in the sense
that these constraints follow directly from the definition of the canonical momenta and no use of

the equations of motion has been made to obtain them.

2
agiaLf?j
and that the constraint equations define a submanifold smoothly embedded in the phase space
(g, p). This submanifold is the primary constraint surface. To continue with the Hamiltonian formu-
lation it is necessary to impose some conditions on this primary constraint surface, also known as
regularity conditions. These are not explicitly mentioned here but are assumed to hold throughout
the following sections. A detailed description of these regularity conditions can be found in section

1.1.2. in [40].

It is usually assumed for simplicity that the rank of the matrix is constant in (g,4) space

2.1.2 Canonical Hamiltonian

The canonical Hamiltonian is defined as a Legendre transformation of the Lagrangian

H.=g;p' — L. (2.8)
Variation of (2.8), after using (2.6), yields
; ‘ oL oL
_ . . 1 . A 1 _ . . _ .
0H, = 4;0p' + 64;p' — 44, —aq_i 5ql—aqi . (2.9)

This implies that H, can be expressed as a function of coordinates and momenta and not as function

of velocities. Rewriting the Lh.s. of (2.9) as 0H, = %ZI; 6qi + %I;Fépi one gets

0H, dL oH. . i
At this point it is necessary to make use of a theorem that is stated here without proof (this can be
found again in section 1.1.2. in [40]). First one assumes that the primary constraint surface fulfills

the regularity conditions. The theorem then is

If Aisq; + u;6p' = O for arbitrary variations 5q;, 5p' tangent to the constraint surface, then

A= y™ aa(i;m (2.112)
1
pi=u" 34)@ (2.11b)

op!
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for some u™. The equalities are equalities on the primary constraint surface.

Combining and one gets

i = op +u oy (2.12)
oL  oH, m OPm
—a—qi = u 30; (2.13)

with u™ being arbitrary. Now, using the definition of the canonical momenta (2.6) and the Euler-
Lagrange equations of motion one finds

o= G+ (214)
.i aHC ma4)m
= — —Uu . 2.1
aqi aq; (2.15)

These are the Hamilton equations of motion. As it has been demonstrated, they follow directly from
the Euler-Lagrange equations of motion. Conversely, it is straightforward to show that the Hamilton
equations (2.14), together with the constraints give the Euler-Lagrange equations of
motion (2.3). This complete equivalence between the canonical Hamiltonian and the Lagrangian is
lost, at the later construction of the extended Hamiltonian function.

The Hamilton equations of motion (2.14), can be derived from an action principle of the
form

£ .
Sc = /2 dt (p'g; — He — u" ¢m) (2.16)
51

where ¢, are the primary constraints and u™ are arbitrary Lagrange multipliers. Requiring this
action to be stationary under arbitrary variations dq;, dp* and éu™, one finds

s R =

1)

- ‘Sum(i’rn) + 0qip' , (2.17)
1

which are the Hamilton equation of motion (2.14), and the primary constraints ¢, (g, p) = 0,
subject to the boundary conditions d4;(t1) = dg;(t2) = 0 (the same boundary conditions that were
used in the Lagrangian formulation). Another observation is made at this point: performing a
displacement in the canonical Hamiltonian as H. — H; + v" ¢y, it is obvious from action principle
and variation that one gets again equations of motion (2.14), up to a redefinition
of the Lagrange multipliers as u™ — u™ 4 v™. Thus, there is not a unique Hamiltonian function
describing a gauge theory.

2.1.3 Poisson bracket formalism

There is a more systematic way to perform the Hamiltonian analysis. In particular, for arbitrary
functions f, g of the canonical variables (g, p) there exists a bracket operation defined as

of o of o
{f,g Eaiai—a;ai (2.18)
This is the Poisson bracket. It has the following properties, arising directly from its definition:
{f,.g} = —{g f} antisymmetry (2.19)
(it fosi+8} ={fua1} +{fu,8} +{fo81} +{f2 8} linearity (2:20)
{fif2,8) = filfa, 8} +1fi,.8}f2 product law (2.21)
{fAgh}}y+{n{f. gt} +{g {h f}} =0 Jacobiidentity. (2.22)

15
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With this tool in hand, it is possible to express the Hamilton equations (2.14)), in a compact
way. Indeed, considering the total time derivative

o Of L Of i
f= 5g 0T 5P (2.23)

and then substituting g; and p; the r.h.s. of the above expression with the Hamilton equations (2.14),
and finally using the Poisson brackets’ properties (2.20), one finds that

f=Af He} +u"{f, ¢m} . (2.24)

It is straightforward to verify that for f = g; and f = p', one gets the Hamilton equations of motion

I '

2.1.4 Secondary constraints

A consistency requirement one has to impose is that the primary constraints ¢, have to be pre-
served in time. This is because they have to hold during the whole time evolution of the system.

Using f = ¢, in one gets

4’m = {¢m, He} +t'{pm, 1} = 0 Vm (2.25)

where r = 1,..., M. The above set of equations gives consistency conditions for the constraints
which can be categorized as follows: the set gives

1. relations between the canonical variables (g, p), independent of the Lagrange multipliers u"™
If

e these relations reduce to primary constraints, then equations are trivially satisfied.

o these relations are independent of primary constraints, then they are called secondary
constraints and one has to proceed further to examine their consistency in time. The
name secondary is justified, in the sense that primary constraints are just consequences
of the definition of canonical momenta, whereas for the secondary constraints one has to
make use of the equations of motion as well. For example, considering X(q,p) = 0 as a
secondary constraint, this also need to be preserved in time and according to (2.24) one
gets

X = {X,H.} + u"™{X, ¢}t =0. (2.26)

Of course now, one has to examine again whether this new consistency condition implies
new secondary constraints or if one falls into either category 1i., i.e. one gets an expres-
sion dependent on the constraints found so far, or category 2), i.e. one gets restrictions
on the Lagrange multipliers u™. This case is analyzed in 2.1.4.2, that follows, after intro-
ducing the weak equality notation. When this process is terminated, one ends up with
the secondary constraints

X,=0, k=M+1,... M+K (2.27)
where K is their total number.

2. relations between the Lagrange multipliers u. Then, the set has to be solved with
respect to these u’s. Again, this case will be analyzed in 2.1.4.2.

3. a mixture of categories 1) and 2) (this of course is also the case 1lii., when exhausting the
constraints” consistency conditions). In this case, one first has to terminate the consistency
conditions for the constraints that are not u-dependent and then determine the u’s.
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For later convenience, it is better from now on to denote all constraints, primary and secondary,
as

_ ¢m) . _
P = =0, =1,.. MM+1,... M+K=]. .28

1. Weak equality

At this moment, it is useful to distinguish between equations that hold on the constraint surface
and equations that hold on the entire phase space. For this, one uses the weak equality symbol ~
for equations on the constraint surface. Therefore, one can write (2.28) as

¢;~0. (2.29)

Whenever a quantity is weakly zero, this implies that it is a combination of constraints and need
not necessarily vanish in the entire phase space. In this perspective, after the consistency algorithm
for the constraints has been terminated one should get

=0 Y (2.30)
either because the Lh.s. is a combination of constraints either because the u’s have been restricted
either because there is a combination of both these cases.

2. Restrictions on Lagrange multipliers

What is left of the above discussion is to analyze the case where one gets restrictions on the
Lagrange multipliers u™. For this case one assumes firstly that the consistency process arising from
has been exhausted. In this way, both categories 2 and 3 which have been stated before are
covered. The consistency conditions for the constraints are written as

¢; = {¢j, He} +u"{pj, pm} = 0. (2.31)

These are | inhomogeneous equations of the M < | unknowns u™, with coefficients that are func-
tions of the canonical variables (g, p). Notice that this set of equations must be solvable, otherwise
the mechanical system described by the Lagrangian is inconsistent in the first place. The
general solution of is of the form

ut=um"+vn" (2.32)
where U™ is a particular solution of the system of inhomogeneous equations
{ij/ Hc} + Um{(p]-, ¢m} ~ 0 (2.33)
and V, is the general solution of the system of homogeneous equations
Vm{¢jf Pm} =0 (2.34)
where V" consists of a linear combination of the linearly dependent solutions V;,, of , denoted

as v"V,y,, with v” being arbitrary and a = 1, ..., A. Thus, the general solution can further be
written as

u" =~ U™ + 0"V, . (2.35)
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2.1.5 Total Hamiltonian

Once the consistency algorithm of the constraints is terminated, one can rewrite the equations of
motion f = {f, H. + u" ¢} as

f = {f, He + U" ¢ + 0 P }
~A{f, Het + U™ f, pm} + 0" {f, ¢a} (2.36)

with ¢y = Vappm. Defining
Hr = H.+U" Py + 0" ¢s (2.37)

as the total Hamiltonian, the equations of motion can be written as

f~{f Hr}. (2.38)

These are again equivalent with the Euler-Lagrange equations because the total Hamiltonian
is by construction equivalent to the Lagrangian and both describe the same gauge symmetries.
Furthermore, (2.38) can be derived from an action principle. This is

1) .
Sr = /t dt(p'gi — He — Uy — 1" ) (2.39)
1

where ¢, are primary constraints. After redefining U™ + u™ — u™ and requiring this action to
be stationary for arbitrary variations dg;, §p’ and su™ subject to the boundary conditions 6g;(t;) =

dqi(t2) = 0, one gets exactly variation i.e. the Hamilton equations (2.14)), and the primary
constraints ¢, ~ 0.

2.1.6  Classification of constraints into 1° and 2™ class

As soon as the consistency algorithm of the constraints has been exhausted, the distinction be-
tween primary and secondary constraints is of minor importance. This is understood in the sense
that no new constraints are generated. Another type of classification is now of crucial importance.
This is the classification of constraints into 1% and 2" class. This is of great significance because it
reveals the gauge symmetries of the system. In particular, as it will be explicitly demonstrated, 1%
class constraints are the generators of gauge symmetries while 2"4 class constraints are not and they
are removed by treating them as strong equations, after performing the Dirac bracket formulation.

An arbitrary function f of the canonical variables (g, p) is 1% class if its Poisson bracket with every
constraint vanishes weakly, i.e. if

{f,¢;} =cigp =0, Vj. (2.40)

A function of the canonical variables that is not 15t class is then called 2" class and its Poisson
bracket with at least one constraint is of the form

{f,0;} =d; (2.41)

where d; is a constant, which does not depend on the canonical variables. Some important features
arise from the above classification:

e The Poisson bracket of two 1t class functions is 15t class.
Proof:
Since f, g are 1%t class

{f,¢;} =ci¢p , {80} =di. (2.42)
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Then
{{r.sboi} = {F iz} - {e1r01)
- ({f, cé} — {g,dé} + cjmc’”l — djmd’”l)cpl
~ 0
— {f,g} is1* class (q.e. d.). (2.43)

e The constraints ¢, = V"¢, are 1" class.
Proof:

{4’a/¢j} = {Vam¢mr¢j} ~ Vam{(Pm/ij} ~0, Vj (2.44)
since V" is a solution of (q- e. d.). Moreover, ¢, form a complete set of 1% class
constraints because v”V}" is the most general solution of on the constraint surface.

e The total Hamiltonian (2.37) is 1%t class.
Proof:

{Hr, ¢j} ~ {He, i} + U"{pm, ¢} + 0" {Pa, P} }

@33), @34 .
R~ 0, Vj (qed). (2.45)

After the above classification, the analysis continues with the interpretation of 1% class constraints
as gauge generators and the treatment of 21 class constraints with the introduction of the Dirac
bracket.

2.1.7 1% class constraints as gauge generators

In a gauge system, if one examines the final state of the time evolution of canonical variables
from a given initial state, then a very interesting feature is revealed. This feature is the fundamental
difference between gauge theories and those that do not exhibit gauge invariance.

A general dynamical variable f with initial value f; at t; is considered to represent the initial
state. Then, the final state is obtained after a short time interval Jt = t, — t; and is characterized by
the value f, at later time #,. One can write f; as

fr=hf +f(5t
= fi+{f, Hr}ot
= fl + {fr He + um‘l’m}&t + Ua{fr ‘Pa}‘St (2.46)

where ¢, are primary 1% class constraints and v are completely arbitrary by construction as was
stated in . At this point, one makes the following observation: even though the initial state f;
is characterized uniquely by the set (g1, p!), one has to choose some values for the v"’s at time #; in
order to get a set of (g, p?) that represents the final state f,. This implies that choosing different
values for these coefficients at time t; one gets different values for (g2, p?) in the final state. In
particular, it is assumed that one chooses v'? as different values from v?. Then, the difference in f,
is

Afy = (vg = V") {f, ¢a} ot
=€ {f, ¢a} (247)

with € = (v* — v'?)ét. Now, since one requires a well-defined initial value formulation, the initial
state must determine uniquely the final state. Thus, it is clear that these different values of f,
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at final time t, must represent the same final state. This implies that the final state must be charac-
terized not only by one set (g2, p?) but rather by the set (Agy, Ap?). This ambiguity is a physically
irrelevant ambiguity. This is the characteristic feature of gauge theories and it is exactly the dis-
similarity with theories which are not gauge invariant. The transformations (Aga, Ap?) between the
different values of the canonical variables, which correspond to the same physical state, are gauge
transformations and as showed in they are generated by 1% class primary constraints.

In general, gauge transformations are not uniquely generated by expressions of the form (2.47).
In fact, the following statement holds:

e The Poisson bracket of two 1%t class primary constraints generates a gauge transformation.
Proof:
Suppose that one applies in succession two transformations of the form with parameters
€ and 7“ respectively. The difference in the final state is

Aehy f2 =f1+€”{f/¢a}+'7b{f+€”{f,4>a}/¢b} (2.48)

where b = 1,..., A and terms of the orders O(€?), O(5?) have been neglected. Applying the
two transformations in reverse order one gets

Bybefs = L+ n"{f 9o} + e { 40" {f, 90}, 0u | (2.49)
Subtracting (2.48) and and applying the Jacobi identity (2.22), the result is
(ByBe = A fo = €L £ {gu pu} } (2.50)

Since (A2A1 — A1) fo corresponds to a change of final values f, that do not alter the final
physical state, this must be the also case for the r.h.s. of the above expression. Thus, {¢s, ¢»}
generates a gauge transformation (q. e. d.).

This statement allows for possible generalization of the fact that 1% class primary constraints gen-
erate gauge transformations. According to (2.43), the Poisson bracket of two primary 1% class con-
straints is also 1% class. But this by no means implies that this is necessarily a primary constraint.
Thus, in principle, a secondary 1% class constraint could also generate gauge transformations. In
practice it really does so, e. g. in the case of General Relativity and Electrodynamics. Under this
consideration, Dirac conjectured that all secondary 1% class constraints generate gauge symmetries.
Although this has not been proved to be true and despite the fact that there are counter-examples
to this conjecture, it is generally postulated for all practical and realistic examples that all 1%t con-
straints generate gauge symmetries. Then, the gauge generator takes the form

G=¢€"¢, (2.51)

where ¢, are all the 1% class constraints and coefficients €” are arbitrary.

Castellani algorithm

In addition to Dirac’s conjecture, there is an algorithm which formally constructs gauge generators
by fixing the arbitrary coefficients €” in (2.51). In some cases this is useful and instructive. This
algorithm is known as Castellani algorithm [52] and it can be applied when one is interested in
gauge symmetries of the Lagrangian.

The starting point is to consider a physical state (g;, p') of the system that satisfies the Hamilton
equations of motion. Then, it is assumed that there exists a second state that again obeys the
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Hamilton equations and differs by small variations (7;, &) from the first one. For the varied state
(q; + i, p' + &), the Hamilton equations read

.. oH . .\ OPm
qﬁmzﬁ(aﬁmm’%’)— (qm+’7M);)pi(‘7j+’7j/Pl+Cl)
s OH N
prtd = —WT(QJ+ijPZ+§l>+ (qm+'7m)£(%+’7ﬁpl+5’) (2.52)
and the constraints are
P =" g+ P+ E). (2.53)

Expanding the r.h.s. of and to first order in the small variations #;(t) and & () and then
using the Hamilton equations of motion for the first state (g;, p') and its constraint equation one
finds

azHT azHT i agbm . .
0q;0p it apiapf - opi = 11j =0
E)ZHT E)ZHT ; a()bm ..
oqiog; " " apiaq,”  aq; !
o+ g 2" =0, (254)

This set of equations give the necessary and sufficient conditions for the varied state (g; + #;, p' + &)
to be physical: the small variations 7;(t) and ¢(t) which satisfy the above set, correspond to gauge
degrees of freedom. Now, the next step is clear: one is interested in finding the corresponding
conditions for a function to be a generator of these gauge degrees of freedom. This construction
involves two assumptions: (i) the small variations (1;,¢') are generated by arbitrary but finite
phase space functions G,(q,p) with n = 0,1,...,k, and (ii) each generating function G,(q, p) is
parametrized by infinitesimal quantities €”, with €" being the n — th time derivative such that

k k aGn
=3 €{qi G}t =} "= (2.55)
n=0 n=0 p
k k
i nyo,i naG”
5226{;},(}”}:—26 5 (2.56)
n=0 n=0 qi
where %Gp;’ and %—i: are calculated along the first state (g;, p'). Substitution of (2.55), (2.56) to the set
yields
9 3, 0 B
(55 * gy 3y ) (G Hr} + G ) =0
9 gy 0 _
(api oy apm) ({Gu Hr}+Goa) =0

{G, any constraint} = constraints (2.57)

or more explicitly

{GO,HT} = PEC
Go+ {Gl,HT} = PFC
G|+ {Gz, HT} = PFC

: (2.58)
Gr_1 + {Gk, HT} = PFC
Gy = PEC
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where PFC stands for “primary first class constraints”. An underlying assumption in this expression
is that the chain of G, is finite. This is equivalent with the assumption that there is a finite number
of secondary constraints. Actually, k is the number of generations of secondary constraints of the
theory. Finally, the gauge generator has the general form

k
G=Y €"Gy. (2.59)
n=0

The Castellani gauge generator contains by construction all symmetries of the Lagrangian. As
it will be explained in what follows, in the quantization procedure one should in principle allow
for more gauge degrees of freedom and extend the total Hamiltonian. In this case, the Castellani
algorithm can not be applied any more and then, the gauge generator, adopting Dirac’s conjecture,

can be expressed as (2.51).

2.1.8 Extended Hamiltonian

Given the significance of 1% class constraints on account of them being gauge generators, it is
important to involve them all in the Hamiltonian formulation. The total Hamiltonian does
not contain, in principle, all 1% class constraints. Therefore, it is useful to construct a Hamiltonian
function in order to exhibit all the existing gauge symmetries of the theory. This is the extended
Hamiltonian, constructed as

Hp = Ho+ U"pm + u'y, (2.60)

where v, are all 1% class constraints. It can be straightforwardly verified, using (2.33), that the
extended Hamiltonian (2.60) is 1% class, i.e.

{HEg, ¢} =0, Vj (2.61)

where ¢; are all the constraints.
It is evident from expression (2.60) that the extended Hamiltonian is not equivalent with the
original Lagrangian (2.1). The extended action principle takes the form

t2 . .
Sg = /t dt(p'q; — He — U" p — W/ ¢;) (2.62)
1
with ¢; being all the constraints. The corresponding equations of motion are
f~{f He} (2.63)
¢ =0 (2.614)

with u; = u"A;; and A, is such that 1% class constraints can be written as 7, = Agj¢j. It should
be emphasized again that these equations of motion are not equivalent with the ones of the total
Hamiltonian (2.38). On the contrary, there is an extension of the Lagrangian theory to a construction
such that all gauge freedom becomes manifest. And this is the reason that it is preferable to work
with the extended Hamiltonian in the canonical quantization.

2.1.9 Treatment of 2™ class constraints and Dirac bracket

According to the previous definition (2.41), a constraint ¢; is 2" class when its Poisson bracket
with at least one other constraint does not vanish weakly, i.e. when

{¢i, ¢} = dj (2.65)

where dz-]- are constants, not depending on the canonical variables. From now on, the ond (lass
constraints are denoted as &), and indices «, 3, ... denote the number of them. It is obvious from
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the above expression that the contact transformation generated by a 2™ class constraint does not
preserve all the constraints ¢; ~ 0 and thus maps an allowed state to a non-allowed state. Therefore,
2" class constrains cannot be interpreted as gauge generators, they are unphysical and they have
to be treated differently. This requires the introduction of the Dirac bracket. The Poisson bracket is
then abandoned and all equations of the theory are formulated in terms of this Dirac bracket.

The construction of the Dirac bracket starts as follows: it is stated here without proof that there
is an equivalent description of the constraint surface ¢; ~ 0 in terms of 1% class (7y,) and 2" class
(Xx) constraints (the proof can be found in 1.3.1. of [40]). In this description, one obtains a Poisson

bracket matrix as { - \
Yar Vb Yar Xﬁ {0 0
<{thl ’Yb} {Xa/ X,B}) - <O Ctxﬁ (266)

where C,p is antisymmetric and invertible in the constraint surface, such that
C*¥Cgy = 0% . (2.67)

An interesting observation here is that the number of 2"d ¢lags constraints must be even, otherwise
Cap has a zero determinant. The Dirac bracket is now defined as

{f.8} ={f. 8} —{f, X} CP {Xp,¢} (2.68)

for any phase space functions f, . Its properties are

{f,.g}" = —{g f}* antisymmetry (2.69)
{fif2,8}" = A{f2,8}" +{f1,8}"f2 product law (2.70)
{f g hy 1" +{n{f,g}"}" +{8/{h f}"}" =0 Jacobi identity. (2.71)
Additionally, one obtains
{Xy, f}*=0 forany f (2.72)
{f,g}* = {f, g} for g1 class and f arbitrary (2.73)
{h, {f,g}*}* ~ {h, {f,g}} for ¢, f 1 class and h arbitrary . (2.74)

Relation (2.72) holds in the entire phase space (strong equality). Thus, the 2" class constraints can
be set strongly equal to zero, i.e.
Xy =0 (2.75)

either before of after the evaluation of a Dirac bracket. Now, the equations of motion must be
evaluated in terms of the Dirac bracket. Since the extended Hamiltonian (2.63) is 1% class, using
property one finds that the equations of motion of the extended Hamiltonian take the form

f~{f He} ~{f, He}". (2.76)

Therefore, the extended Hamiltonian (2.63) still generates the correct equations of motion. Further-
more, the effect of a gauge transformation can also be evaluated in terms of the Dirac bracket as

{f,ra} = {f,7a}". (2.77)

So now the original Poisson bracket is discarded and all equations of the theory are formulated in
terms of the Dirac bracket. As it was stated in (2.75), the 2" class constraints are strongly set to zero
and they just become identities, expressing some canonical variables in terms of others. In some
cases, including the case of conformal gravity as it is described in Appendix C.3, setting 2" class
constraints strongly equal to zero can actually be used to eliminate some of the canonical variables
of the formalism.
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2.1.10 Counting of degrees of freedom

Since gauge freedom indicates that there is more than one set of canonical variables that corre-
sponds to the same state, it is always allowed to choose one of these sets among the rest. This can be
done by some gauge fixing condition. In this way, one can completely fix the gauge by eliminating
all 1% class constraints and end up with 2"d (lass constraints. Then, one arrives at the following
counting of physical degrees of freedom:

2 x N = (Number of independent canonical variables)
(Total number of canonical Variables) — (Number of second class constraints)
— (Number of first class constraints) — (Number of gauge fixing conditions)
= (Total number of canonical variables) — 2 x (Number of first class constraints)

— (Number of second class constraints) . (2.78)

2.2 GENERALIZATION TO FIELD THEORIES

The described Hamiltonian formalism for gauge systems consisting of finite degrees of freedom
can be formally generalized for gauge systems that possess infinite degrees of freedom i.e. for field
theories. This formal generalization is performed after generalizing appropriately the notions of the
dynamical variables, of summation, of partial differentiation and of the Poisson bracket operation.
In particular, a field theory can be described as a mechanical system in which the dynamical vari-
ables (g;(t), p'(t)) are defined at each point x = (¥, ) in spacetime with each index i, j, . .. taking on
continuous values as well, i.e.

1= (i,X) (2.79)
qi(t) — qi(t, %) = gqi(x) (2.80)
pit) = p'(,%) =p'(x). (2.81)

Summation of any phase space functions f; = fi(x),g' = ¢'(x) is promoted to integration and
summation as

fig — /Z | Pxfi(x)g'(x). (2.82)

Additionally, partial differentiation of a phase space function f;(x) with respect to the canonical
variables g;(x), p/(x) is defined as

ofilx) | 9fi
0c(y)  dax

(x,y)0®(x—7) ,t=" (2.83)

with y = (#,#) and gx(x) is any of the canonical variables g;(x), p/ (x ). Using (2.82) and (2.83), the
(equal time) Poisson bracket (2.18) between two phase space functions f;(x), g (y) becomes

0 g]

(w2 - 5B 02-200-0 e

(i0.gW) = [ @ [aj; (v 23502~ 30

_|ofiog)  9fiag G)re N gy
= [aqkapk apk agy (xy)o (X —7) t=t. (2.85)

Using the above definition, the Poisson bracket between the canonical variables takes the form

{7:(), P/ ()} = 86O (F —7) 4=t (2.86)



2.2 GENERALIZATION TO FIELD THEORIES

Phase space functions like the Lagrangian (2.1), the total and the extended Hamiltonian (2.37), (2.60)
and the gauge generator are now promoted to phase space functionals of the form

f= [ @ fla), P ). (287)

Partial differentiation of phase functionals with respect to the canonical variables, appearing for
example in the definition of the canonical momenta and in the Poisson bracket formalism, is gener-
alized to functional differentiation as

of _ 3 M @)z _ 7 _ g
60k (x) _/ztd o0 (x,y)o® (X —7) ,t=1. (2.88)

Exploiting the above relation, the (equal time) Poisson bracket of any phase space functionals f, g
is now defined with the above functional derivative (2.88) replacing the partial derivative in (2.18)
and using the summation (2.82)) as

{f,.¢} = /Z d3x [(sqéf o8 of o8 )] A=t (2.89)

i(x) opi(x)  opi(x) bqi(x

The Poisson bracket between a phase space function f;(x) and a functional g can be derived from
the above Poisson bracket (2.89) by setting f = f;(x). This is found to be

. _ fi o 98 v Ofi 08 @) n o
i), gt = | d3y[aqk (x,y) 5pk(y) o (x,y) 510 (y)] s (F -7 (2.90)
_ [9fi9glaiP']  9fi 0g[ai P'] .
= [aqkapk_apkaqk (x) t=t (2.91)

after using and (2.88). It is obvious that this Poisson bracket yields Hamilton equations of
motion for f;(x) being a canonical variable and ¢ being the Hamiltonian.

Under the above considerations, all Poisson bracket relations, equations of motions, interpreta-
tions, results and consequently the whole Hamiltonian setup which was presented previously for
a gauge system of finite degrees of freedom can be directly applied in the case of gauge field the-
ories. In this way, the Hamiltonian formalism provides a tool of major importance because it can
be used to analyze field theories of actual physical interest, since almost all of them possess gauge
symmetries.

2.2.1 Presence of boundaries

A closer look on the aforementioned rules of generalization of the Hamiltonian formalism to field
theories reveals a potential ambiguity. This is obtained as follows: functional differentiation as de-
fined in consists of boundary integrals on ;. Now, functionals appearing in the Hamiltonian
formalism, from the initial canonical Lagrangian up to the Hamiltonians and the gauge generator,
depend on the canonical variables but also on their derivatives. Thus, their functional differentiation
consists of boundary integrals on X; and inevitably, after performing an integration by parts, con-
sists as well of surface integrals on d%;. Therefore, consistency with definition (2.88) requires those
surface integrals on dX; to vanish. This is not problematic per se: when the boundary % is closed
(compact), the surface terms on 9X; vanish identically. In such cases, functional differentiation of
the Hamiltonians and the gauge generator is well-defined, in the sense that it is of the form (2.88).
On the contrary, when the boundary ¥; is open (non-compact), surface integrals on 0%; resulting
from integration by parts do not vanish. Then, the Hamiltonians and the gauge generator have
not well-defined functional derivatives, i.e. they are not of the form (2.88). This fact has several
consequences: Hamilton equations of motion are defined up to surface integrals on 90X and thus,
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they are ill-defined. Likewise, the gauge generator, when acting on the canonical variables via the
Poisson brackets, generates gauge transformations of the canonical variables up to surface integrals
on 0%;. These are not merely technical ambiguities: it turns out that they are crucial for the correct
notion of energy, momentum and other conserved quantities of the physical system.

Presence of open boundaries is a completely realistic situation in field theories. This is because one
is mostly interested in examining solutions of equations of motion of the theory or, in the language
of the Hamiltonian setup, the phase space of solutions: in the case of gravitational theories, where
the dynamical field is the spacetime itself, the boundary ¥.; of phase space of a solution is the spatial
geometry of this solution. In many cases, this is an open boundary. For instance, asymptotically
flat and asymptotically AdS solutions of General Relativity, where asymptotically refers to spatial
infinity, have open spatial surfaces. In those cases, functional derivatives of the Hamiltonians and
the gauge generator fail to be of the form and thus, they are not well-defined.

Under the above considerations, it is obvious that in presence of open boundaries surface integrals
on 0%, arising from integration by parts, have to be treated in such a way that functional derivatives
end up being of the form (2.88), i.e. they must consist only of boundary integrals on %;. In other
words, the Hamiltonians and the gauge generator have to be improved.

2.2.2  Improved Hamiltonian and gauge generator, boundary conditions and charges

Throughout this thesis, in order for the Hamiltonians and the gauge generator to be improved
in such a way to have well-defined functional derivatives of the form (2.88), the Regge-Teitelboim
approach [41] is adopted. Its characteristic feature is the fact that it maintains the (natural) foliation
of spacetime into constant time slices (X;), as Hamiltonian formalism does. There exist as well other
methods which follow a covariant approach [42], [43].

It was discussed in the previous subsection that, in the case of gravitational theories, the boundary
Y; of phase space of a solution is the spatial geometry of this solution. This implies that (asymp-
totic) boundary conditions that coincide with this spatial geometry have to be imposed on the
canonical variables. Exploiting such boundary conditions, the Regge-Teitelboim approach improves
the Hamiltonians and the gauge generator in order to have well-defined functional derivatives of
the form (2.88) as follows: appropriate surface integrals are added, the variation of which cancels
the already existing surface integrals, under the boundary conditions. In this way, functional deriva-
tives of the Hamiltonians and the gauge generator consist only on boundary integrals on X;. Thus,
they are indeed of the form (2.88) and they are rendered well-defined. Additionally, variation of the
improved Hamiltonians and gauge generator vanishes on-shell, on the constraint surface and under
the boundary conditions. That is, denoting the improved quantities as H' and T, their variation
takes the form

(SH/’on—shell =0H — 5Q/ ~ 0 (2-92)
5r’on—shell =0G — (SQ ~0 (293)

after the boundary conditions have been imposed and Q,Q’ are the appropriate surface integrals
on 0% They are usually referred to as canonical charges. Since they appear under imposition
of boundary conditions, they are associated with the corresponding asymptotic symmetries of the
theory. Indeed, charges turn out to be the energy, the momentum, or any other conserved quantity
of the physical system.

In this chapter, an explicit derivation of the improved Hamiltonians, gauge generator and canon-
ical charges is presented in 2.3.2, where the case of Electrodynamics is discussed and in 2.4, where
the case of General Relativity is considered.

With the Hamiltonian formulation in hand, one is now equipped with all the necessary tools to
pass into the canonical quantization of theory. The canonical quantization was first performed by
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Dirac [44], [45] and its major advantage is the fact that canonical coordinates, conjugate momenta
and their corresponding Poisson (or Dirac) brackets have a simple quantum analogue. Therefore,
transition from the classical Hamiltonian setup to the quantum theory is almost straightforward.
Now the importance of the Hamiltonian formulation becomes extremely significant: it is the starting
point of the canonical quantization of classical field theories of physical interest.
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2.3 EXAMPLES

The Hamiltonian formulation is now applied to two systems that exhibit gauge symmetries. The
tirst one is a mechanical system which describes conformal mechanics and the second one is a field
theory example, in particular Electrodynamics.

2.3.1  Conformal mechanics

The action is

/dt €1ka y] (294)

where ¢, xi,yf, zk are the dynamical fields, i,j,k = 1,2,3 and p is a coupling constant. The above
expression is the symmetrical reduction of the conformal gravity action in 3 dimensions, i.e. of

S=5 S d3x e"°T?,(0,T¢,; + ZFZfF{d) [46]. The first order form of the action is

S = /dt pixt + ply' — He(e, x', v, 2, pf, Piy)} (2.95)

where the canonical coordinates are (e, xi,yi, zi) and the corresponding canonical momenta are
(p¢, p¥, p!, p?). In order to avoid a larger phase space with more constraints, the appropriate mo-
menta have already been identified [47] and p7, p! are Lagrange multipliers enforcing the relations

¥ = ey, y = ez'. Assuming further that z' is a linear combination of x' and y’ of the form
z' = zyx' + z,y, the phase space becomes 18-dimensional, consisting of the canonical variables
(e,x',',zy,zy) and the canonical momenta (p°, p7, p/, p**, p?). Then, the primary constraints are
oL
pr=5,=0 (2.96)
oL
= = = 0 2.
P = o (2.97)
oL
pr=5=0. (2.98)
0z
The canonical Hamiltonian in takes the form
H. =¢G (2.99)
where
G= Ply +Pl (zxx +Zy]/) (2.100)

The total Hamiltonian is
Hr = eG4 u1p° + uap™ + ugp® (2.101)
where 11 = uj(t), up = up(t), us = uz(t) are arbitrary functions of time. The consistency conditions
for the primary constraints (2.96), (2.97), (2.98) reveal the secondary constraints

{r’, Hr} = -G (2.102)
{p*,Hr} = —epiyxi = —elly (2.103)
{p¥, Hr} = —eply’ = —ell,. (2.104)
Proceeding further, the time evolution of the above secondary constraints (2.102), (2.103)), (2.104) is
{G, Hr} = upIT, + usll, =~ 0 (2.105)
{I1y,Hr} = e( — z, I, + 1T, — p?‘xi)
~ —epix' = —e®, (2.106)

{Il,, Hr} = e( —2pYy’ — z, 11, + G)

~ —2epiy = —2e®,. (2.107)
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Thus, ®y in (2.106) and P, in are ternary constraints. Their time evolution is
{®,, Hr} = e( — 2,11 + <I>y) ~0 (2.108)
{®,, Hr} = ez (Hy + (I>x> ~ 0 (2.109)

and therefore, there are no further constraints.
The next step in the analysis is to classify all constraints (2.96)-(2.98)), (2.102)-(2.104), (2.106)) and
into 1% and 2"¢ class. An explicit calculation yields

{perff’m} =0, {pzx/(,bm} =0, {pzyr(i)m} =0, Vm=1,...8 (2’110)
{G’pzx}:Hx;:jO , {G,pzy}znyzo ’ {G,Hx}:(Dx‘l‘Zny—ﬂ'y%O
{G,Hy}:q)y_zxnxzo ’ {GI(DX}:ZXHX_(P?/%O

{G, &y} = z,I1, — 2, Py — 2,P, = 0 (2.111)
{T1,, Hy} =-IL~0, {I,®,} =11, =0, {IL, q)y} = -0, ‘|‘Hy ~ 0 (2.112)
{1, ®,} =0, {I, ®,} = —P, =0 (2.113)
{@), @)} =D, =0 (2.114)

where ¢, in are all constraints with m = 1, ...8. It is obvious from the above Poisson bracket

algebra that all constraints are 1%t class. The physical degrees of freedom are (2 x9—0—2 x 8) = 1.

Using the total Hamiltonian (2.101), the Hamilton equations of motion are

¢={eHr}=u , p={p°, Hr} = -G (2.115)
¥ ={x,Hr} =ey' , pf = {pf, Hr} = —e p!zy (2.116)
y' =y Hr} = e(zx' +2y) , pY = {p] Hr} = —e(pi + piz)) (2.117)
tx = {zx, Hr} = uz , p™ = {p™, Hr} = —elI, (2118)
zy ={zy,Hr} =us , p® = {p?,Hr} = —ell,. (2.119)

One notices the characteristic feature of gauge theories, namely the fact that the equations of motion
contain arbitrary functions of time. That is, presence of the arbitrary functions u1, up, u3 in the first
equations of (2.115), (2.118), (2.119) respectively states that the canonical variables e, z,, z, are
not fixed by the equations of motion. Subsequently, the rest equations of motion contain as well
arbitrary functions of time and the rest of the canonical variables are partially fixed.

The extended Hamiltonian is obtained when adding the secondary (2.103), and ternary
constraints (2.106), to the total Hamiltonian (2.101). Thus, the extended Hamiltonian takes
the form

Hg = Hr + 0411 + 0511y, + 06Dy + 07Dy
= (01 4+ e)G + v2p° + v3p™ + vap™ + vsI1y + V6I1, + V7 Py + V8D, (2.120)

where v, = v,(t) with a = 1,...8, are arbitrary functions of time. The corresponding equations of
motion are

é={e,Hr} =v, , p°={p°, Hr} = -G (2.121)
¥ ={x, Hpg} = (1 +vs +e)y' +vx' , pf = {p}, He} = —(v1 + e)plzx —vsp! —v7pf  (2.122)
v ={y, He} = (v1 +e)(zxx' +2y') + vsx’ +vey’
pi ={pi. He} = —(e+01) (pi + p{zy) — vep] — vsp} (2.123)
zy ={zy,Hg} =vs , p? ={p™, Hr} = —(e+ vl (2.124)
zy ={zy,He} =vs , p¥ = {p¥, Hr} = —(e +v1)II,. (2.125)
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Once again, one notices the presence of the arbitrary functions of time v,(t) in the above equations
of motion. In particular, presence of v;, v3,v4 in the first equations of (2.121), (2.124), (2.125) implies
that the canonical variables ¢, zy, z, are not fixed by the time evolution. As a result, the rest of the
canonical variables, the equations of motion of which contain these arbitrary functions of time, are
partially fixed.

The gauge generator is constructed by adding all 1% class constraint. In this case, they are con-
tained already in the extended Hamiltonian (2.120). Thus, the gauge generator is simply the ex-
tended Hamiltonian and generates the gauge symmetries which are described by equations

E1z)-E1z9).

2.3.2  Electrodynamics

The Maxwell Lagrangian is
1
L= _1/2 d®xF,, F™ (2.126)

with Fj, = 9,4, —dpA, and a,b = 0,1, 2,3. The vector potential A, is considered to be the canonical
variable. The canonical momenta are

oL

= A F® (2.127)
a
with the primary constraint being
= F% =0. (2.128)
The canonical Hamiltonian takes the form
H. = | & 1A, —L
X
s (1o i 1 i
= . d x(iFijF + En T — Agd; 7T ) (2.129)
t

with i,j = 1,2, 3. The total Hamiltonian is

HT = HC + d3x Uu 7o
X

1 1 ;
= d3x<*Fi]‘Fl] + *7'[17'[1' — AoaiT[l + LlTC()) . (2.130)
bl 4 2
where u = u(x) is arbitrary. The consistency condition for the primary constraint (2.128) generates

the secondary constraint

{nx), Hr} = - [ Py 03~ 2); Aj(z) [ #y(-Air) = (2.131)
Additionally, there are not further secondary constraints since
{0;7', Hr} = 9;0;,F = 0 (2.132)
and both constraints (2.128), are 1% class because
{n%,8;A"} =0. (2.133)

The physical degrees of freedom are 3(2 x 4 — 2 x 2) = 2. The equations of motion are

Ao ={Ao Hr} =u (2.134)
A = {Aj Hr} = m1; + 9; A° (2.135)
1’ = {7’ Hr} = 0,7 =~ 0 (2.136)
it = {n',Hr} = aiji (2.137)
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One notices the characteristic feature of gauge theories, namely the presence of arbitrary functions
of time in the equations of motion. Indeed, contains the arbitrary function u = u(x) and
thus, the time evolution of Ay is not determined. The o-th component of the vector potential A, is
left arbitrary.

The 1% class constraints (2.128), generate the gauge transformations A, = e, {A,, ¢a}
and St = e, {nt", .} with ¢1 = 70, ¢p = 9;t, a = 1,2 and €, = €,(x) being arbitrary. These
transformations explicitly read

0Ay = €1 (2.138)
0A; = —die (2.139)
ot =0. (2.140)

with €1 = €1(x) and e, = €,(x) being arbitrary. Finally, the gauge generator of (2.138), (2.139),
i

G = d®x (61 7+ e a,ﬁ') . (2.141)
Xt

Now it is interesting to examine the symmetries of the extended Hamiltonian. Since, the 1%t class
secondary constraint is already present in the total Hamiltonian (2.130), it is sufficient to
view Ay as a Lagrange multiplier and not as a canonical variable. Notice that is also implied by the
first equation of motion (2.134). The extended Hamiltonian is simply

1. .. 1 . .
Hr = / d3x(fFijF” + — 7t +)\ai7'cl) (2.142)
o 4 2

where A = A(x) is an arbitrary function. The equations of motions with respect to the extended
Hamiltonian are
Al' = {Ai, HE} =TT — ai/\ (2143)
i = {n',Hg} = o;F/". (2.144)
One notices again the presence of the arbitrary function A = A(x) in equation of motion (2.143).
Now, the 1% class secondary constraint generates the gauge transformations 6A; = e{A;, ¢}
and o' = e{n’,¢} with ¢ = 9;,7' and € = e(x) being arbitrary. These transformations explicitly
read
0A; = —0die (2.145)
st =0. (2.146)

The generator of the above gauge symmetries is

G= [ dxeor. (2.147)
X

It is now investigated whether the above gauge generator has well-defined functional derivatives of
the form (2.88). Its variation takes the form

oG = dx [aiﬁiée — 8ie§7t’} + d?x; e 67! (2.148)
JX )

where an integration by parts has been performed. It is obvious that, since the variation consists

of surface integrals on 0%, the gauge generator (2.147) has not well-defined functional derivatives.

Thus, it needs to be improved. This is done by adding to (2.148) the surface integral

0Q=— d’x; e 67t (2.149)
)
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Then, the variation of the improved generator I' becomes

§r’on—shell =G+ (SQ

= dx [ai 7'de — 9,e67T
Xt

~0 (2.150)
after use of the constraint (2.131)), subject to the boundary condition
ort'ly, = 0. (2.151)
The charges are evaluated by integrating in phase space. The result is

Q=- d*x; et (2.152)
B
Identifying the canonical momenta 7t as the electric field E, the o-th component of the above charge
takes the form

Q=- s dzxi E! (2.153)
t

which is simply the electric charge, since the above expression is the integrated form of Gauss’ law.
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2.4 THE CASE OF GENERAL RELATIVITY
2.4.1  General setup

The Einstein-Hilbert action is .
_ 4 —
S = Tem /Md xy/—8gR. (2.154)

The Gibbons-Hawking-York boundary term [48]], [49] that is required for a well-defined variational
principle does not contribute to the dynamical evolution of the system. Therefore, from now on,
this and other boundary terms will be neglected, being dynamically irrelevant. Using the ADM
decomposition [50], which is presented in Appendix A.3, the Lagrangian of can be rewritten
as

Bxv/hIN (R + KpK™ — K2 4 2V, (n"Ven) — ZVu(nCVCn“)) . (2.155)
Xt

The derivation of the above is given in Appendix A.2. The last two terms in the parentheses yield
boundary terms in and are dropped. The components of the canonical momenta 777" = S

- 5gab
are
= = V(K™ — Kh) (2.156)
5hab
_ ;If] —0 (2.157)
oL
Ty = 3N- =0. (2.158)

The last two expressions (2.157] are primary constraints. The Lagrangian (2 in terms of
canonical variables takes the form

1 1
. d3x\fN<R+h7'c Tab = 57 ”2) (2.159)

and therefore the canonical Hamiltonian is

H.= [ d°x [ﬁ“bhab + °N, + NN} —L
X
1 ~
= d%\/ﬁN( R+ =%y, — “2> — | &#x2N,D,n%+ | dx2D, (an“b> (2.160)
P l’l Zh ! X

using (2.156), (2.157) and (2.158). The last expression is a boundary term and is dropped. The total
Hamiltonian is

Hr = H.+ d3x(u7r+u”7ra)
X
3 1 u2 3 ab a
=/ d x\/ﬁN( R+ — "7, — ) +/ d x( — 2Ny Dyt +um +u na) (2.161)
o h 2h b2

with u = u(x), u® = u”(x) being arbitrary. The consistency conditions for the primary constraints
(2.157) and (2.158) reveal the secondary constraints

1
{m,Hr} = W(R— hrt bty + — 7 ”2> =-—H, (2.162)
{rt,, Hr} = 2Dyl = —H,. (2.163)

At this stage, it is convenient to calculate their Poisson brackets. They are
{Ho(x),Hy

) L)} = B (M (x) + Ho(y) ) 307 (% — ) (2.164)
)

{Ha(x), Hi(y)} = Hi(x)0.6% (2 —7) (2.165)
{Ha(x), Hp ()} = Ha(y) 9,0 (F — §) + Hy(x) 3,07 (% - ) (2.166)
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with the partial derivative always acting on the x argument. It is easily recognized that the above
relations form an algebra. The discussion and analysis of this Poisson bracket algebra is postponed
until subsection 2.4.2 that follows.

The total Hamiltonian can now compactly written as

Hr = / d3x (N”Hl + N"H,+um+ u”na> : (2.167)
Xt

Using the algebra (2.164)), (2.165), (2.166), the time evolution of the secondary constraints H,, H,
terminates since

(Ha(x), Hr} = />: Pyl Ha(x), NH | + NHe ()} = H 19N + 0 (NHy) + HedaNE ~ 0 (2.168)
t

{HL(0), Hry = [ YR (), NHL + NHa (4)} = HOON +3,(NH)
+ 0, (H N*) ~0. (2.169)

Thus, there exist no further secondary constraints.
The next step is to classify all constraints into 1% and 2"¢ class. One finds

{m,m} ={m,H, } ={m, Ha} =0
{7Taz/HL} = {na/%b} =0
{H1(x), Ha(y)} = H1(x) 6% (= §) ~ 0 (2.170)
and therefore all constraints are 1% class. The physical degrees of freedom are 1(2x 10— 0—2x 8) =

2, corresponding to the two different polarizations of the graviton.
Using the total Hamiltonian (2.167), the Hamilton’s equations of motion are

. 2N 1
hap = {hap, Hr} = ﬁ(nab - Ehabnrcz) + 2D, Ny (2.171)
N={N,Hr} =u (2.172)
N? = {N%, Hr} =u" (2.173)
1 N 1
-ab __ ab _ ab _ tpab ab ed  *t_c2
7% = {n" Hr} = —NVh(R 2h R)+2\/ﬁh (Teq7t 57t )
— %/I\E](ngnbc — %n“bﬂﬁ) +Vh(D*D’N — h**DD.N) — 27D N® + D (N°7®)  (2.174)
7t={m Hr}=-H, ~0 (2.175)
7t ={m,, Hr} = —H, =~ 0. (2.176)

It is obvious from (2.172) and (2.173) that N, N remain arbitrary functions. Subsequently, equations
of motion (2.171), contain as well arbitrary functions, a characteristic feature of General
Relativity as a gauge theory.

As discussed in 2.1.8, the extended Hamiltonian is obtained by adding all secondary 1% class

constraints (2.162)), (2.163) to the total Hamiltonian (2.167), i.e.

HE:HT+/th3x<ocHL+zx”’Ha)

=/ d3x((oc+N) Hi + (oc”+N”)Ha+u7t+u”7tu> (2.177)

where & = a(x),a” = a”(x) are arbitrary functions. Since the equations of motion of N, N* (2.172),
state that N, N* are, as well, arbitrary, the terms in the above parentheses can be redefined
as
Hg = /2 d3x (eLHL +&"H, +ur+ u”na> (2.178)
t
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with et = et (x),e" = &"(x) being arbitrary functions. As it was argued in 2.1.8, one is generally
interested in the extended Hamiltonian when quantizing the theory, where all gauge freedom be-
comes manifest. That is because secondary 1%t are added in the total Hamiltonian, which were
not present before. But in the present case, it is obvious that the extended Hamiltonian is
the same with the total one and generates the gauge symmetries of the Lagrangian (2.155),
as the total Hamiltonian does. Nevertheless, for distinguishing the true dynamics of the theory
from parts characterizing merely how the coordinate system evolves in time (sections 3.3 and 3.4
of [50]), it is customary to reduce the phase space as follows: from the analytic expressions of the
secondary constraints H | and H, (2.163), one observes that they do not depend neither on
N, N” nor their conjugate momenta 7, 77, and thus the extended Hamiltonian (2.178) can be viewed

as describing two distinct systems: the first system, consisting of th d3x (eLH 1+ s”’Hu) in which
N, N* are not dynamical variables anymore, reveals the true dynamics. The second one, consisting
of th d3x (urf + u” na> characterizes the evolution of the coordinate system in time and is discarded.
The rest of the analysis continues with the extended Hamiltonian to be

HE:/ d3x(€L”HL+8”7‘la>- (2.179)
X

Now the phase space has been reduced since N, N* and their conjugate momenta are not canon-
ical variables anymore. The remaining dynamical variables are h,, and 7t’. The corresponding
equations of motion are

2¢et

; 1
Nay = {hap, HE} = W(7rab — Ehabng) + 2D 485 (2.180)

1 et 1
—ab __ ab _ L ab __ ‘yab ab ced  + 2
7 = {7 Hg} = —e"Vh(R zh R)+2\/Eh (7Teq7T i )

1
— = _(nfmb — Enﬂbn) +Vh(D*DYet —h™DDeet) —21n°UDee?) + D (e€7™) . (2.181)

One obtains, once again, the characteristic form of equations of motion of a gauge theory, namely the
fact that they contain arbitrary functions, in this case these functions being et and €. Additionally,
varying the extended Hamiltonian with respect to e and &* one gets the constraint equations
HJ_ - 0, Hﬂ — 0

2.4.2 Poisson bracket algebra of the constraints

It was mentioned before that the algebra of the constraints is

{Hi(x), Hi(y)}=h" (%(x) + Hb(y)) 9,09 (¥ — 7)) (2.182)
{Ha(x), 1o (y)} = Hi(x) 0,09 (% — 7)) (2.183)
{Ha(x), Hy(y)} = Ha(y) 3p0°) (¥ — §) + Hp(x) 0,6 (X — 7). (2.184)

Their geometrical interpretation was particularly important for understanding the dynamics of Gen-
eral Relativity: the third relation states that H, are generators of spatial diffeomorphisms
on the surface ¥;. The second relation states that H, is a scalar density. This does not at
all contain any new information since it was already defined as such in (2.162). Finally, the first
relation states that 7 | is generator of deformations of the surface ¥; normal to itself, as
it is embedded in X; x R ~ M. This means that the evolution of the dynamical variables of the
theory can be represented as motion of the 3-dimensional surface X; in the 4-dimensional manifold
of hyperbolic signature. A very interesting discussion concerning this geometric interpretation of
the above Poisson bracket algebra can be found in [51]. A last observation is that the presence of heb
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in the rh.s. of (2.182) shows that the Poisson bracket algebra of constraints is not a true Lie algebra
at all. Interestingly, as it will be explained later, it becomes a Lie algebra asymptotically.
Another useful version of this Poisson bracket algebra can be derived using smeared variables as

H. [y] = /E dx H,n (2.185)

H[F = g d>x H, " (2.186)

where 17 = 7(x) and ¢” = &%(x) = h%¢’ are a scalar and a tangent vector field on X; respectively.
Then, the algebra (2.182), (2.183)), (2.184) becomes

{H,[m], Hy[2]} = H[W" (411 Dyr2 — 72Dy )] (2.187)
{H[Z, Hy[n]} = H\ [*£eer] (2.188)
{H[&}), H[Z5)} = H[[21, &3] (2.189)
where
(&9, E8]° = E0aE5 — E50aC} (2.190)

is the usual expression for the Lie bracket of two vector fields.
Furthermore, the extended Hamiltonian can be written in the smeared version as

Hele] = . Px "H, (2.191)

with €” = {e*,¢"}. Then, the algebra (2.187), (2.188), (2.189) can be compactly written as

{Hgle1], Hele2]} = Hg[[e1, €]] (2.192)

with
[e1,€2] = e10,e5 — 50,61 (2.193)
le1, €2]" = h™ (61 9pes — €3 9pet) + €10p€5 — €50ef (2.194)

also known as surface deformation algebra [51].

2.4.3 Gauge generator

Firstly, the case of the gauge symmetries of the Lagrangian is explored. For this, one uses
the Castellani algorithm [52]: starting with the primary first class constraint 77, one has the following
chain

G] =TT
Go + {7'[, HT} = PFC
{Go,Hr} = PFC (2.195)
with
PFC = [ dy(a(xy)aly) + o' (x,y)m(y)). (2.196)

The coefficients a(x,y) and a”(x,y) are determined via chain to be

a(x,y) = N'9,(y)6®) (% — )
a’(x,y) = *N(y) 8 (¥ — i) + N(y)a"s® (¥ — 7). (2.197)
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The corresponding gauge generator is associated with diffeomorphisms orthogonal to the spatial
hypersurface dM and it takes the form

G (C5 ¢ = /Z By [gi (%l + 3£+ DN + Da(n”N)) + g’ln} . (2.198)
t
Likewise, starting with the primary first class constraint 77, the algorithm gives the following chain
G =,
Goa + {ﬂaz HT} = PFC,

{GOuz HT} - PFCa (2-199)

with
PEC = [ dy(Ba(x.y)(y) + Bhlx 1)) (2:200)

The coefficients B,(x,y) and Bi(x,y) are found from to be
Ba(x,y) = %N (y)0® (¥~ 7)
BL(x,y) = 9,N?6®) (& — §) + N6L9.6%) (X — 7). (2.201)

The corresponding gauge generator is associated with spatial diffeomorphisms on dM and it takes
the form

Gp(2%, &%) = /)2 B [gﬂ (H + 7D,N + 3£Nna) + C”na] . (2.202)
t
Hence, the gauge generator of symmetries of the Lagrangian is
G=G,+6Gp
- d%[gi (HL—F g+ 7T,1D“N+Du(7T“N)) +itn
Xt
+ " (’Ha + DN + 3£N7Tu) + C”Tca] . (2.203)

Lastly, as it is shown in Appendix B.1.1, it can be straightforward verified that the Castellani gener-
ator produces the correct gauge symmetries of the Lagrangian (2.155). That is, it generates
the transformations

08ab = £z 8ab (2.204)
under diffeomorphisms of the coordinates, x'* = x* + % (x?).

Now, the case of the gauge symmetries of the extended Hamiltonian in the form of is
analyzed. Since 1% class constraints generate gauge symmetries, the gauge generator is simply the
extended Hamiltonian

Hp — /X Pr(e My +eH, ). (2.205)
t

At this point, it is reminded that the phase space has been reduced by discarding N, N* and their
canonical momenta. Thus, the gauge symmetries in this case are the transformations of the spatial
metric

Shyy = Eechyy (2.206)

under diffeomorphisms of the coordinates x* on M of the form x'* = x® + €*(x?). It is demonstrated
that the extended Hamiltonian indeed generates the correct gauge transformations (2.206).
The task is to find éh,;, under the action of the gauge generator (2.205), i.e. to find oy, h,p, and then
verify that it generates the rh.s. of (2.206). Indeed, dp,h,, is the Hamilton’s equation of motion

(2.180), which is rewritten as

Otizhap = {hap, HE}
2et 1
= —= (7t — 5 hap7e) + 2D 484

Vh 2
=2eK,, + 2D ,¢p) (2.207)
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after use of (2.156) and its trace. Now, focusing on the r.h.s. of (2.206), the vector field €’ on M can
be decomposed in the ADM basis as

" =etn'+¢ (2.208)
with

el = —nye® and € = hf,eb (2.209)

Then, using (2.208), the rh.s. of is found to be
Lechay = Lot ey echap = Eetychap + 3Eechay
= etnVohy, + ZhC(aVb)(elnc) + 2D 48
=et [ncvchab + 2hc(aVb)nC} + 2D 48
= el £pchgyy, + 2D 48
= 2e1K,, + 2D &) (2.210)

after using nh,, = 0. This is exactly the rh.s of (2.207) and thus 0y, = £echy,. Therefore, it
is concluded that the extended Hamiltonian indeed generates the gauge transformations

(2.206) of the spatial metric.

2.4.4 Improved Hamiltonian and generator

It was already discussed in 2.2.1 that, in presence of boundaries, the Hamiltonian functions and
the gauge generator have not, in principle, well-defined functional derivatives of the form (2.88).
Indeed, this holds true in the case of General Relativity as well. Namely, the extended Hamiltonian
or gauge generator has not well-defined functional derivatives. Thus, it has to be improved
by adding appropriate surface integrals, such that they cancel those arising from its variation. This
inevitably leads to imposition of asymptotic boundary conditions which, here, are chosen to be
asymptotically AdSy.

At first, it is demonstrated that the extended Hamiltonian or gauge generator has not well-
defined functional derivatives of the form (2.88). Writing Hamilton equations of motion of
compactly as

. 0H
hap = {hay, He} = Hj’ (2.211)
A = {h, He} =~ (2.212)

one observes that the functional derivatives appearing in the r.h.s. are the coefficients of the variation
of the extended Hamiltonian (2.2035), i.e.

SHp — /E d3x[A”b5hab+Bab57r“b (2.213a)
t
with
5HE _ ab
oy A (2.213b)
OHg _
S = Bub- (2.213¢)

Thus, in order for the Hamilton equations of motion (2.211)), to be defined at all it is com-
pulsory that variation dHE is of the form for arbitrary changes of the phase space functions
(hap, T°). But an explicit variation of yields

SHE = / Px[A%5hyy + Bydr®| = | sy [G(e* Dol — Dee hy)|
Xy

0%y

- d?s; [ZscéﬂCd + (26 — edﬂbc)éhbc} (2.214)
0%
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with Gobed = %\/ﬁ(h“chbd + hopbe — 21%ph?) and the exact expressions of A®Y, B, are the r.h.s. of the
Hamilton equations (2.180) and (2.181) respectively. Thus, the surface integral on 9X; which appears
in the above variation renders the extended Hamiltonian not being of the form and
thus not-well defined. For the Hamilton equations to make sense, the surface integrals in the above
variation must vanish. Therefore, the extended Hamiltonian has to be improved. This is

done by adding an appropriate term, the variation of which cancels these unwanted surface terms.

The explicit form of this term depends on the asymptotic boundary conditions one imposes.

2.4.5 Asymptotically AdSy boundary conditions and canonical charges

The extended Hamiltonian is improved to have well-defined functional derivatives, after
imposing asymptotically AdS4 boundary conditions. Then, the corresponding canonical, asymptotic
charge is constructed. As it is shown, these charges describe asymptotic symmetries of the theory,
namely the symmetries of O(3,2) which is the isometry group of AdS,.

Firstly, the AdS, spacetime is considered: the solution of Einstein’s equations with a cosmological
constant term A that possesses the maximum number of isometries is AdS; spacetime and can be
written as

dsy = — (14 p*)dt*> + (1 + p*)~1dr* + r?d0y3 (2.215)

where p = 7, dQ3 = d6? + sin? 6¢* and A = —(%, with £ being the radius of curvature of AdS,. The
group of isometries is O(3,2). Its ten generators are the Killing vectors Uap with A,B =1,...,5
and they have the explicit form

0
Ust = =~
Uy = —psinTsinf cos ¢(1 +p2)_1/zaaT + (1+p*)?cos Tsinf cos (P;p
. 0 sing d
1 2\1/2 2 _ 2
+po (14 p%) cosr(cosecosgbag sin98cp)

Uz = —psintsinfsing(1 + pz)’l/Zi + (14 )12 cosrsiné)sincpaap

oT
_ . d cos¢p 0
1 2\1/2
+po (1+4p%) COST(COSQSIH¢89+Sin98<p)
0 d d
— g 2\-1/2 2\1/2 _ -1 2\1/2 :
Uy = —psintcosf(1+ p”) 57 +(1+p%) Cosrcosf)ap (1+p%) COSTSanBQ
Uys = p cos Tsinf cos ¢(1 +p2)_1/2;_ + (1 + p*)1/? sin'rsin(?cos¢aap
. . 0 sing d
1 2\1/2 _
+po (1+p%) smr(cos()coszpag sin98(p) (2.216)
Uss = p cos TsinBOsin¢(1 —I—pz)l/ZaaT + (14 p*)1/2 sinrsin@sincpazi)
_ . . 0 cos¢p 0
1 2\1/2
+po  (1+p%) smT(cosGsm<pa€+sinea¢>
d d d
_ 2\-1/2 2\1/2 o _ -1 2N1/2 i
Uys = pcosTcosB(1+ p7) aT—F(l—kp ) s1nTcos98p (14 p%) sstmGaG
0
Uy = 7847

d d
Uzy = — sin4>£ — cot g cos 49%

Uy = cos cpaae — cot g0 sincpaa(P
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where T = t/~!. These Killing vectors obey the 0(3,2) Lie algebra

[Uap, Ucp] = CEF 4pcpUgr (2.217)

where . .
CEF upep = EnBc((Sf;ng — 54oh) — 5?73D(<5ﬁ55 — 846¢) — (A + B) (2.218)

and the five-dimensional metric 745 has signature (—, +, +,+, —).
Since the interest here is for an asymptotically AdSs spacetime, one can write such a line element
as
ds* = ds3 + hydx"dx” . (2.219)

For example, such a spacetime describes the Kerr — AdS, and the Schwarzschild — AdS4 spacetimes
(with appropriate h,, in each case). Now, boundary conditions at infinity (/,;, as  — o0) are usually
imposed by hand. However, they should be such that they meet some reasonable and desirable
criteria. In this example, adopting the argument of [53], boundary conditions should be such that
they fulfill the following requirements: 1) they should contain asymptotically AdS spacetimes of
physical interest, for example the Kerr — AdS, solution, otherwise they would be too restrictive,
2) they should be invariant under the O(3,2) group, otherwise an allowed configuration under a
symmetry transformation would be mapped into an non-allowed one, and 3) they should make
the surface integrals associated with generators of the O(3,2) group finite asymptotically. To fulfill
condition 1), one starts with the Kerr — AdS,; metric in the form and acts on it with the
generators of O(3,2) (2.216). The generated metric perturbations h,, are

hy = rflfﬁ + 0(7’72) hyy = 7’74ftr + 0(7’75) hig = r—lft¢ + 0(1’72) ht¢ = Tflft(p + 0(1’72

)

hyt = hyy hyr = 7’75frr + 0(7’76) hre = 7’74fr9 + O<7’75> hr(,b = ri4fr¢ + 0(775)

hgr = ht@ h91’ = hrg h99 = r_lfgg —+ O(T’_Z) I’l9¢ = T_lf(Pg + 0(7’_2)

I’l(pt = ]’ltqy hqbr = hr(l) hq,g = hgq, h¢¢ = 1’_1f¢¢ + 0(7’_2)
(2.220)

where the functions fi, fir, fir, fre, fre, fog, fpp depend on 7,0, ¢. It turns out that the above asymp-
totic boundary conditions are O(3,2) invariant, i.e. also fulfill condition 2). Additionally, the above
set of boundary conditions preserves asymptotic isometries of the metric /,, generated by vector
fields €° (3£echyy, = 17" fup, with n = 1,4,5 according to (2:220)) obeying

lim [ec - eABUfL‘B} —0 (2.221)
r—o0
where €8 are the constant components of ¢ along the Killing vector fields components U5 . The

precise fall off behavior of cam be found in [53].

The next step is to find, under the asymptotic boundary conditions (2.220), (2.221)), the appropriate
surface term the variation of which cancels the unwanted surface terms in (2.214). Additionally, to
meet condition 3), this surface term must be finite asymptotically. Using K,, = ﬁ(—hab + D(aNb)),
the asymptotic behavior of canonical momenta is found to be

i r—lprr + 0(1’_2) 7.(7’9 — r—ZprG + 0(1’_3) ¢ = r—2pr<p + O(}’_3)
o = nf P (x) =r2p® + O(r=°) 7% =r2p% + O(r=0) (2.222)
7P = ¢ 790 = 799 % = 1/75p¢¢ + 0(776)

where the functions p'", p'?, p?, p%, p%¢, p?? depend on 6, ¢ and all 1** = 0 Va. Using the asymptotic
boundary conditions (2.220), (2.221), (2.222), the appropriate term to cancel the unwanted surface
integrals in is found, up to a constant, to be

1. 4B
5 lim €8 Q45 (2.223)
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where
Quap = /a @S ( W (Ui Dyhac — Dylljighac) + 2L ¢ ) (2229)
t

and the quantities with ~ refer to the spatial AdS metric and Webed — %\/ﬁ (hehbd  pad fbe —
2hhed). Moreover, it turns out that this term is finite asymptotically, therefore condition 3) is
satisfied. Thus, one has now achieved the initial aim: the improved Hamiltonian or equivalently the
improved gauge generator can be written as

1
H' = Hp + = lim e*Qup
2 r—oo

1 . ~ -
_ 3 L a R 2 abed (771 _ 1 c d
= /.4 x(e H+e ”Ha) o lim [ sd(w (UkgDyhac — DylUkghac) +2uAB7rC) . (2.225)

One notices immediately that H ~ Qap. Therefore, the improved Hamiltonian can be
interpreted now as the (correct) energy of the system, being charge (2.224).

Lastly, it is interesting to calculate charge of a particular solution e.g. for the Schwarzschild —
AdS, spacetime

-1
ds* = — (1 + 0% — g)dtZ + (1 o g) dr* + r*d0)3 (2.226)

with p = 7. In this case, the asymptotic boundary conditions (2.220), are

2M A
hrr = /5

=0 (2.228)

+O(r %), other hy =0 (2.227)

and charge associated with the Killing vector Us; = 97 reads
- - T
Qs1 = / s, WL Dyhey = 87tME / d0sin 6 = 167tM¢ (2.229)
B 0

and all other Qg = 0. This is indeed the mass (energy) of the system at spatial infinity.

2.4.6 Asymptotic symmetry algebra

Now it is demonstrated that charge generates asymptotic symmetries of the theory, namely
that is isomorphic to 0(3,2) algebra (2.217): since the extended Hamiltonian has been improved to
H' = Hg + %limrﬁOo eBQ 43, the smeared version of the Poisson bracket algebra of the constraints

takes the form
{H'le1], H'[e2]} = H'[[er, 2] - (2.230)

Since H'[e] now has well-defined functional derivatives, so has {H'[e1], H'[e2]}, according to [54]:
the Poisson bracket of two well-defined differentiable generators is also a well-defined differentiable
generator. The algebra on the constraint surface becomes

{Qlel, Qle2]} = Qler, €2]] - (2.231)

The asymptotic part of the Lie bracket [e1, €3] is expressed in terms of the asymptotic parts of
€1, € according to the surface deformation algebra (2.193), (2.194). Then, using the asymptotic
boundary conditions (2.220), (2.221)), one finds that the Lie bracket [e1, 2] takes also the form (2.221])
asymptotically, i.e.

le [[el,ez]c - [el,ez]ABquB} —0 (2.232)
r—o00

and additionally that

CD _EF
1

li_>m [e1,€2]48 = CABper €SP € (2.233)
r—00
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with CABcppr being the structure constants of 0(3,2) defined in (2.218). Thus, substituting
and into the r.h.s. of (2.231), one finds that

{Qle1), Qlea]} ~ C*cprr efP €5 Q[Uas] (2.234)

i.e. the algebra of the charges is isomorphic to the Lie algebra 0(3,2) (2.217).



PATH INTEGRAL APPROACH TO GAUGE THEORIES AND 1-LOOP
CORRECTIONS

3.1 GENERAL SETUP

It was already discussed in chapter 2 that the Hamiltonian formulation is the starting point of the
canonical quantization of a classical (gauge or not) theory. One major advantage of this approach is
the simple analogue of the whole Hamiltonian setup to the quantum theory. Nevertheless, the choice
of a particular time slice, mandatory in the Hamiltonian setup, makes the canonical quantization
approach not manifestly relativistic.

There are alternative approaches to quantization. One of them is the path integral quantization
which is formally provided by a Hamiltonian formulation of the theory. This still maintains the non-
relativistic feature. However, it can equivalently be provided by a Lagrangian formulation. This
is desired because it has the obvious advantage that the Lagrangian can be expressed manifestly
relativistically, on account on the action being relativistically invariant. The Lagrangian approach
to quantization is equivalent with the Hamiltonian approach for the cases where the Hamiltonian

function is schematically of the form H = % + V(g), where p are the conjugate momenta and
V(q) a potential term. As it is obvious, this form of Hamiltonian already covers a wide variety of
realistic systems. But there are cases, such as non-Abelian gauge theories, in which the Hamiltonian
function is not in the above mentioned form. Thus, the Lagrangian path integral approach is not
subsequently obtained from the initial Hamiltonian formalism. Nevertheless, due to the relativistic
feature the Lagrangian possesses, it is customary to ignore the presence or not of an equivalent
Hamiltonian path integral approach. Instead, the starting point of path integral quantization is
considered to be provided by the Lagrangian.

Throughout this chapter, the path integral approach to field theories which possess gauge sym-
metries starts in 3.1, by analyzing initially a non-relativistic quantum mechanical system. The gen-
eralization to field theories is then performed gradually and the linearization and 1-loop corrections
are presented. Finally, in 3.2, the whole setup is applied in the case of General Relativity.

3.1.1  Quantum probability amplitude and classical Lagrangian

All equalities between quantum amplitudes and the path integral are to be understood up to
(infinite) overall factors. This point is emphasized when it appears for the first time.

Non-relativistic quantum mechanics

Throughout this subsection, : is restored, for clarifying the classical limit of the path integral.
The original idea of connecting the quantum mechanical amplitude between two states with the
classical Lagrangian was first stated by Dirac [55]. This connection was inspired by the following

fundamental concepts: classical canonical transformations and their validity in the quantum level as
well, the Hamilton-Jacobi equation and the classical limit of wave mechanics. The main statement,
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or postulate, was that the probability amplitude of an initial state |q1,#1) to be found in a final state
|g2, t2 > must satisfy the following relation:

t
z’fdtL/h
(g2, t2|q1,t1) corresponds to et (3.1)

where L = L(q,4) is the classical Lagrangian with g = {g;}, § = {4;}, i = 1,... N being the degrees
of freedom of the system and ¢1 = gi(t1), 2 = qi(t2). The expression corresponds to is used to
point out the relation between the quantum mechanical amplitude and the classical theory, and
throughout Dirac’s work expression is treated as an equality. The assumption that in the r.h.s.
appears the exponential of time integral of the Lagrangian, i.e. the classical action, is reasonable
and is justified: expressing the wavefunction ¥(q,t) as ¢(q,t) = p(q,t)e’Sl1/" where p(g,t) is the
probability density and S[g] any real functional, it turns out that the classical limit of Schroedinger
95q] 95q]

equation is simply the Hamilton-Jacobi equation of classical mechanics H(g, W’t) +=5 =0

t
where S[q] = f2 dtL + constant.
t

Dirac’s statement was then further developed by Feynman [56] to the formal formulation of the
path integral. Namely, in an attempt to investigate what "corresponds to" accounts for in , he
formulated a spacetime approach to quantum mechanics based on path integrals: the notion of a
unique classical path (trajectory) describing motion of a particle between two fixed end points and
satisfies Hamilton’s principle is radically altered. In quantum theory, between the two fixed end
points there exist infinite paths in spacetime plane along which motion takes place. Hence, all of
them must be taken into account in the dynamics of the theory. In particular, the rh.s. of Dirac’s
statement must be integrated over all these spacetime paths as follows

2 irfzdtL/h
(a2, tolgr,t) = [ Dla(n)] e 6-2)
n

This expression is known as Feynman'’s path integral. D[q(t)] is the path integral measure and de-
notes functional integration along spacetime paths in configuration space. The boundary conditions
(fixed end points in space) in the path integral are denoted as q(t2) = g2, q(t1) = ¢1. It should also
be mentioned that the above equality is up to an (infinite) normalizing factor (further details can be
found in the original work).

This path integral approach is mathematically equivalent with other formulations of quantum
mechanics, like the Schroedinger equation and the Heisenberg operator algebra. Furthermore, it
can be verified that the Feynman path integral has the correct limit as # — 0, indeed singling out
the classical path contribution. A heuristic argument is the following: considering i1 — 0, paths
away from the classical one will have large phase difference and will interfere destructively. On the
contrary, paths that are near the classical one will have small phase difference and will interfere
constructively. Thus, as i — 0, the most important contribution to the path integral comes from
the region around the path which extremizes the action. According to Hamilton’s principle, that
is nothing else than the classical path. This conclusion can also be formally derived by use of the
stationary-phase method.

Relativistic quantum field theory

In what follows, 7 is again set to unity.

The next step is to find an expression of the quantum amplitude in terms of the Feynman path
integral for systems with infinite degrees of freedom, i.e. for a field theory. The simplest case
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will be considered here, that of a scalar field. Later, more involved examples will be analyzed, such
as the case of Electrodynamics and the case of General Relativity. Using the correspondence

q=¢ (33)
i— X (3-4)
qi(t) = ¢(£,X) = ¢(x), with x = (%, 1) (3-5)
where ¢(x) is the scalar field, the Feynman path integral takes the form
$2(¥)
($2(2), l1(F), 1) = [ Dig(x)] e £ (6
$1(%)

where £ = L(¢p(x),1,) is the Lagrangian density and 7,, the Minkowski metric. The boundary
conditions (fixed end points in spacetime) in the path integral are denoted as ¢(X,t1) = ¢1(X),
¢(¥,t2) = $2(X).

In quantum field theory, it is usual to take the initial and final states ¢; (X), ¢2(X) to be the vacuum
state. This can be denoted as < 0,t,|0,f; >. This is a convenient but a natural choice as well, since
this is precisely what is measured in experiments. Then, this quantum transition amplitude from
vacuum to vacuum (for a free of interactions Lagrangian) represents the energy of the ground state.
But this is not of particular interest, since the aim is to calculate and measure energies of excited
states relative to the energy of vacuum state. Such cases are for example, when there is creation
of particles which propagate for a while and then at a later point they annihilate. This is formally
interpreted by a source at which particles can be created and annihilated. A typical Lagrangian
density for a scalar field with a source function | = J(x) is of the form

L) = 31" 0updnp — V(9) + I ()

where V(¢) being a general potential term. Here and from now on, x-dependence is not explicitly
written in expressions inside the path integral. Now, the quantum amplitude takes the form

H 4 1 ab
©.elfjon) = [ Dlg) ¢ liran-vione] 69
Of course, the Lagrangian density (3.7) can also contain additional interaction terms between the
fields like e.g. —%(])4 and so forth, with A being the coupling constant of the interaction. For
simplicity, these additional terms are not written explicitly here.

The ultimate target is to analytically evaluate this quantum amplitude in its most general form, i.e.
for the most generic Lagrangian density. This is done as follows: it is expanded in a perturbation
(Taylor) series in | and in A and the resulting expression is a series of functional integrals. This series
can also be schematically represented by the known Feynman diagrams. Each of the functional
integrals of the series must be, in principle, analytically evaluated and, again in principle, they
should not be infinite. It is important to state though, that even the functional integrals that appear
in the lowest orders of perturbative expansion are in general highly non-trivial to calculate.

During the direct, straightforward evaluation of these functional integrals that arise from the Feyn-
man path integral an important identity is widely used. This identity is an infinite dimensional
generalization of the Gaussian-type integral

? 271\ 1/2
/dx e 20 +bx (77[) /2 (3.9)

The infinite dimensional generalization is obtained when integrating by parts the exponential in
and assuming as always boundary conditions, such as the fields to vanish fast enough at the
boundaries. Then, the analogue of the identity (3.9) takes the form

/D[(P] eI KPVH] 9 o= VIO/3]) 3] K1) (3.10)
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where K = 92 here, but in general it contains all quadratic terms in the dynamical fields which
appear in the Lagrangian density. Also, - denotes tensor multiplication in a generic case.

Relativistic quantum field theory with gauge symmetries

Since most of theories that actually describe nature do exhibit gauge invariance, it is of major
importance to calculate the corresponding of the quantum amplitude in these cases. In doing
so, things seem to be not so straightforward. Namely, a small difficulty appears: whenever needed,
implementation of the identity is problematic. In particular, K has no inverse. Of course, this is
not at all surprising since the Lagrangian (density) in gauge theories is singular: this is was already
encountered in 2.1.1 where it was deduced that for a gauge theory, one has det [%} = 0. This
non invertibility of K appears at least to next-to leading order terms in the perturbative expansion
of the path integral and consequently affects the unitarity property of the corresponding quantum
amplitude [57].

A characteristic example of this complication is the case of Electrodynamics. The Maxwell action
with presence of a current J,, i.e.

S[A] = /d4x - iFab 4 4,)'] (3.11)

with Fy, = 20(,Ay, is invariant with respect to the gauge transformation A, — A, = A; — 9, A.
When evaluating the path integral, in the attempt to bring it to form (3.10), a partial integration in
the action must be performed. This gives

S[a] =[x~ 3Au(— " + ) 4+ A7) (12)

Therefore here, K in is proportional to —#7%9? 4+ 9?0’ = B®. But one immediately observes
that B? is singular, because acting on the vector d,A it has zero eigenvalues, i.e. B dp/A = 0. Thus,
K has no inverse.

Although there exist several tricks to overpass this difficulty, they are successful only at lowest or-
der of the perturbative expansion of the path integral and only in the above case of Electrodynamics.
The most general and successful method to attack this problem is that of Faddeev and Popov [58],
[59]. Its success relies on the facts that it is successful at any order of perturbative expansion and at
cases of non-Abelian gauge theories, such as Yang-Mills and also at the case of General Relativity.

The Faddeev-Popov method is now performed for the above case of Electrodynamics. It essen-
tially consists of factoring out of the path integral the redundant integration over A (where K is
singular), up to an overall infinite factor. Since quantum amplitudes at all orders will contain this
infinite overall factor, it is usual to ignore it and throw it away. This can be schematically written as

[ plajesial ([ piay) s (13)

where | is a path integral, independent of A and is to be specified. It is worthwhile mentioning that
this is reminiscent of the choice of a particular gauge in the canonical quantization of Electrodynam-
ics.

The method introduces a functional A(A), known as the Faddeev-Popov determinant. It is de-
fined by writing unity as

1= A[A] [ DIASIF(A")] (514
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where f[(A})] is any gauge fixing function depending on A, = A; — 9,A. It can be shown that the
Faddeev-Popov determinant is gauge invariant, i.e. A(A) = A(A’) (a proof can be found in IIL.4 of
[60]). Then, inserting (3.14), the Lh.s of becomes

/maﬁwz//DMWAwWMMMﬂAM
_//D A eSUIALANIF(A)]
(/pia) /D | SAIA[AJS[F(A)] (3.15)

where in the second equality the inverse gauge transformation A}, — A, has been performed. Also,
it has been used that the Faddeev-Popov determinant, the path integral measure D[A] and the
action are gauge invariant. Now this expression is indeed of form (3.13). The integration over A has
been factored out in the overall infinite volume element | D[A]. It is infinite because it is the volume
of group of gauge transformations A, = A, — d,A. But as was stated before, this is not problematic
since all quantum amplitudes are considered to be normalized to common infinite factors.

To see specifically that the singular behavior of K in identity disappears with the Faddeev-
Popov method, it is instructive to choose f[A] = 9,A? — 0, with ¢ being a scalar function. Then,
from the inverse of the Faddeev-Popov determinant takes the form

(AA)] ! = /DA(S(aaA“ ~ A —0). (3.16)

But since in A[A] is multiplied with 6[f(A)], one can heuristically set f[A] = 0,A" — 0 to
zero. Thus, [A(A)]™! ~ [ [ DAS(d>A)] L. This does not depend on A, and is thrown away. In other
words, the Faddeev-Popov determinant here can be set to 1. Therefore, up to overall factors that
only depend on A, takes the form

/MMWW /D zwuam_@
—/D erfd”/D 5(3.A" — o)
:/D AleSA- 2 | (047 (3.17)

where an additional integration over ¢ has been performed in order to compensate with the delta
function 6(9,A” — 0) and ¢ is a number. Then finally, the original Maxwell action takes the
form

8141 = S[A] - 55 [ dtx(@.A%?
= [dtx[= A=+ (1= o) 4, + A7), (3.18)

It is straightforward to check that K of is now proportional to B = —3%9? + (1 — %)aﬂab
which does have an inverse and is no longer singular. Therefore, the Faddeev-Popov method in this
case fixes the problem by "adding" a gauge fixing term in the action.

Consequently, for a relativistic theory that possesses a particular gauge symmetry the correspond-
ing expression of the quantum amplitude can be written as

(0,t21]10,12) = [ Dig] A(g) &1 (3.19)

where A(¢) is the Faddeev-Popov determinant, relevant with the gauge symmetry of the scalar field
action S[¢].
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Gravitational theories

Since the aim of this thesis is to analyze extensively aspects of conformal gravity, it is desirable to
extend the above discussion in this direction. And since the most physical and illustrative example
to start with is General Relativity, the action S[g] will be left arbitrary and generic in order to cover
both these cases.

The gauge symmetry that General Relativity possesses is that of diffeomorphism invariance, that
is invariance under changes of coordinates as x* — x¥ = x? + & (x?). Conformal gravity is dif-
feomorphic invariant as well. But it exhibits additionally scale invariance as a gauge symmetry.
Therefore, for a generic gravity theory an analogue of expression with the Faddeev-Popov
determinant should be derived.

Before proceeding with the actual derivation and exactly because of diffeomorphism invariance,
it is important to emphasize on boundary conditions or end points of the path integral. Namely, an
initial and a final state can be characterized by a metric g; on a spacetime M; and a metric g» on a
spacetime M, respectively. But, due to diffeomorphism invariance not all components of g1 and g»
are physically relevant. That is, the components g"’n;, where 1, is the normal vector on the induced
surfaces S; and Sy of M; and My, can have by gauge transformations arbitrary values which move
points in the interior of spacetime but leave the boundary fixed. Therefore at the end surfaces S;
and S, it is sufficient to specify only the induced 3-dimensional metric h; and h, respectively.

Taking this into account, the quantum amplitude from an initial state with metric /; on a surface
S1 to a final state with metric /i, on a surface S, is [61]

hy
{1z, S2lhy, 51) = [ Dls] Alg) ¢Sl (5.20)
h

with A(g) being the Faddeev-Popov determinant, associated with gauge symmetries of the gravita-
tional action S[g].

3.1.2  Euclidean path integral and partition function

There is a technical issue concerning the Feynman path integral that was described before. And
this is the issue related to its convergence. In particular, the action that appears in the exponential
of path integral is real, for real ¢. Likewise, the Einstein-Hilbert action as appearing in the
exponential of is real when g is a real Lorentzian metric, i.e. having signature (—, +, +, +).
Therefore in both these cases, the exponential terms oscillate and cause convergence problems in
the path integral.

A resolution to this problem is to turn the oscillating exponentials into decaying ones. In order
to achieve that, the time parameter t is analytically extended into the complex set. This is done
by performing a Wick rotation t — —it, with T € R. Then, the section of the complex plane
characterized by real coordinates (7,x,y,z) is the Euclidean spacetime (7 is also known as the
Euclidean time). The spacetime metrics 77 and g with initial Lorentzian signature are changed to the
Euclidean signature (4,4, +, +). Then, all path integrals can be performed in Euclidean spacetime
and resultant expressions can be always analytically continued back to the initial Lorentzian section.

At first, the Euclidean continuation is applied in the case of scalar field theory. The path integral

in takes the form
| Dlgl A(g) ¢S (3.21)

with §[¢] = —iS[¢] being the Euclidean version of S[¢]. For real ¢ on Euclidean spacetime, S[¢] is
positive semi-definite. Now the initial aim has been achieved: the path integral over all such field
configurations is indeed exponentially damped and thus, it is expected to tend to converge. The
above expression is also known as Euclidean path integral.
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Another important application of the Euclidean path integral is related with aspects of statistical
mechanics. That is, a canonical ensemble of the scalar field ¢ and its partition function. Such
a relation can be obtained as follows: one can consider the scalar field ¢ without the presence

of a source, i.e. to consider the free action S = [ d*x {%17””8,14)8;74) — V(<p)] Then, the quantum

amplitude between an initial state |¢;(X), t1 > and a final state |2 (X), t» > is given by the Feynman
path integral (3.6), which is repeated here:

$2(X)
($2(8) Llr (B), 1) = [ Dlg] 590, (522)
¢1(¥)

Using the Schroedinger picture, the Lh.s. can be written as

(p2() e =71 |gy (7)) . (3-23)

Assuming that t, — t; = —if, ¢1(X¥) = ¢2(X) and summing over a complete orthonormal basis of
¢n, one obtains from the above the partition function of the canonical ensemble of the field ¢ at
temperature T = B!, which is

Z =) {¢u(2)]e P |¢n (%)) (3-24)

where E, is the energy eigenvalue of the state ¢,. But as it was stated before, the Feynman path
integral can also be replaced by its Euclidean version. Thus, the partition function can also be
represented as a Euclidean path integral

$2(¥) X
z= [ pig) S (3:25)
$1(%)

where S[¢] is the Euclidean action and the path integration is performed over all ¢’s that are real in
the Euclidean section and periodic in T with period B.

Now it is of interest to discuss the above considerations in the case of gravitational theories.

That is, to derive the corresponding expression for the Euclidean path integral and investigate the
canonical ensemble and partition function of the gravitational field. With analytic continuation to
the Euclidean section, the spacetime metric ¢ takes the Euclidean signature (+,+,+,+) and the
quantum amplitude becomes

Iy
(i, S2lh1,$1) = [ DIgla(g) e Sl (3.26)
hy
where S[g] = —iS[g] is the Euclidean version of the gravitational action. The path integration

is performed over all metric configurations that are real in Euclidean spacetime and have given
values hy, hy at the boundary surfaces S, Sy respectively. Now the question is whether the issue of
convergence of the path integral has been resolved, like in the case of the scalar field. One obtains
that

¢ the Euclidean Einstein-Hilbert action is not positive definite. This conclusion comes form the
fact that there is a particular example of a metric, that is ¢’ = O?¢ , which makes the action
arbitrarily negative for () varying rapidly. Therefore, the issue of convergence of the path
integral in this case is not resolved. It is unavoidable to adopt a "Positive Action Conjecture"
[8], which nevertheless has been proven to hold for asymptotically Euclidean metrics [g] and
other special cases.
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e the conformal gravity action consists of a Lagrangian density which is quadratic in cur-
vature tensors of the metric. Assuming that i) the dimensionless coupling constant acg is
positive and ii) the metric g, is real and positive, then the conformal gravity action is positive.
Thus, and only under these assumptions, its path integral is expected to converge.

In any case, given the Euclidean path integral it is natural to define the partition function of
a gravitational canonical ensemble in an analogous manner like in the scalar field. But the situation
is quite different: the universal attractive nature of gravity is source of many instabilities, which
make the canonical ensemble ill-defined. This fact was already known from Newtonian gravity,
where a static and homogeneous fluid is unstable under gravitational perturbations [62]. Similar
problems appear when considering a gas of gravitons in a finite volume, which are in thermal equi-
librium under their own Newtonian gravitational field: the system is thermodynamically unstable.
All these problems arise due to the attractive nature of the gravitational force.

In the case of General Relativity the problem of instabilities not only is not resolved, but becomes
even more severe. A gravitational system in equilibrium does not have a spatially constant tem-
perature, but there is only a local notion of temperature depending on the local observer. This is
concluded from the equivalence principle and implies that the temperature is blue- or red-shifted.
Additionally, a gravitational system due to influence of its own gravitational field will experience
gravitational collapse which will inevitably lead to the formation of a black hole [63]. The black
hole has a negative specific heat and thus, it cannot be in stable equilibrium with thermal radiation
at a fixed temperature [64]. Consequently, the black hole formation renders the canonical ensemble
ill-defined. Similar instability results are deduced when restricting the ensemble into a particular
metric configuration, such as flat spacetime: the canonical ensemble of flat spacetime at a finite tem-
perature is not well-defined [65]]. Other approaches that consider the gravitational microcanonical
ensemble are not discussed here.

The problem of instabilities though is handled, when imposing certain assumptions in the whole
setup. That is, when enclosing the system in a box and imposing particular type of asymptotic
boundary conditions to the black hole to be formed. Such an example is the case of an asymptoti-
cally flat black hole inside a spherical cavity. The enclosing of the system inside the cavity is crucial
for defining the notion of temperature of the black hole ensemble: this is defined to be the uniform
temperature of the wall of the spherical cavity and depends on its boundary radius. In this case,
the canonical ensemble and its partition function turn out to be well defined [66]. Another example
is the case of an asymptotically AdS black hole. It is interesting to notice that this system does
not require the confinement in any kind of cavity, because the gravitational potential of the AdS
space acts like a box (of finite volume) itself. Then, an asymptotically AdS black hole has a positive
specific heat and thus, makes the canonical ensemble and its partition function well-defined [67].

Under the above considerations, a definition of the partition function of a canonical ensemble
for the case of gravitational theories should be done with great care on the (asymptotic) boundary
conditions imposed on the Euclidean path integral. In the cases when those allow a definition of
a gravitational canonical ensemble, following the analogue of (3.22), (3.23), (3.24) the gravitational
partition function is

hy
7= /D[g]A(g) ¢~5ls] (3.27)
Iy

where g is periodic in T with period B = T, i.e. g(t,%) = g(t + B,%), and has given boundary
values hy, h».

3.1.3 Linearization and 1-loop correction to the classical action

The present and following section are entirely focused on the case of gravitational theories. As
it was already described before, their path integral is, in a sense, ill-defined. And this is due to
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the problem of convergence of the path integral, even in its Euclidean version (3.20), (3.27). But
even if this issue is neglected and one attempts to actually calculate the whole perturbative series
of the path integral, it turns out that it is extremely non-trivial. This complication arises due to
non-linearity of the equations of motion that gravitational theories exhibit.

Therefore, in the path integral formulation of gravitational theories it is legitimate to use approx-
imation methods. It is natural to expect that the dominant contribution to the path integral will
come from metric configurations that are near to those who extremize the action. That is, near to
solutions of the classical equations of motion. This method is called stationary-phase approximation
and it basically exploits perturbation theory to approximate the non-linear equations of motion into
a simpler, linearized version.

The starting point is to assume that there is an exact, known solution of the equations of motion
and a deviation around this solution. The spacetime metric g, can then be written as

8ab = gab + guh(e) (328)

where §,, is the exact known solution and g,,(€) is the deviation around it. This can also be
expressed in a perturbative (Taylor) series as

d €2 d?
guh:gub+€%|€:0+§%|€:0+‘“ (3'29)
= &ab + €Yap + ... (330)

with dgg” le=0 = 7Ya- The parameter € denotes the degree of perturbation, in the sense that g(e)
depends differentiably on € and g,,(0) = G-

The aim is to find S[¢ + €y + ...]. Using the functional analogue of the Taylor series expansion,
ie.
s 16" f[x] ,
flx+a] =exp {ag}f[x] = ;EW (3.31)
one arrives at
: _ ols] 4 058 1 ,0%8[g],
S[g+ey+...]=S[g]+¢€ 7 gY+ o€ 532 R (3-32)
1 098g]
LT o (3-33)

provided that the action has a well-defined variation principle. In the stationary-phase approxima-
tion that is considered here, one focuses up to the term of order 2. This term contains the second
variation of the action and is quadratic in the perturbation <,,. After a partial integration, it can
be brought into an equivalent form of an operator linear in <,;, which is more convenient for the

analytic evaluation that follows in the next sections. This is always possible and to understand why,
s2)s[g]
0g?
equations of motion, i. e. the equations of motion at order €. That is, one performs the perturbative
analysis (3.28), (3.29), (3.30) at the level of the equations of motion and picks the ones of order e.
Denoting the equations of motion of g,, as £[g] = 0, one is interested for a one-parameter family

of solutions g, (€) of the form

it is instructive to derive the analytic form of |- This is done by studying the corresponding

Elgle)] =0. (3-34)
To extract the desired order (¢), it is necessary to differentiate them with respect to € and set this to
Zero, i.e.
dé[g(e)]
T|6:0 =0. (3.35)
Then, the above is linear in
dgap _
‘620 = Yab (3-36)

de
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which is the deviation term in metric expansion (3.30). On account of (3.35) being linear, it can be
expressed in the form

L(vap) =0 (3:37)

where L is a linear operator. These are the linearized equations of motion about g,,. Now, substi-
tuting this back in the perturbative expansion of the action (3.33), one finds

1
Sg+ey+..] =5k -5 /d4x e YPL(Yap) + - (3.38)
S

8] +€* S[Z Y stoop + - -- (3-39)

where a partial integration has been performed and

1
S[gr 'Y]lfloop = _E /d4x ’)’ghﬁ('ﬁb) (3'40)

also known as the 1-loop correction to the classical action. This is referred to as 1-loop because in
the Feynman diagrams it corresponds to any number of external lines joined to a single closed loop.
This 1-loop term is assumed to describe self-gravitational interactions of the theory.

3.1.4 1-loop partition function

The stationary-phase method described previously can be applied to extract 1-loop corrections of
several quantities of physical interest. In this way, one improves their classical values. Throughout
this thesis, such a quantity will be the partition function of the canonical gravitational ensemble.

The partition function after substituting (the Euclidean form of) (3.39) can be written as

Z =Zg X Zyioop X -+ = o518 x /D[g] A(g) e Sl8 oo (3.41)
and thus the 1-loop partition function takes the form

Z1-100p = /D[g] A(g) e_g[gr')’]l—loop . (342)

The non-trivial task is to evaluate this expression analytically. One way of performing that is via
heat-kernel techniques which are analyzed in detail in chapter 7 and analytic expressions are de-
rived.

Since the 1-loop partition function has been defined, it is straightforward to obtain a relevant
expression for the 1-loop correction to the free (Helmholtz) energy of the ensemble. That is

1
Fl—loop = _B In Zl—loop . (3-43)
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On account of the gravitational canonical ensemble of asymptotically AdS black holes being well-
defined [67], it is natural to perform the linearized analysis around the AdS, background and expect
that its partition function will be well-defined. The purpose of this section is to derive the expression
of the 1-loop correction to the partition function of such an ensemble.

3.2 THE CASE OF GENERAL RELATIVITY
3.2.1 Linearized equations of motion and second variation of the action

The Euclidean version of the Einstein-Hilbert action with a cosmological constant is

A

1 1
S8 = 1o [ v vE (R+6)— o [ #xViK (3.44)

with g, having the Euclidean signature (+, +,+, +). The first variation gives

A

1 a
05(8] = 1~ / RNV (Gao — 38w 38" (3-45)

yielding Einstein’s equations of motion. At this point the perturbative approach starts: as it was
described previously, the metric g, is decomposed into a fixed background solution g, of (3.45)
and a perturbation <y, as a deviation from this background as follows

Sab = Sab + € Vap (3-46)

where € is the perturbation parameter. The choice here for the fixed background solution g,, of
(3-45) will be AdSs spacetime. From now on quantities with a bar will denote their value on this
background. Inserting the above perturbation expansion into the Einstein’s equations of
motion arising from (3.45), one gets at first order on €

2V (Vi) = Va0 = Vi Var = 27ap + S (V27 = VaVer™ —7) =0 (3-47)

with ¢ = g%, These are the linearized equations of motion.

In order for diffeomorphism invariance and the true dynamics of the linearized theory to be
revealed, it is customary to perform a York-decomposition to 7, into a transverse-traceless part
(’yuTbT), a “trace” part () and a vector part (v,) as

1_ _
Yab = Vap + 38ab¥ +2V (40p) (3.48)

where V29I = 0 = g%~TT. Now the diffeomorphism invariance of the linearized theory is un-
veiled: it is represented by the transformation y,, — v +2V (,0p). Thus, absence of the vector part
v, in expressions such as the equations of motion, the partition function, etc. denotes diffeomor-
phism invariance. This is the reason that v, is sometimes referred to as gauge part. Therefore, this
convenient York-decomposition of 1y, is adopted throughout the rest of the calculation.
Inserting into the linearized equations of motion (3.47), one arrives at the equivalent expres-
sion
VNV T =2V = ViVad + 1294 + Za (V29 —39) = 0. (3-49)

It is emphasized once again that the vector part v, of decomposition is absent, denoting
diffeomorphism invariance.
The next step in the analysis is to find the second variation of the Euclideanized Einstein-Hilbert

action (3.44). Varying (3.45) and inserting one arrives at

52)8[g, 9] = / [t \/3 (66 —37m)2™ + (Gas — 387" | (3.50)
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The second term in the parenthesis above vanishes on shell and the first term is just the linearized
expression (3.47). Therefore, after using the York-decomposition and some partial integration
the second variation or 1-loop correction takes the form

Sg/ 1loop_/d xf r)/TT( v 2)73}?"”?(_?24—4)/)\’] (351)

where the subscripts (0), (2) denote the transverse-traceless modes 1] and the scalar modes 4
respectively. From now on the bar is omitted from the Laplacian operator.

3.2.2  Path integral measure, gauge fixing and Faddeev-Popov determinant

The gauge group that yields an infinite volume factor in the path integral is the group of diffeo-
morphisms. In order to get rid of this infinite factor consistently, as it was already mentioned in 3.1.2,
the Faddeev-Popov method should be applied. In the present case, the path integral measure D[g]
is divided by the infinite volume of the group of diffeomorphisms and it is expressed in terms of the
Faddeev-Popov determinant A(g). Then, A(g) is given by the Jacobian of the York-decomposition
transformation y,, — ('yuTbT, va,7) (3:48). The resulting expression can be written schematically as

Ol _ A(s) DIy Dle| DIy (:52)
diff

where Vi is the volume of the group of diffeomorphisms.

The standard procedure to evaluate A(g) consists of picking a suitable gauge for the metric vari-
ables v, and § of the York-decomposition and then expressing A(g) in terms of the Jacobian
matrices of these transformations. This is done as follows: one assumes orthonormality for ., i.e.

1= /D['y] exp [—/d‘lx\f 'yab’y“b}
= / A(g)D[y™D[v]D / /3 (" o, )Y (o ,v,?)} (3:53)

and the same for each mode of the York-decomposition of 7, (3-48), i.e.

1= [ DIy exp [~ [ dtx/Z il 2] (3:54)
1= /D[v] exp [—/d4x I3 v”va} (3-55)
1= /D['ﬂ exp [—/ d*x\/3g '?2} ) (3.56)

Due to the mixing between modes of different types in the inner product in (3.53), it is convenient
to choose as a gauge fixing condition one which cancels this mixing. Such a premise is met by

decomposing v, into a transverse (v]) and a scalar part (¢) and 4 into two scalar parts (§,0) as
follows:

Ve =0} + Vo (3.57)
g =9-2V% (3.58)

with V%! = 0. With this gauge choice, the mixing is canceled and the decomposition of the inner
product in (3.53) is indeed orthogonal

1.
Yar¥" = Yoy Vit — 205 (V2 = 8)v; +30(=V?)(=V? +4)o + 177 (3.59)
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Now these gauge-fixing transformations @, result a Jacobian, denoted as J,, in the path

integral measure D[v], i.e. VOE L= D[y™T] D[v"] D|¢]D[9]. Using the orthonormality condition
(3-53) one finds
1= [ DIDRTIDEIDI haexp | - [ dtey/ (Vi iy = 204(V2 = 3)0f +30(~V?)
1
(—v2+4))} == [det(—V2+3)(Tl) det(—V?) o) det(—V2 +4) g )}2 (3.60)

The notation T (1) denotes the transverse vector mode vl and the subscript (0) denotes the scalar
part . What is left of the above analysis is to find the Jacobians of each of the gauge-fixing trans-
formations (3.57), (3.58) in the corresponding path integral measures. That is, to find J; and Jy for
D[v] = J; D[v"] D[¢] and D[4] = Jo D[] D|c] respectively, where J; and J, are the Jacobians. A
straightforward calculation shows that Jy = 1 where as for J; using (3.55) one obtains

1= /D o1 exp /d4xf vhol — oVi0 )}
2
=1 = [det( \Y% )(0)] . (361)
Now the analysis is completed since the Faddeev-Popov determinant can be expressed in terms of
the Jacobians J; and J,. Considering again the expression for the path integral measure D|y] after
the gauge-fixing transformations (3.57), (3.58), i.e.

Dhyl 22 p

~ = J2Dly""| D[o"] Dlo]D[7] = - Dl7""] D[] D[] (3.62)
Vit I
and comparing with (3.52), the Faddeev-Popov determinant is found to be
] 1
A(g) = 7 = [ det(~ V2 +3)],) det(~V* + 4) | (3.63)

1
3.2.3  1-loop partition function

According to (3.42), all the necessary ingredients are now in hand to evaluate the 1-loop partition
function of the theory. Using (3.51) and (3.63) the 1-loop partition function takes the form

D _&rs
Zl—lOOp = / Vc[l?f/f] 5187 x100p

det(—V? —H%)(T1

)
V2 _0)IT
det(—V? —2) )

=72y Z(72§ (3-65)
where Z ) being the partition functions of the modes of spins s = 1,2. The interpretation of the
above expression is the following: the partition function Z; that appears in the nominator, i.e. the
determinant of the vector part, corresponds to diffeomorphism invariance of the theory as already
discussed in 3.2.1. Thus, it is pure gauge. The true dynamics of the theory are expressed via the
s = 2 modes, the partition function of which (Z(,)) appears in the denominator. According to the
canonical analysis of 2.4, the dynamical degrees of freedom for Einstein gravity are 2, corresponding
to the massless spin-2 graviton, and are expressed here via the partition function of the spin-2
transverse traceless modes.

The story does not end here of course, since one would like to analytically calculate the 1-loop
partition function (3.64). This is desirable for many purposes such as: comparing with the classical
contribution and determine if indeed the 1-loop correction is small- according to the stationary-
phase approximation that was employed, evaluating 1-loop corrections to thermodynamical quanti-
ties, etc. One method of attacking the analytic calculation are the heat kernel techniques which will
be described in detail in 77.3. The corresponding expression for will be presented then.

1
2

(3-64)
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FEW WORDS ON THE ADS-CFT CONJECTURE

The AdS — CFT conjecture is a particular realization of a generic holographic principle or holog-
raphy [68]. Originated from considerations of black hole entropy, holography, roughly, suggests
a correspondence between a theory in some space with a theory defined on the boundary of that
space. In this perspective, both theories are considered to be dual because they generate the same
physical content. Now, the AdS — CFT conjecture proposes a correspondence between a gravity
theory on AdS;.1 spacetime and a conformal field theory (CFT) without gravity in d spacetime
dimensions. The conjecture was originally proposed [69] in the following form: the large N limit
of a conformally invariant theory in d dimensions corresponds to a supergravity theory on AdS;;
spacetime times a compact manifold. An example to which this correspondence applies is N = 4
super Yang-Mills in d = 4 spacetime dimensions with gauge group SU(N) and coupling constant
gym- This theory is conjecturally equivalent to type IIB superstring theory on AdSs X S, In the
large N limit with ¢3,,N fixed but large, super Yang-Mills is strongly coupled whereas the string
theory is weakly coupled and is approximated well enough by the corresponding (classical) super-
gravity theory. Some piece of evidence that the conjecture might be true comes from entropy and
symmetry considerations. In particular,

1. the Bekenstein-Hawking entropy of a 10-dimensional supergravity black hole has a T° depen-
dence, where T is the temperature. Using arguments of statistical mechanics, one finds that
a U(N) N = 4 supermultiplet, which consists of a gauge field, 6N?> massless scalars and 4N?
Weyl fermions, has the same T® dependence.

2. e 50(2,4) is the isometry group of AdSs. This is the conformal group in 4 spacetime
dimensions.

e SU(4) ~ SO(6) is the isometry group of S°. This is the R-symmetry of the N = 4 Super
Yang-Mills theory.

e SU(2,24) is the full isometry group of AdSs x S°. This is also the N’ = 4 superconformal
symmetry.

Elaborating the idea of the duality, a later proposal [70] suggests that there exists a precise corre-
spondence between conformal field theory observables and the supergravity theory. Namely, cor-
relation functions in the d-dimensional conformal field theory are given by the dependence of the
supergravity partition function on the asymptotic behavior of the fields at spatial infinity (bound-
ary) of AdS;,1. In particular, for a massless scalar field ¢(x), the proposed relation takes the form

Zigmy00()] = (exp [ golx) O(x))crr (41

where Zgravity [o(x)] is the partition function of the supergravity action at ¢(x) = ¢o(x), ¢o(x) is the
value of the field ¢(x) at the boundary of AdS;,1, S;_ is identified as boundary of AdS; ;, O(x)
is the CFT operator and ¢ (x) is considered to be coupled to O(x) via a coupling [s; 1 ¢o(x)O(x).
Subsequently, one can evaluate correlation functions of CFT operators [71]. That is, considering the
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leading contribution on the gravitational partition function as Zgravity[¢o(x)] = e~ sy o] it is
deduced from that the correlation functions of CFT operators are given by

s o,
~ ogo(x1) Oo(xa) T dpo(axy) TEHY

Thus, the fields ¢o(x1), - .., ¢o(xn) can be interpreted as sources and the correlation functions O(x1),
.., O(xy) as holographic response functions to the corresponding sources. The above relation
provides a calculational tool that can be applied in numerous examples.

Throughout this thesis, the AdS — CFT conjecture is applied from the gravity theory side. Addi-
tionally, this gravity theory is regarded as classical. In particular, considering the case of conformal
gravity in (A)dSs and imposing a particular set of boundary conditions, holographic response func-
tions of the dual field theory are deduced, following the logic of (4.2).

(O(x1) O(x2) ... O(xn)) [o(x)] - (4-2)
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ASYMPTOTICALLY (A)DS BOUNDARY CONDITIONS AND HOLOGRAPHY

Throughout this chapter, conformal gravity is considered in a holographic content. Starting with
the general setup in 5.1, the boundary value problem of the theory is investigated. Then, in 5.2,
adopting a Fefferman-Graham type expansion for the boundary metric, the holographic response
functions are evaluated. Also, under some proposed set of asymptotic boundary conditions, the
variational principle is examined. Then, the analysis continues in 5.3 by applying the results found
so far to three solutions of the theory. Finally, in 5.4, the asymptotic symmetry algebras of the dual
field theory are constructed, those which are allowed by the proposed set of asymptotic boundary
conditions.

5.1 GENERAL SETUP AND BOUNDARY VALUE PROBLEM

The conformal gravity action is

5 = acg [ d \/|g] Cupea C 1)

where 1
Cabed = Raved — Safe Roja + 8vle Raja + gRga[c Sdjb (5.2)
is the Weyl tensor and acg is a dimensionless coupling constant. This is the only free parameter

of the theory and here it is set to unity. Using the analytic expression (5.2), the action can be
rewritten in an equivalent form which consists of a Ricci-squared and a total derivative term as

2
5= /M #x \/IgI[2RaR™ — SR+ 3273 (M)] (5.3)
The total derivative term x (M) is the Euler density
1 abed ab 2
X(M) = 2 (RapeaR™™ — 4R, R + R?). (54

In order to examine the boundary value problem of the action (5.3) and later on its holographic
response functions, it is convenient to decompose the spacetime (M, g,;) into hypersurfaces 0M lo-
cated at constant coordinate p. This requires the choice of a normal vector field n” to d M, which can
be either timelike or spacelike. Then, the hypersurfaces are either spacelike or timelike respectively.
The purpose here is to keep track of both these cases because the aim is to perform an (A)dS — CFT
analysis: the normal vector is timelike in the dS spacetime (like in the standard ADM foliation) and
in the AdS spacetime it is spacelike. Thus, the normal vector is chosen to have the following norm

n'n’gay = —0 (55)

where 0 = +1. When ¢ = 1, the normal vector is timelike and refers to the dS; case and when
o0 = —1 the normal vector is spacelike and refers to the AdSs case. With this notation, the induced
metric vy, on each dM takes the form

Yab = 8ab +ongny. (56)
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Since the task is to implement an (A)dS — CFT analysis, it is natural to consider a 4-dimensional
metric ansatz such that it coincides with the (A)dS, spacetime in some appropriate limit. This limit
is considered to be the conformal boundary of M at p = 0, which coincides with the hypersurface
oM. Such a metric ansatz can be described by the line element

42 = £ (Z 0dp? 1y (p, x5)dxidxd
s _PZ oap —}-’)/,](p,x) xax (5.7)

with 0 < p < ¢ and / is a length scale, which in the case of Einstein gravity is related to the
cosmological constant as A = 32—(27 The above line element reduces to (A)dS, spacetime (with ¢
then being the radius of curvature of AdS,;) when the induced metric 7;;(p, x*) is expanded in a
generalized Fefferman-Graham form, as it will be shown in the next section of the holographic
analysis. The above spacetime satisfies (5.5) and with
nt = —%5;; (5.8)
Yij = 8ij (5-9)
where n” and 7;; = 7;;(p, x*) being the normal vector and the induced metric on dM respectively.
Under these conventions, the extrinsic curvature tensor is defined as
o
Kij=—=
1] 2
The boundary value problem is treated by varying the action (5.3) with respect to the induced
metric 7;; and the extrinsic curvature K;; independently. Thus, the boundary conditions consist of
keeping the metric and the extrinsic curvature on the boundary oM fixed, i.e. setting

Enayij - (5.10)

3vijlam =0 (5.11)
OKijlam = 0. (5.12)
According to the holographic analysis of the next section, it turns out that the action (5.3) has a well-

defined variational principle when a boundary term is added. Therefore, adding this boundary
term at this stage the action (5.3) takes the form

2 . 4 y
_ 4 ab _ “p2 3 . ijr.. 2 ij1..
S = /Md x\/|g] [ZRabR 3R } +327x (M) +/aMd x«/\’yl[ 80G7K;j + 3 K? — 4KK'K;

8 ..
+ gKl]K]Z'Kil] ) (5.13)
Then, the first variation of the above on-shell action reads
S| on-shell = /BM xy/|7] {P%%‘j + Pij(SKij} (5-14)

where
ij_g inkl_ leij Z © in_Kij _1 z'jD k lDi 0j _1 ik . jl
Pl =g (VRS =2 KT fu+ o o (v ) = 57" Delnofy) + 5D (npf) = 2 (v%
— VIV £ fra + a(ZKRl‘f — 4K*R] 4 29Ky KH — IKR + 2D?K¥i — 4D/ D, K"

+2D'DIK + 4/ (DD K — DkaK)> + 57K KKy — 4K Ky + KTKHK

+37" K3 — 2KUK? — o TKK K + 4K K% i ¢ (5.15)
P = —80GT — o (f — 4 fF) + 49/ (K* — KyKM) — 8KK + 8K{KH¥ (5.16)
and finally f,;, is proportional to the 4-dimensional Schouten tensor
1
far = —4(Rap = £ 8aR) (5.17)

Therefore, the action and the boundary conditions (5.11), constitute a well-posed bound-
ary value problem.
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5.2 HOLOGRAPHIC ANALYSIS

After verifying the fact that the action has a well-defined boundary value problem, the dis-
cussion continues with the holographic analysis. Namely, it is examined whether the first variation
of the on-shell action vanishes for some appropriate asymptotic boundary conditions. It turns
out that it indeed vanishes. Thus the whole setup yields a well-defined variational principle. Addi-
tionally, the holographic response functions are calculated and it is shown that they are finite. Thus
there is no need to add holographic counterterms.

5.2.1 Generalized Fefferman-Graham expansion

The hypersurface 0M that is characterized by (5.8), (5.9) is identified with the conformal boundary
of M, which is located at p = 0. Close to this conformal boundary, the 3-dimensional induced metric
7ij is assumed to have a generalized Fefferman-Graham or Starobinsky expansion [72] of the form

2 3
i =75 + %vfjl) + %2%-(]-2) + %3%8-3) T (5.18)

(0)

where vij is the boundary metric. Adopting this asymptotic expansion, the line element (5.7)

indeed yields as p — 0 the Poincare patch of (A)dSy for ,),1(]9) = 1jj.

The next step in the holographic analysis consists of finding the asymptotic expansion of all the
tensors that appear in the first variation of the on-shell action (5.14). Namely, to insert the line
element (5.7) and the asymptotic expansion of the 3-dimensional induced metric (5.18) into the
(0)

expression of (5.14). Consequently, it is necessary to express all the relevant tensors in terms of 7; i

fyz.(].l), fyl.(].z), ... and in terms of the curvature tensors of the boundary metric 71(] ), i.e. in terms of RZ(] ),

R©), Gi(jo), .... This calculation is performed with the xAct package of Mathematica [73] and all the
results are given in the Appendix C.2. Here, due to their significance in the rest of the analysis, the
asymptotic expansion of the electric and magnetic part of the Weyl tensor is presented explicitly:
adopting the spacetime split (5.8), (5.9), the Weyl tensor can be decomposed into an electric (E;;) and

a magnetic part (B;j) as

1 1
Eij = ngn’Cly; = Ch = 5 (’ﬂ'ﬂﬂ' - g%’ﬂml> (Ule + Ky K — £nPKml) (5.19)
B,‘]'k = naC”ijk = Cgk = 2D[in]k + Dlei’)/j]k — D[lK’)/]]k . (5.20)

After inserting the line element (5.7) and the generalized Fefferman-Graham expansion of the bound-
ary metric (5.18), their asymptotic expansion takes compactly the form

Eij = Ei(‘Z) + %Ei(f’) +... (5.21)
14
Bl]k - EBz(Jk) + Bl(]k) (5.22)

The leading order terms of the above expansions, namely the orders O(p~2) and O(p~!) of the
electric part and the order O(p~2) of the magnetic part, all vanish, i.e. Ej; 0 = E( ) = B(k) = 0. Also,

the term B k) is not of relevance for the present calculation. The non-vamshmg terms E( ) and E l.(]. )
of the electric part (5.21) take the form

2 1 (2) (o 0 1 0 1

Eij = _@%j + E(RE]‘) - 5’)’1'(]' )R) 8627 71”1] (5.23)
(3 _ L 0,0k Wo_ o

Ez‘j - 4£2¢1] 12627ij i 170(2) - 16€2¢i]' 17ka 170(1) - 7( 1101] - ryz] kl wkl

3 . 1
+ 7 DDl + S DDyl — 3DDy) + 55 E] (5.24)

63



64

ASYMPTOTICALLY (A)DS BOUNDARY CONDITIONS AND HOLOGRATPHY

with

2) 1 (0. 1 1 1
El =vq) (3¢fj it E'rfj )lpﬁz)#)’(‘{) - 7(1)1/}1-(j )+ 57(z>¢fj) — ol*(D;Diy) — 575]- )D"Dwa)) (5.25)

and

1 n

with n = 1,2, 3. Finally, the non-vanishing term BZ.(]%() of the magnetic part is
Y = Lp, M _ L opmy ok (5.27)
ik = 57 Pi¥ic =57 Ppg’) =] < k. 5.27

At this point, the following observation is made: the Weyl tensor is traceless in any pair of its
indices, i.e. 77E;; = 0 and 7"B;x = 0. Consequently, this holds at all orders of the asymptotic
expansion of these expressions, i.e.

YoE =0 (5.28)
i 2(G) _ il p(2)
Yo By = 3% E; (5.29)

These relations can also be verified by a straightforward calculation, using the analytic expressions
(5-23), (5-24), (5.27). From now on they are referred to as trace conditions.

5.2.2  Holographic response functions

Using the generalized Fefferman-Graham expansion (5.18) and the corresponding asymptotic
expansions of all the relevant tensors in (5.15), (5.16), the on-shell variation for a compact
region p. < p becomes

Slonsnen = [ dxy/ || [eor) + Pioy(}] (531
with
2,3 1_p 4_02) k1), 1 00 1 ).«
v = 0|5 (ES — 3EPYY) - ZER W + o0V EDl) + 5 vl vl
T oy, @k, @ 1 0 @k NI
- Elpl(d)(wi( ) %( - 571(]')4)7(11) IIJET))] - DkBi(jk) 1] (5.32)
40
Pij= -7 Ej (5-33)

as pc — 0. The metric variations 5%-(-0) and 571-(].1) are part of the specification of the proposed

boundary conditions, which are analyzed in the following section. For the moment it is sufficient
to obtain that they are finite as p. — 0. The tensors 77/ and P are interpreted as the holographic
response functions conjugate to the sources ’yz-(]-o) and 'yz-(]-l) respectively. One major conclusion is made
at this point: according to their analytic expression above, the holographic response functions are
finite as p. — 0. Thus, they do not require addition of holographic counterterms. Furthermore,
one obtains the following facts: firstly, the response function ¥ (5.32) is proportional to the Brown-
York stress tensor of the Einstein action [74], [75]. Secondly, the next-to leading order term ’yz-(]-l)
exhibits partial masslessness in the sense of [76], [77] when plugged into the linearized equations of
motion of the conformal gravity action around an (A)dSs background. Therefore, the response

function P¥ (5.33) which has ’)ff]-l) as its source is called the “partially massless response” (PMR).
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Additionally, the holographic response functions (5.32), (5.33) satisfy certain relations due to the
trace conditions (5.28), (5.29), (5.30). In particular, taking their trace one finds that

if o ij
’Y(]o)Ti]‘ = lebi(jl) E (]2) (5-34)

ToyPi =0 (5.35)

where use of (5.28), (5.29), (5.30) has been made. Substituting (5.33), the first condition (5.34) be-

comes 1
VoG + 5% Py = 0- (536)

The above expressions (5.35) and are also referred to as trace conditions and play a crucial
role in the forthcoming section.

5.2.3 Asymptotic boundary conditions and variational principle

The proposed asymptotic boundary conditions consist of fixing the leading (’yi(p)) and the next-to

j
(1)

leading ('yi]. ) order terms in the generalized Fefferman-Graham expansion (5.18) as follows
0 0
571 o = 207 (5:37)
o7 Jom = A (538)

where A is a regular function on dM. The higher order terms in the asymptotic expansion (5.18) are
allowed to vary freely, i.e. 571.(;1) lom # 0 for n > 2.

It is now demonstrated that the first variation of the on-shell action vanishes for the pro-
posed asymptotic boundary conditions (5.37), (5.38). Indeed, inserting them in the on-shell variation

one finds

85 |on-shetl = /a Ay 1O [isy) +Pioy)] (5-39)
_ 3a /1 (0 ij~ (0) ij~ (1)
= aMd X |’)’( )| A [2T]'Yij +P]')’1']' } (5-40)
ij ij 1 ij
= | Ex/1h O] [279) + Pyl 4+ 2y PP o | (5.41)
=0 (5-42)

with use of the trace conditions (5.35), (5.36). Thus it is concluded that the action and the
asymptotic boundary conditions (5.37), constitute a well-defined variational principle.

5.2.4 An alternative formulation

An alternative formulation is obtained when performing a Legendre transformation of the action
which exchanges the role of the PMR and its source. Namely, by adding a Weyl invariant
boundary term as

§=5 +/ d*x\/|7|KTE;; (5-43)
aM

where E;j; is the electric part of the Weyl tensor (5.19). The first on-shell variation of the above action
for a compact region p, < p takes the form

& _ 3. 1A (0)] | 21154, (0) | Bijsr(2)
55‘01’1—51’1611 - /E)Md X h/( )| |:T 5')’1] +P 5Eij ] (544)
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with
B 20 (2 m (0 8o 8o 2 1
= T B+ 5B Y~ Bt (545
- 40
Pij = 7%'(]‘1) . (5-46)

The holographic response functions ¥/ and P/ are now conjugate to the sources 'yl.(;)) and E l.(]?") respec-

tively. Indeed, the PMR has now exchanged its source, from ’y( ) to E @), Finally, the holographic

1
response functions (5.45), (5.46) are finite as p. — 0 and thus, like before, no additional counterterms

are required.

5.2.5 Currents and charges

A boundary diffeomorphism x" = x' + Cl@ on oM produces the following changes in the bound-

ary metric 7\ i(jl):

i and in the next to leading order term 7y

o) = £gk v =2 Dkvf] ' +2DuE) 1) - (5.48)

Inserting the above transformations in the on-shell variation and performing a partial integra-
tion, one finds

55’011 shell — / d3 \/ ( ZT +2Pl]’)/](k)) g ) +§ ( (ZTk +2pl]7(k))

+PIDg)) }

= /a N Pxy /[y O[D; (5.49)

J'= (21} + 2P ) (5.50)

being a conserved current if and only if

with

' i (1 ij 1
D; (27} + 2Py ) = PIDeyl) . (5.51)
From the conserved current (5.50), a modified stress tensor T]? can be identified as J' = T]’ Céo) [78]
with

Ti =2t/ + 2Pyl (5.52)

Then, condition implies that this modified stress tensor is not conserved but satisfies

‘ ‘ 1
DiT! = P*Djy ). (5.53)
Finally, one can construct the conserved charge that generates asymptotic symmetries. Considering
the case of o = —1 such that the boundary surface dM is timelike, the asymptotic charge becomes
= /C d2xvhu, ]’ (5.54)

where C is a constant time surface, & is the metric on C and ' is the future-pointing normal vector
on C.
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5.3 APPLICATIONS

The previous results are applied to three examples which are solutions of the conformal gravity
action (5.1). In particular, the holographic response functions (5.32), (5.33) are calculated for each of
these solutions.

5.3.1 Solutions for which 75].1) =0
(1)

The first example that is considered are the solutions that have Y;; = 0. Among these are the

asymptotically (A)dS4 solutions of Einstein gravity. It is found that

Esz) =0 (5.55)
Bl =0. (5.56)

The first expression is implied by the asymptotic equations of motion of the action and the
second one results from (5.22). Therefore, the holographic response functions (5.32), (5.33) become

40 _(3)
Tt = 5 Ej (5.57)
Pij=0. (5.58)

Subsequently, the trace condition renders Tij traceless. Additionally, the modified stress tensor
(5.53) is now conserved. Thus, one recovers the traceless and conserved Brown-York stress tensor of
Einstein gravity [75], also in agreement with later analysis [38§].

5.3.2 The MKR solution

The Mannheim-Kazanas-Riegert (MKR) spacetime [21], [22] is a static, spherically symmetric
solution of the action and it is the analogue of the Schwarzschild — (A)dSs solution of Einstein
gravity. The additional parameter that appears except the mass and the cosmological constant is
now the Rindler acceleration. The corresponding line element takes the form

dr?

ds? = —f(r)dt2 + m + erQ§ (5.59)
where oM A
f(r) =+v1—12aM — — +2ar — §r2 (5.60)

and M, A, « are the mass, the cosmological constant and the Rindler acceleration respectively. Adopt-
ing the decomposition of a spacetime g, into hypersurfaces according to (5.5), (5.6), (5.7) for the
above line element, setting ¢ = —1 for concreteness and then, expressing it in the generalized

Fefferman-Graham form (5.18), the leading term ')ff;)) is found to be

-1 0 0
7}}@ —|lo & 0 (5.61)
0 0 (2sin’0
with ¢ being the radius of curvature of AdSs, whereas the next to leading order term 'yf]-l) takes the

form
0 0 0
v =0 —2a83 0 . (5.62)

0 0 —2a3 sin? 6
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The higher order terms of the induced metric expansion are

w202 — \/T—12aM 0 0
%(].2) = ( 0 3a20* — (2\/1—12aM 0 ) (5.63)
0 0 3a2¢* — (2\/1 — 12aMssin® @
o 0 0
v = ( 0 —3a305 +4/M + 3al3/1— 12aM 0 ) . (5.64)
0 0 —3a3/5 + 40M + 3al3\/1 — 12aM sin® 0

Using the above values for the metric coefficients, the holographic response functions (5.32), (5.33)
become

8m na
T =ttt STZM qij (5.65)
8a
Pij = Téwrij (5-66)
with
-1 0 0 -1 0 0
ri=10 =1 0| ,gq;=[0 -1 0 (5.67)
o 0 -% 0 0 -1
and
1—+1—-12aM
M
m = 7z (5.69)

It is noticed that when the Rindler acceleration vanishes, i.e. « = a); = 0, the PMR vanishes
and the response function reduces to the previous case (5.57). Therefore, the Schwarzschild —
(A)dS, solution of Einstein gravity is recovered in this case. On the other hand, for non vanishing
Rindler acceleration &, the PMR is linear in a. Additionally, when a); < 1 the trace of the
response function is quadratic in a. From these observations, it is deduced that the Rindler
acceleration in the MKR solution can be interpreted as coming from a partially massless graviton
condensate.

The Killing vectors of the MKR solution (5.59) are explicitly analyzed in section 5.4.4. Here, only
the Killing vector of time translations g’go = d; will be used. Using the normalization acg = ﬁ for
the dimensionless coupling constant of the theory, the asymptotic charge (5.54) associated with the
asymptotic killing vector o; takes the form

Qo] =m —aay . (5.70)
Then, the Wald entropy [79] is
_ A
S = na (5-71)
where
A, = 47‘[1’% (5.72)

is the area of the event horizon f(r;,) = 0. It is noteworthy that the entropy obeys an area law
despite the fact that the action is a higher-derivative theory.

5.3.3 The Rindler-Kerr-(A)dS solution

The Rindler-Kerr-(A)dS spacetime [80] is a rotating black hole solution of the action with
vanishing mass parameter. Its line element takes the form

2 2
dr>  de?\  Apsin®6 d A d
ds* = p? (Ar + A9> + % <adt —(r*+ az)éb> — p—zr (dt — asin? Q,f) (5.73)
r — —
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where
A= (rF+a*)(1 - %Arz) —2ur? (5.74)
Ng=1+ %Aa2 cos® 6 (5.75)
E=1+ %Aaz (5.76)
0* = 1>+ a*cos* 0 (5.77)

with a being the rotation parameter, u the Rindler acceleration and A the cosmological constant.
Expressing the above line element in the generalized Fefferman-Graham form (5.18) and setting

o = —1 for concreteness, it is found that the boundary metric is
22
-1 0 alsmang
T2
0 o
1= 0 adery O (5.78)
asin? 0 (4 sin? ¢
2 7

72

and the leading term ’yl.(]Q) is

0 0
0 2ul?
7= Rt 2 : (5:79)
0 0 2u(1— ‘;—2 cos? i) sin® P
(1-53)2

The higher order terms of the induced metric expansion are also calculated but they are not pre-
sented here explicitly. Consequently, the holographic response functions (5.32), (5.33) take the form

24172% cos? 12ap(cos? 1}771)(3:—; cos? 1,1171)

Vi) 20 212
L _ 125 o’y
T = 0 F— 0 (5.80)
12ap(cos® p—1) (3‘;—; cos? 1/171) 12”27”(cos2 Pp-1) <52—§ cos* ¢74Z—§ cos? Y—3 cos? 1p+2>
B oy 0 eV,
Pij=0. (5.81)

The vanishing of the PMR implies that a non-zero Rindler term i # 0, or equivalently 'yl-(]-l) #0
from (5.79), is necessary but not sulfficient for a non-zero PMR.

The Killing vectors of the Rindler-Kerr-(A)dS solution are explicitly presented in section
5.4.5. Here, 2 Killing vectors will be used, namely the one of time translations C’(‘O) = 0d¢ and the one

of rotations 51(‘0) = 9. Using again the normalization acg = g1 like in the case of the MKR solution,
the asymptotic charges (5.54) are evaluated. The first charge associated with the asymptotic killing
vector 0; is the energy and takes the form

112]/[

whereas the second charge is the angular momentum associated with the asymptotic killing vector
dy and becomes

a
j=-2£. (5.83)
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5.4 ASYMPTOTIC SYMMETRY ALGEBRAS

The purpose of this section is to exploit under the asymptotic boundary conditions (5.37),
the symmetry algebra of the dual field theory and examine all possible subalgebras that are allowed
by these boundary conditions. Namely, to analyze the asymptotic symmetries on the conformal
boundary dM such that they admit the assumed boundary conditions and they preserve the gauge
transformations of the conformal gravity action (5.1).

The procedure consists of analyzing the asymptotic expansion of the gauge transformations at
the leading order O(1) and at the sub-leading order O(p). Higher order terms are not considered.
As before, the generalized Fefferman-Graham expansion is assumed for the induced metric
7ij- The analysis at order O(1) is expected to yield the conformal algebra 0(3,2) for 'yi(jo)

the analysis at order O(p) gives subalgebras of the conformal algebra by imposing restrictions on
1)
Tij -
Lastly, the asymptotic symmetry algebras of two particular solutions of conformal gravity are
investigated. Namely, of the MKR solution which describes a static, spherically symmetric black

hole and of the Rindler-Kerr-AdS solution which is describes a rotating black hole.

= 1;j and

5.4.1 Boundary conditions preserving gauge transformations analysis

The additional gauge symmetry of the theory, in comparison to diffeomorphism invariance of
General Relativity, is the local Weyl rescalings of the metric, i.e.

Sab — Sy = € gup (5.84)

where ) = Q(x?). Thus, under the gauge symmetries of the theory, i.e. the transformation of
the coordinates x* — x/* = x" + ¢"(x%) and the local Weyl transformations (5.84), the consequent
infinitesimal change in the spacetime metric is

5gab = (E(;fc + ZQ)gab . (585)

The aim is to exploit the above gauge transformations for the spacetime metric (5.7) asymptotically,
under the boundary conditions (5.37), (5.38). The procedure consists of expanding near the
conformal boundary p = 0 under the following considerations: the 4-dimensional metric ansatz is

taken to be
ab = 5.
0 gij
and ,
Sij = szfm (5.87)

with 7ij = 7ij(p, x*). Then, gy is of the form (5.7) with £ = 1. The 3-dimensional induced metric
7ij is assumed to have the generalized Fefferman-Graham expansion of the form (5.18). This is
repeated here for clarity
0 1 2 3
v =1y tery o0 et (5:88)

Additionally, one allows for Q) a similar expansion to the Fefferman-Graham type (5.88), i.e.
Q=00 100 4+ p20@ + .. (5.89)
Finally, the boundary conditions (5.37), are considered, which are repeated here
571 ot = 277} (5-90)

573 o = Ay (5.91)
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Now, inserting (5.86), (5.87), (5.88), (5.89) and (5.99), into the rh.s and the Lh.s. of the

gauge transformations of the spacetime metric respectively, the resulting expression consists
of terms of order O(1), terms of order O(p) and terms of higher order in p. These results can be
classified into the components of as follows:

epp-component

(Lee +20)gpp = 0 = P800 + 280p00C" + 200800 = 0. (5.92)
Solving for ¢f = Cﬁom + gfnhom one gets
Chiom = AP (5:93)
oGhnhom — ;gipnhom +0=0 (5.94)
where A = A(x). Inserting the asymptotic expansion in (5.94) the solution for Cipnh om 18
Chinom = Q0 log(p) +pA +p?A® + .. (5.95)

In order to avoid logarithmic terms one sets Q(*) = 0. Therefore, the expansions for & and Q finally
take the form

C'P = C’flom + c:'{fnhom
=p(A+A)+ AP + .

= px + ‘02)\(2) + ... (5-96)
Q=pQW +p20@ + ... (5.97)
with k = A + A.
eip-component ,
(Lo +2Q)8ip = 0= 8pp0iG” + gij0pG’ =0 (5.98)
Substituting in the above equation, the solution for & is
&= /dp oy (09 + p?iA ) +...) (5.99)

which, after inserting the inverse metric expansion one finds that the lowest order of the above
integrals is O(p?). Therefore, they appear at order O(p)? of expression (5.85). This order will not
be further analyzed in the forthcoming sections and thus, the asymptotic expansion of & (5.99) can
be compactly written as

&= 521) +p2522) +... (5.100)

Where @”@ = U'y%)ajx after solving the integrals in (5.99) in the lowest order.
eij-component
(,Cgc + ZQ)gZ] = (3g1] = ép apgi]- + Eékgij + 20 8ij = 5g1] (5.101)
with . ,
68ij = ;(Mff) + pé’yi(jl) +...) = E(z)wi(]o) +p)vyl-(j1) +...) (5.102)
under the boundary conditions (5.90), (5.91). Finally, inserting (5.87), (5.88), (5.96), (5.97), (5-100)
and (5.102)), expression takes the form

—2 1

(ox + p* A2 +...)F(7§]9> +or +. )+ (o +p AR +...);2
1
2

1
5 (@l + 7 8y + )@ + ek )+ 5 (] e+ ) @il el + )

1 2
+?( ,E?)—Fp’y,g)+...)(ajél(<0)+p28j§’(‘2)+...)+E(p0(1)+...)( O 4oyt )=0.

(vfjl) +..0)

_|_
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This expression is now explicitly analyzed at order O(1) and at order O(p). The leading order
O(1) determines the asymptotic symmetry algebra at the conformal boundary of dM, which is

expected to be the conformal algebra 0(3,2). The sub-leading order O(p) determines the asymptotic
1

symmetry subalgebras of 0(3,2) by restricting 7;; .

5.4.2 Asymptotic symmetry algebra of the O(1) equation

At O(1), takes the form

0 0

ﬁé’fo) 7§j) — 2K’y§j) =0. (5.104)
Taking the trace one gets
1

K= 3 Dkgl((o) (5.105)

and substituting back in (5.104), its final form becomes

0 _2 Op & _

Eé{;(co) 'yl(j ~3 'yfj D&y = 0. (5.106)

(0)

Considering now the case of Vi = Mijs the above expression is

2
az‘@]@ +o;8" — 37 KSlo) =0 (5.107)

which is the conformal Killing equation that characterizes the conformal algebra 0(3,2) as expected.
It admits (up to constants) the following 10 conformal Killing vectors:

Cloy = s &loy) =3+ Eloy = 9y (5-108)
Cloy = —yax + 23y , Loy = yde + 19y, Lfy) = 20 + 19 (5-109)
£y = 01-+30, 90, 5110
C?o) = 2xtdy + (2 — 1P + )3y + 2xyd, ‘5?0) = 2ytd; + 2yx0x + (y* — x> + 12)9,

§0) = (P + 7 + y7)0: + 2tx9x + 2ty . (5.111)

In particular, these conformal Killing vectors are the generators of 3 translations (5.108) (P, =
{C%Q), 5%0?, 5?0)} withi = ¢, 375, y), 2 boosts a'nd 1 rotation (Jij E. {C‘(IO), C?o)' C?o)} withSi,j j t, xl,oy),
1 ‘dllajca’aon (b=¢ (0)) and 3 special conformal transff)rmatlor}s (K; = {¢ (0),‘5 06 (0)}
with i = t,x,y). These generators obey the usual commutation relations of the 3-dimensional con-
formal algebra:

[Py, Pi) =0, [Jij Jul = nalix —natip — niJie + 1l » [Pir Jje] = 1mijPx — i P
[D,P]="PF;, [D,Jijl =0, [KiP;] =2(n;D —Jij) , [Ki, J] = 1:;iKe — nxK;
[D,Ki] = —K; , [K;, Kj] =0. (5.112)

5.4.3 Subalgebras of 0(3,2), analysis of the O(p) equation and conditions on ’yl.(jl)

At this stage, it is instructive to explore the subalgebras of 0(3,2) algebraically. That is, to try to
construct possible subalgebras from the above commutation relations (5.112). This is done before
analyzing the order O(p) of expression (5.85), which by imposing restrictions on 'yfjl)
ticular subalgebras of 0(3,2). In other words, the following algebraic analysis enables one to know

what subalgebras to look for. Then, by analyzing explicitly the O(p) of one can specify if each

admits par-

particular subalgebra is actually realized by imposing conditions on 'yg]-l). A formal and exhaustive
derivation of all the subalgebras of 0(3,2) in general can be found in Tables IV-XI of [81].
The commutation relations lead to the following observations:
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1. The largest subalgebras of 0(3,2) are 7-dimensional. Furthermore, they cannot contain both
the subalgebra of translations and the subalgebra of special conformal transformations (SCTs).
It consequently turns out that these 7-dimensional subalgebra are either the so called extended
Poincare algebra (i.e. the Poincare transformations and the dilation which is also known as
similitude algebra LSim(2,1)), or the analogue of this where the role of translations is replaced
by the SCTs.

Proof: Starting with the 3 SCTs and adding a translation one gets from [K;, P;] the dilatation
and two Lorentz rotations. Then from []l-j, Jii], these two Lorentz rotations imply the third one.
But from [P}, J;;] one gets the remaining two translations and therefore one ends up with 0(3,2).
This implies that the 3-dimensional subalgebra that contains the SCTs cannot be enlarged by
adding any translation. Therefore, in order to enlarge this 3-dimensional subalgebra one
has to add the rest of the generators except the translations. By adding the dilatation the
resulting 4-dimensional subalgebra is trivially closing. By adding to this one Lorentz rotation,
the resulting 5-dimensional subalgebra is also trivially closing: one possible subalgebra then
is exactly this, namely containing 3 SCTs, 1 Lorentz generator and the dilation. But this is
not the largest one. If one more Lorentz rotation is added, one gets automatically the third
one i.e. one has the 7-dimensional analogue of the extended Poincare algebra. Likewise, the
same logic can be followed by starting with the subalgebra of the 3 translations and attempt
to include one SCT. Firstly, one obtains that this consequently leads to 0(3,2) and secondly,
by adding the rest of the generators except the translations one gets the extended Poincare
algebra.

2. The next lower dimensional subalgebras of 0(3,2) are 6-dimensional. They can be either the
Poincare algebra or an algebra that contains 2 SCTs, 2 translations, 1 Lorentz rotation and the
dilatation.

Proof: The fact that one of the two 6-dimensional subalgebras is the Poincare algebra is evident.
As far as the second 6-dimensional algebra is concerned, starting with 2 SCTs and adding the
dilatation one has 3 generators. Then, one can add either (i) one Lorentz rotation or (ii) one
translation. As it is explained, both cases (i) and (ii) give the same result:

(i) Adding 1 Lorentz rotation, one gets a 4-dimensional subalgebra. It should be mentioned
here that the appropriate Lorentz rotation should be added, i.e. the one which via [K;, Jj] gives
the 2 already assumed SCTs and not the third one. Otherwise, one falls into the 7-dimensional
subalgebra of case 1. Then, one notices that this 4-dimensional subalgebra cannot be enlarged
by adding one more Lorentz rotation. If one does so, one gets the third one as well and the
commutation relation of each of them with the two SCTs now gives the third SCT, falling
again into the case 1. So there is nothing left to add to this 4-dimensional subalgebra than 1
translation. But the appropriate one, such that via [K;, Pj] no new Lorentz rotation appears.
Now the subalgebra is 5-dimensional, but still unclosed. For this then to close via [P;, ]]-k],
one more translation has to be added. Any attempt to include anything more ends up with
0(3,2). Thus, in this case the subalgebra is 6-dimensional and contains 2 SCTs, the dilatation,
1 Lorentz rotation and 2 translations.

(ii) Adding 1 translation, one gets via [K;, Pj] 1 Lorentz rotation. This translation has to be
the appropriate such that via [K;, Pj| one does not get two Lorentz rotations which imply the
third one and consequently end up to 0(3,2). Now this subalgebra is 5-dimensional, but still
not closed. For the closure it is necessary via [P, J;] to get 1 more translation. If anything
else is added in order to enlarge this subalgebra leads to 0(2,3). Therefore, in this case the
subalgebra is 6-dimensional and has exactly the same content with case (i).

Similar arguments can be applied to obtain lower dimensional subalgebras of 0(3,2), that is the 5-,
4-, and lower-dimensional subalgebras. Those are not mentioned here explicitly and an exhaustive
list of them can be found in Tables IV-XI of [81]. Later in the analysis, it is examined specifically
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which of the 5-, 4-, and lower-dimensional subalgebras are realized in the content of this thesis, that
(1)
ij

Having obtained algebraically some of the subalgebras of 0(3,2), the purpose is now to investi-
gate whether and which of them are actually realized by the order O(p) of (5.103). This procedure

inevitably imposes restrictions on ’yl(jl). As a starting point two assumptions are made: i) the bound-
fjo) is considered to be the 3-dimensional Minkowski metric 7;; and ii) the leading order
1) . . i)

j s taken to be traceless, ie. y(p) = ;71]%,],

whereas the second one simply imposes relations between the coefficients of 7y

gauge choice. Then, at O(p), becomes

is for a particular choice of y

ary metric vy

= 0. The first assumption is rather natural

(1)
ij

term 1y

and thus it is a
—2/\(2)771‘]‘ — K’)/I(jl) + [,%) fyl.(].l) + 20(1)771‘]' =0 (5.113)
which by setting A?) = —Q) and using becomes

1
Lo 1) — 37 %élyy +4QV; =0. (5-114)

Taking the trace and solving for OW one finds
W _ 1 (& ik 1 v
0= 12 (‘:(O)aﬂ(l) +271)9%G 0y — g')’(l)akg(o)) : (5.115)

Taking into account the gauge choice 7(;) = 0, the above equation takes the simpler form

i ook
Q= —") %) (5.116)
and becomes
n 1 @ 2
ﬁﬁ’(‘oﬂfj) 3 ’ij )ak‘:]&) - g’?i]’ Yk aigl({()) =0. (5.117)

Then, the procedure consists of inserting particular ansatz for 'yf.l) in the above equation and exam-

ine if any subalgebra is obtained. Of course it is a crucial point in the analysis that this ansatz is as
general as possible.

7-dimensional subalgebras

For the trivial case of ’yl-(].l) = 0 one recovers 0(3,2), in the sense that (5.117) is trivially satisfied
and one is left only with (5.107). For ’yz-(]-l) being conformally flat, i.e. 'yz-(]-l) = f(t,x,y) 17;; one also
obtains 0(3,2).

The procedure then consists of finding the most general form of ’)/Z-(]-l) that through (5.117) accom-
modates the translations (5.108). Then, one gradually includes the rest of the generators (5.109),
(5.110), (5.111). Demanding (5.117) to be satisfied by the translations (5.108) one finds that the

following condition has to hold
1
am%.(].) =0 (5.118)
for every m = t, x,y. This expression is referred to as translations condition. Imposing this in (5.117)
and inserting the boosts and the rotation in one gets

%(c(yl)) =0, ’Yt(;) =0, ’Yt(;) =0, ’Yy(c%c) = ’)/ﬁ) = —’yt(tl) =c (5.119)

or equivalently

7 =y (5-120)
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where c is a constant. But due to this gauge fixing condition (;) = 0 one gets ¢ = 0 which implies
’)/1.(]-1) = 0 and leads trivially to 0(3,2). Therefore, the 7-dimensional extended Poincare subalgebra
cannot be realized for any choice of ’yz-(]-l) # 0.

The other 7-dimensional subalgebra, which is the analogue of the extended Poincare where the
translations are replaced by the SCTs, was not obtained in the present analysis. In particular, the

system of partial differential equations arising from (5.117) when one inserts the SCTs, could not be
(1)

solved for v; i

6-dimensional subalgebras

From the analysis above it is obvious that neither the 6-dimensional Poincare subalgebra can be
realized: the conditions and for the translations and the Lorentz transformations
respectively give c = 0, which implies ’yl.(.l) = 0 and thus inevitably leads to 0(3,2).

The 6-dimensional subalgebra that contains 2 SCTs, 2 translations, 1 Lorentz rotation and the
dilatation cannot be realized. Any attempt to include a SCT in the 4-dimensional subalgebra con-
taining the 2 translations, 1 Lorentz rotation and the dilatation leads to 0(3,2). A derivation of this

is given in the forthcoming paragraph of the 4-dimensional subalgebras.

5-dimensional subalgebra

Among the wide list of the subalgebras of 0(3,2) with 5 generators there is exactly one which
is realized, subject to equation (5.117). This is obtained by starting with the subalgebra of the
translations, i.e. from P, = {5%0),5%0),5?0)}, with i = t,x,y. It was found previously that the

(1)

translations conditions is 9;,; i =0 for every m = t, x,y, or equivalently

c1+c 3 ¢4
(1 _
")/l.]. = C3 C1 Cs . (5-121)

C4 Cs €2

This 3-dimensional subalgebra can then be enlarged by including generators that are suitable linear
combinations of the Lorentz Killing vectors and the dilatation (5.110). In particular, these

linear combinations are between the dilatation (D = CZO)) and the ty-boost (Ji, = ‘:?o)) as D =
CZO) + %C“E’O), and between the xy-rotation (], = C‘(LO)) and the fx-boost (Jix = cj?o)) as | = C‘(LO) — C?o)'

Indeed, inserting these and the above expression for 'yi(jl) in one finds that

—c 0 ¢
7}}?) =0 0 o (5.122)
c 0 —c

and the commutation relations take the form

(Sl 11 =Gy [y D) = ~Elo) — 250 (5123
B0 1) = Eoy + & [, DI = 5124
G 1=~ + 18,01 = ~Eh) — 58 (5.125)

J,0) = 5] (5126)
[P,P] =0 Vi,j=txy. (5.127)

Similar results can be obtained when again starting with the translations and now including differ-
ent but again suitable linear combinations between the Lorentz generators and the dilatation. That

75
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is, considering now the dilatation with the ty-boost (Ji, = é?o)) as D = ¢ — %5?0) and then the
xy-rotation (Jy, = é"(lo)) with the tx-boost (Jix = (;"?O)) as | = {,‘?0) — (,‘?0). In this case, (5.117) restricts

'yz.(]-l) to be
c c 0
%(].1) =|c c 0]. (5.128)
0 0O

This algebra with 5 generators is the highest dimensional realizable subalgebra of 0(3,2). That
1)
it gives ’yl.(jl) =0 via and consequently leads to 0(3,2).

means that for any other choice of 7;;’ no other 5-dimensional example can be constructed because

g-dimensional subalgebras

Some of the 4-dimensional subalgebras can be straightforwardly constructed by adding suitably
one more generator to the subalgebra of the translations P; = {‘:%0)' ‘:%0)' @?0) }, with i = ¢, x,y. Insert-

ing the translations conditions (5.118) in (5.117) and demanding to contain 1 Lorentz rotation, e.g.
(1)
ij

Jxy = C‘(*O), one gets that c3 = ¢4 = c5 = 0 and ¢; = ¢ = c. Thus 7;;’ takes the form

2c 0 0
1
’)’1-(]-) =10 ¢ O (5.129)
0 0 ¢
and the commutations relations of this subalgebra with 4 generators are
[P, Pj] =0 (5.130)
(Pi, Jxy) = Mix Py — iy Py - (5.131)

Similar results can be obtained when considering again the subalgebra of the translations and
adding another Lorentz rotation, e.g. Ji, = C?o) or Jix = ‘:?o)' Following the same technique as in the
(1)

previous paragraph, the form of 7;;” becomes
) —c 0 0
’yfj ) = 0 -2 0 (5.132)
0 0 ¢
when the boost [}, is contained and
—c 0 O
=10 0
Vij c (5.133)
0 0 —2c

when the boost J;, is contained. The commutation relations in these cases take the analogue form

of (130, (513).

Another subalgebra with 4 generators is obtained when considering the 3 translations and a linear
hati : . — &7 5 _ 45 N _ a7 15

combination of the dilatation D = 5(0) and 1 boost, e.g. ](0) = 5(0), of the form D = C(f)) — 55(0).

The translations condition (5.118) imply constant 7(1) and the addition of the generator D restricts

ij
it further via to be
%(JD — ( ) . (5-134)

a O o

0
0
0

a O o
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The commutation relations in this case are

- 1
(200 D) = &lo) + 5¢00) (5-135)
~ 1
[é?o)lD] = EC%O) + (??0) (5.136)
[Pil P]] - O vz/] = t/ x/y 7 [C%())/ D] = O ° (5‘137)

Other 4-dimensional subalgebras with the 3 translations as a starting point can be also realized
in a slightly different way. In particular, when assuming suitable linear combinations between
these translations and between the Lorentz generators and the dilatation (5.109)-(5.110). That is,
one considers the translation ‘:%o) and two linear combinations of the rest of the translations as

_ 1 3 _ 1 3 . . . e
Py = &)+ 8 and P_ = ¢i; —¢ (0)- Inserting these in (5.117), one gets the translations condition
(5.118). Then, another linear combination of the dilatation D = §ZO) and 1 boost, e.g. [y, = C?O) can

. ™~ . 7 5 . . . .
be included, namely D = &{, — &(;. This implies via that

0 ¢c O
’yz-(].l) =|lc 0 ¢ (5.138)
0 ¢c O
and the commutation relations are
PP =0, [P, D] =0, [Po,&] =0, [P_,&]=0 (5.139)
[P_,D] =2P_ (5.140)
[6%), D] = &) - (5.141)

An analogous subalgebra is realized when starting again with the translation CZO) and a linear
combination of the rest 2 of the form of the previous paragraph. Then, including a iinear combina-

tion of the rotation and a boost as | = Q?O) - @'?0) and inserting in (5.103), 'yi(jl) becomes

c —c 0
75]0 == ¢ 0 (5.142)
0O 0 0
whereas the commutation relations take the form
[Py, J] = =285, (5.143)
(6% T = —P- (5-144)
[P, P =0, [P, &) =0, [P.,&] =0, [P_,]] = 0. (5.145)

Another interesting subalgebra can be obtained by excluding one translation, e.g. P; = C%o)' from

(5.117). Then, the rest of the translations are maintained for am%?].” = 0 for m = x,y and the general

(1)

form of Vij is now

W= s AE) ke
w(t) h(t)  fa(t)
Inserting this in and additionally including the xy-rotation (], = C‘(lo) ), one finds that g(t) =

w(t) =h(t) =0and fi(t) = f2(t) = f(t). Thus, expression now becomes

2f(H) 0 0
%-(jl)—( 0 f(H) 0 ) (5-147)

(fl(t) + fo(t)  g(t) W(t))
(5.146)
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This 3-dimensional subalgebra that contains 2 translations and 1 Lorentz rotation is the Poincare
algebra in 2 spatial dimensions. It can be further extended by adding the dilation D = 5(70). Indeed,
inserting and the dilatation generator in the non-vanishing components (xx, tt, yy) of
one gets the relation

(1) + (1) = 0 (5149
which then implies for that
1 2c 0 O
1
%(]J:; 0 c 0]. (5.149)
0 0 ¢

Thus, for this choice of 'yf].l)

ing commutation relations

the extended 2-dimensional Poincare algebra is realized with the follow-

[P, P} =0, [D,]xy] =0 (5.150)
[PI/ ]xy] = 771xPy - 771ny (5~151)
D, P =Py (5.152)

where I, | = x,y. This is of particular interest because the corresponding theory has scale invariance,
due to the dilatation generator. Then it is natural to ask if the special conformal transformations can
be included to exhibit conformal invariance. Interestingly, the answer is no: inserting and one
of the special conformal transformations in implies ¢ = 0, which leads to 0(3,2). Therefore,
the extended 2-dimensional Poincare algebra corresponds to a theory that asymptotically has scale
invariance but not conformal invariance. Additionally, this result is excluding the realization of
the 6-dimensional subalgebra of 0(3,2) that was discussed before. That is, the subalgebra that
contains 2 translations, 2 SCTS, 1 Lorentz rotation and the dilatation: this cannot be realized because
attempting to include 1 SCT inevitably leads to 0(3,2).

Similar results can be derived when excluding from another translation e.g. Py = g%o)
P, = ‘3?0)' Demanding then the rest of the translations, 1 (appropriate) Lorentz rotation and the

dilatation to be contained in (5.117), the form of ’yz-(]-l) becomes

or

o 1 - 0 0
T =5 0 —2¢ 0 (5.153)
0 0 ¢
for the exclusion of Py = cf,%o) and
o 1 —-c 0 O
7' ==10 ¢ 0 (5.154)
Y\o o0 —2

for the exclusion of P, = ‘:?0)' The commutation relations in these cases take the analogue form of
(5.150), (5.151) , (5.152).

It should be mentioned at this point that the subalgebras with 4 generators that were considered
here do not yield an exhaustive list. They are the ones that were realized during this work but there

(1)
1 .

may be more amongst the wide list of the subalgebras of 0(3,2), by imposing a condition on y

3-dimensional subalgebras

It is evident from the previous analysis that a realizable subalgebra with 3 generators consists of

the translations with
1
%-(]-) = Cjj (5.155)
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where ¢;; are constant coefficients and the commutation relations are
[P, Pl =0 Vi,j=txy. (5-156)

Following a similar logic with that in the investigation of the 4-dimensional subalgebras, i.e. ex-
cluding 1 translation from one arrives at a realization of two more 3-dimensional subalgebras.
The first one is obtained when excluding e.g. P; = C%o) and including the dilatation D = §ZO). Then,

'yl.(].l) is restricted to be

1 _1

Vit = 56 (5.157)

with c¢;; being a constant matrix and the commutation relations take the form
[Py,P)) =0, [D,P]=0 VI=uxy. (5.158)

Analogous results arise when excluding one of the rest of the translations, e.g. Py = 6%0) and
Py = Y-

The second 3-dimensional subalgebra that is realized when removing one of the translations from
was already obtained in the construction of the 4-dimensional extended Poincare subalgebra
in 2 spatial dimensions. Indeed, excluding the translation P; = ‘:%0) and adding the rotation [y, =

M 1t

C‘(LO) one arrives at the Poincare algebra in 2 spatial dimensions with the condition for 7;;

is repeated here for clarity

2f(t) 0 0
1
W= 0 fn o |. (5.159)
0 0 f(t)
The commutation relations in this case are
[PI;]xy] = ﬂIxPy - 77[ny ’ I/] =X,y (5-160)
[Pr,P;] =0 VI,J. (5.161)

Finally, it is mentioned that the Lorentz subalgebra is generated from (5.109). Inserting these gen-

erators into (5.117), one gets a system of partial differential equations which has to be solved for 'ylgjl).
In the present analysis, this system was not solved analytically and thus, the Lorentz subalgebra is
(1)

not realized for a particular form of <;;’. Further subalgebras with 3 generators and lower, e. g.
2-dimensional, are not examined in the present work.

A last but important remark is that it is straightforward to verify that the generators of each of
the above mentioned subalgebras satisfy the Jacobi identities. All results obtained so far, namely

the subalgebras of 0(3,2) which arise via for a particular form of 'yl(].l), are summarized in the
following table. It should be also mentioned that this table does not provide an exhaustive list.
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Z.(].l) Dimension | Commutation relations
of
the subal-

gebra

Generators Form of

—c 0 ¢
Linear combi- ')/fjl) =10 0 O 5
nation of the c 0 —c

[

[

Lorentz algebra, [
the dilatation and

the translations {

[

[

[P,

where 153 = 6(72) + %‘Z?o)
=~ T %0

2c 0 0
Poincare in 2 spa- ’yfjl) =1 (O c 0) 4 [D, Pi] = Py
tial dimensions 0 0 ¢ [P1, Jxy] = 712 Py — 111y Py
and dilatation [Py, P} = [D, Jy] =0
2c 0 0
Translations and ')/f].l) = (O c 0) 4 [Pi, Jxy] = 1ix Py — iy Px
1 rotation 0 0 ¢ P, Pj] =0
c 0 ¢
Translations 'yfjl) (O 0 0) 4 & %0)' D] = %0) +1 ?0)
i o | e 0 01~ il i
[P;, Pj] =0Vi,j=txy
boost and the [@.,D] =0
dilatation ©
where D = & C?O)
c 0
Linear combina- ')/fjl) = (c 0 c) 4 [ —,D] = 2P_, [@%0),15]
tion of the trans- 0 c O (;-’( 0
lations, 1 boost [P,,P.] = [P, D]
and the dilatation P, % =0
P,e] =0

where 113+ = CS%O) + 5?0)
P-= g(O) - §<o>
D =¢lo) — %)

c —c 0
Linear combi- 'yfjl) = (c c 0) 4 [P, ]] = —2¢7
nation . of the 0 0 O [g%o),]] = —P_
translations [P,,P.] = [P, 5%())]
[

and 2 Lorentz 5 =
generators P—,C(O)] =[P-,J]=0

where P, = (',’1 + ‘;1?0)

7—5 5
0~ %)
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M

Generators Form of v; J Dimension | Commutation relations
of
the subal-
gebra
Translations ')/fjl) = Cjj 3 [P;, P j] =0
2 translations + 'yf].l) =1¢j 3 [P, Pj)] =0, [D,P] =Py
dilatation
2f(t) 0
Poincare in 2 spa- 'yf].l) = ( 0 f(#) O ) 3 [P, P;] =0
tial dimensions 0 0 f(t) [Py, Jxy] = 11xPy — 111y Px

5.4.4 The MKR solution

As it was already mentioned in section 5.3.2, the MKR spacetime is a black hole solution of the
action (5.1). Its line element takes the form

dr?

ds? = —f(r)df? + —— + r*dQ3 (5.162)
f( ) f(r) 2
where
2M A 5
f(r) =v1—-12aM — — +2ar — 37 (5.163)

and M, A, « are the mass, the cosmological constant and the Rindler acceleration respectively.

Before proceeding with the analysis of the asymptotic symmetry algebras of (5.162), it is construc-
tive to exploit its spacetime symmetries. It is immediately recognized that these symmetries consist
of a static, spherically symmetric spacetime or equivalently the R + so(3) algebra. The Killing
vectors which generate these symmetries and satisfy £z g = 0 are

g =0 (5.164)
& =0y (5.165)
&% = cos pdp — cotOsin ¢pdy (5.166)
& = — sin ¢dy — cot B cos $9y (5.167)
and their commutation relations take the form
%8 =¢", 3¢ =-8 (5.168)
,¢4 =¢ (5-169)
[€,e]=0 Vk=2,3,4. (5.170)

As it will be obtained in what follows, this 4-dimensional algebra of the spacetime symmetries can
be enlarged asymptotically, at the leading order O(1) of (5.103).

Proceeding now with the asymptotic analysis, it is reminded that the following steps must be
performed: the line element can be rewritten suitably when following the procedure that
was described in the beginning of this chapter. Namely the decomposition of a spacetime g,

into hypersurfaces according to (5.5), (5.6), (5.7). This split allows one to expand (5.162) in terms

of the generalized Fefferman-Graham form and determine the leading order term ’yl.(;)) and
the next to leading order term ’yl-(.l). Then, one ends up with the expressions and
respectively, for / = 1. Additionally, the group that describes the asymptotic symmetries of the
MKR spacetime is considered to be the conformal symmetry group O(3,2). That is, the
procedure consists of the boundary conditions preserving gauge transformations analysis of section
5.4.1. Consequently, the asymptotic symmetry algebras at order O(1) and at order O(p) for the

MKR solution are determined by the orders O(1) and O(p) of respectively.
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Asymptotic symmetry algebra of the O(1) equation
The induced boundary metric (5.61) for £ = 1 takes the form

. -1 0 O
'yl.(j) =10 1 0 . (5.171)
0 0 sin®6
The leading order O(1) of (5.103) takes the form (5.106), which is repeated here for clarity
0 2 _(0)n xk
La, 7 =57 Dicly = 0. (5.172)

Inserting (5.171)) into the above equation one finds that it admits the 10 conformal Killing vectors
(5.108)-(5.111) expressed in spherical coordinates. In particular, they are

Gloy = O (5.173)
5?0) =0y, (;‘?0) = cos¢dg —cotOsingdy , C‘(LO) = —sin¢dg — cott cos P Iy (5.174)
cf,?o) = costcosfd; —sintsinf dg (5.175)
@'?O) = cos t sin 6 cos ¢ d; + sin t cos 6 cos ¢ dy Sliz dy (5.176)
5(70) = cos tsin 6 sin ¢ 9; + sin t cos O sin ¢dy + smt (P 84, (5.177)
‘:?0) = —sintsin @ sin ¢ d; + cos t cos 0 sin ¢ dg + cos t (5 dgp (5.178)
5?0) = —sinfcosfd; — costsinf dgy (5-179)
(j%g) = —sintsinf cos ¢ 0; + cos t cos 6 cos ¢ dy — cos t?;g dg (5.180)

with C%O being the time translation, 6%0)' C%O), C?‘O) being the 0(3) generators and the rest conformal
Killing vectors are linear combinations of the dilatation, the boosts and the SCTs in spherical coor-
dinates. The non-vanishing commutation relations are

80y Sl0)) = S0y + €10y 8l0)) = €10) + 810y loy) = €0y » [0y Eloy) = —EFo) - (5.181)
[8t0y El0)) = —Ct0) + 810y E0)) = —CFo)

870y o)) = S0y + (60 Eloy] = —C0y + 1600 EC0)] = —Coy + 1870y El0y] = =Sy - (5.182)
80yl = =810y + 180y t0)) = —Elo)

800y loy) = Eloy + (850 El0)) = =5To) + [600y Elo)] = S0y [0y Sl0)) = =Sy + (5.183)
[C?O)IC%S)] = ‘:?0)

[(?(10)’6?0)] - éc(70) ¢ [(:?0)"%0)] - _C?o) ’ [6%0)16?0)] = —‘:?o) , [6?0)16?0)] = ‘:?0) (5.184)
[6?0)’5?0)] - ‘:?0) ¢ [é(?o)' Zo)] = _C%o) ’ [C?O),é‘?o)] = —5%0) (5.185)
&0y Elo)) = —Clo) (5.187)
1250y Sl0)] = €0y + [5G0y E10y)) = —C{0) (5.188)
570y €(0)) = o) (5.189)

Therefore, the Killing vectors of R + so(3) which correspond to the spacetime symmetries of the
MKR solution are indeed enlarged asymptotically, at the leading order, to the conformal Killing
vectors of 0(3,2).
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Asymptotic symmetry algebra of the O(p) equation
For ¢ =1, the next to leading order term (5.62) becomes

0 O 0
'yf]-l) =10 —2« 0 . (5.190)
0 0 —2asin?f

The next to leading order O(p) of becomes

_2)\(2)%(]9) — K’)/i(].l) + Eﬁfoﬂl(fl) + 20(1)71.(]9) =0. (5.191)

Setting A(2) = —Q) like in the case of a flat boundary metric and using (5.105), the above expression
takes the form .
1 1 k 0
5%71.(]-) ~3 'yz.(]- >akg(1) +4Q(1)'y§].) =0. (5.192)
Taking the trace and solving for Q1) one finds

1 .

n__= k
QY = — %) Dito) - (5.193)
Thus, the final form of is
1 1 2 0)
Lo, %'(f) 3 %‘(f )a"&l) B 5'751‘ ) YV 0i(o) = 0- (5.194)

{d’he time translation and the s0(3) generators satisfy and constitute of the

subalgebra R + s0(3) with 4 generators. The commutation relations are

5%y Sl0)) = Cloy + 1800y o] = €0 (5.195)
[5%0) Sloy) = S (5.196)
[0y 8lo)) =0 Vi=2,3,4. (5.197)

It is noteworthy that the attempt to enlarge the above 4-dimensional subalgebra fails, in the sense
that it requires ’yl-(jl) = 0 and thus yields 0(3,2).
5.4.5 The Rindler-Kerr-(A)dS solution

The Rindler-Kerr-(A)dS spacetime is a rotating black hole solution of the conformal gravity action
with vanishing mass parameter. Its line element is

2 2
2 2 .2
ds? = p? (dr + 49 ) + Ag;ﬂ@ (adt —(* + a2)5{:)> - ?Zr (dt - asinZQEijb) (5.198)

AT A E
where
A= (P +a*)(1 - %Arz) —2ur’ (5.199)
Ng=1+ %Aa2 cos® 6 (5.200)
E=1+ %Aaz (5.201)
pz = 1% + 0% cos? 0 (5.202)

with a being the rotation parameter, u the Rindler acceleration and A the cosmological constant.
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The spacetime (5.198) is stationary and axisymmetric. Thus, the generators of these symmetries
satisfying £z g,5 = 0 are the time translation and one rotation, i.e.

gl =0, (5.203)
¢? =0y (5.204)

and they commute with each other. In what follows it will be shown that this 2-dimensional algebra
of the spacetime symmetries can be enlarged asymptotically, at the leading order O(1) of (5.103).
Proceeding now with the asymptotic analysis, one follows the exact same steps like in the case
of the MKR solution: applying the procedure in the beginning of the chapter, the spacetime metric
of is rewritten suitably and is expanded in terms of the generalized Fefferman-Graham
form (5.18). Consequently, the leading order term ’yl.(]Q) and the next to leading order term 71(1)
are determined and one ends up with the expressions and respectively, for ¢ = 1.
It is then shown that 'yf;)) is conformally equivalent with the MKR boundary metric and
thus they admit the same symmetry group, that is O(3,2). Finally, according to the boundary
conditions preserving gauge transformations analysis of section 5.4.1, the realized subalgebra of

0(3,2) is determined by the order O(p) of (5.103).

Asymptotic symmetry algebra of the O(1) equation
For ¢ = 1, the Rindler-Kerr-(A)dS boundary metric (5.78) becomes

asin? P
0) —1 (l) 1—a?
o= 0 ey O (5.205)
asin? y 0 sin? ¢
1—a? 1—a?

in the generalized Fefferman-Graham expansion (5.18). It will be now shown that under a coordi-
nate transformation this is conformally equivalent to the MKR boundary metric (5.171). Therefore
it admits the same asymptotic symmetry algebra, namely 0(3,2). Then, the conformal Killing vec-
tors of are constructed by applying this coordinate transformation to the conformal Killing
vectors (5.173)-(5.180) of the MKR boundary metric.

Starting with the coordinate transformation

t= oY (5.206)
'—at
p=t2 (5207
where A = 1, the boundary metric is brought into the diagonal form
— ﬁ —asin® 0 0
1
7 = 0 7oy 0 |- (5.208)
0 0 Sy
Performing now a Weyl rescaling to the above metric such that
-1 0 0
1 . -1 S —
'yi(]p) (H + asin® l/J) = 0 (1—a? cos? )2 (Z = 'Y:-]‘(O) (5.209)
sin” i
0 0 1—a2 cos?

and then transforming the coordinate ¢ as

b= —cos! [ 1+ cos?u —sin®u (5.210)
—2+4+a—a2cos?u+ a2sin®u >
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1(0)

one finds that Vij becomes
-1 0 0
')/i/j(o) = ( 0 B 0 ) (5.211)
0 0 sin’u
with B = aA = . Finally, after a redefinition of the coordinates as T — VBT, ¢/ — v/B¢/, the
final form of is
-1 0 0
'ylgjl) =B ( 0 1 0 ) . (5.212)
0 0 sinu

This is indeed the MKR boundary metric up to the constant B . Therefore, the Rindler-Kerr-
(A)dS boundary metric is conformally equivalent with the MKR boundary metric, subject to
the Weyl rescaling and the coordinate transformations (5.206), (5.207), (5.210).

Consequently, transforming the conformal Killing vectors (5.173)-(5.180) according to (5.206),
(5.207), one finds the 10 conformal Killing vectors of the Rindler-Kerr-(A)dS metric to
be

Elo) = VBIr, &) = VB (5.213)
£y = cos( =) F(p) g — cotu(y) sin ﬁf 9 (5214)
ety = —sin(2) F() 3, — cotuly) cos(2)Vay (5215
o) = VB cos(—=) cosu(p) 9 —sin(—) sinu(p)F(y) dy (5.216)
&, = VB cos%)sm@) cos(--) 0+ sin( ) cosutp) cos( )P () 2y
—sin(\}%)zz(u( ;f Boy (5.217)
€l = VBcos( ) sinu(y)sin($) 3¢+ sin( ) cosu(y) sin( )P (p)0y
+sin(\;§)m\/§ Ay (5.218)
Eh = —VBsin(_=) sinu(y) sin(-$) 3.+ cos( ) cosu(y) sin( L F(9) 2y
+cos<j§>:i{¢§§ﬁa¢f (5.219)
Efo) = —V/Bsin( =) cosu(p) & — cos( =) sinu(y) (1) dy (5:220)
£l = —VBsin(_=) sinu(y) cos(-F)dr +cos( ) cosulp) cos( L) 2y
cos(\;g)m\/ﬁaﬁ (5.221)

22
where u (1) = sin~! [@ / %] and F(¢) = (-a’ cos y?) cospsing i commutation relations take

(a2—1) cos?  sin® P
the form (5.181)-(5.189). Thus, the Killing vectors of the spacetime symmetries of the Rindler-Kerr-
(A)dS line element (5.198) are indeed enlarged asymptotically, at the leading order, to the conformal
Killing vectors of 0(3,2).
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Asymptotic symmetry algebra of the O(p) equation

For ¢ = 1, the next to leading order term (5.79) becomes

0 0 0
2p
1 =10 ey 0 (5.222)
0 0 2u(1—a? cos® ) sin® g

(1—a?)?

in the generalized Fefferman-Graham gauge (5.18). After performing the coordinate transformations

(5.206), (5.207) this becomes

ap(—2+a>+a? cos 2¢) sin® P 0 _ p(=2+a>+4a? cos2¢p) sin” ¢
) —1+42 ) —1+42
— i
,yi]' o 0 1—a2 cos? 0 (5.223)
_ p(=2+a%+4? cos 2¢p) sin® 0 #(—2+a%+a? cos 2p) sin? ¢
—1+a2 —1+a?

The order O(p) of takes the form (5.191). Following the same steps as in the corresponding
case of the MKR spacetime, i.e. setting A(2) = —Q) and solving for Q), the final expression is

(5.194). This is repeated once again here

W _1 - 2 0, ko
E@’(‘O)'Yij 3 Vi ak§(1) - g’)’ij '71(1)1( aig(o) =0. (5.224)
Inserting into the above, it is found that it admits the two conformal Killing vectors (5.213),
i.e. the ones that generate time translation and rotation around the ¢-axis. Thus, the subalgebra of
0(3,2) in this case is 2-dimensional and the Killing vectors commute with each other. Any attempt

' = 0 and thus 0(3,2) is

to enlarge this 2-dimensional subalgebra fails, in the sense that it gives Vij

recovered.

5.5 SUMMARY AND CONCLUSIONS

In this chapter the conformal gravity action was considered in the concept of holographic analysis
and the investigation of the asymptotic symmetry algebras of the dual field theory. The original
work concerning the holographic setup can be found in [82]] and the analysis about the asymptotic
symmetry algebras can be found in [83]].

It was found that the first on-shell variation of action vanishes, under the proposed asymp-
totic boundary conditions (5.37), (5-38). Thus, the setup renders a well-defined variational principle.
Additionally, the holographic response functions conjugate to the sources 750) and 'yl.(jl)
ated and were found to be finite. Therefore, no addition of holographic counterterms is required.
Then, three concrete solutions of the equations of motion of were considered, namely solutions
with ’yl.(jl) = 0, the MKR and the Rindler-Kerr-(A)dS spacetime. Their holographic response functions
and physical quantities, like energy, angular momentum and entropy, were calculated. For the MKR
solution it was found that the entropy obeys an area law, despite the fact that the conformal gravity
action constitutes a higher derivative theory. Later on, the asymptotic symmetry algebra of the
dual field theory was explored under the proposed asymptotic boundary conditions (5.37), (5.38).
This was done following a boundary conditions preserving gauge transformations analysis, which
led to solving at order O(1). The asymptotic symmetry algebra was found to be 0(3,2). It
was also examined which of the subalgebras of 0(3,2) were realized from the order O(p) of (5.85),
for a particular 'yl.(jl). The highest dimensional subalgebra that was obtained was 5-dimensional, con-
sisting of 3 translations, a linear combination of the dilatation and a boost and a linear combination
of the other boost and the rotation. Lower dimensional subalgebras were also realized, e.g. 4- and
3-dimensional. Lastly, the MKR and Rindler-Kerr-(A)dS solutions were considered once again in

order to obtain their asymptotic symmetry algebras. These were found to be 0(3,2), at order O(1)

were evalu-
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of (5.85). At order O(p) of (5.85), it was found that both solutions admit one subalgebra each, that
of their original spacetime symmetries, i.e. R + so(3) for the MKR solution and the 2-dimensional
algebra consisting of a time translation and one rotation for the Rindler-Kerr-(A)dS solution.






HAMILTONIAN ANALYSIS

Throughout this chapter, the Hamiltonian formulation of conformal gravity is performed. The
analysis starts with formulating the general setup in 6.1, by introducing the canonical variables,
the constraints of the theory and the construction of the Hamiltonian. Then, the Poisson bracket
algebra of the constraints and their geometric interpretation is discussed in 6.2. The generator of
gauge symmetries of the theory is presented in 6.3 and in 6.4, after establishing a set of boundary
conditions the canonical charges associated with asymptotic symmetries are derived. Finally, in 6.5,
the asymptotic symmetry algebra of the canonical charges is presented.

6.1 GENERAL SETUP

The conformal gravity action is

1
5= _Z/ 45\ /—g Clyoa Cae7. 6.1)
M
The dimensionless coupling constant of the theory has been set to acg = —1 for convenience, as it
is described in Appendix A.3. Using the ADM foliation [50] the Lagrangian in (6.1) becomes

L= /2 | B |h|N[ - (h;hg - %hubhc‘i) (Rcd + KK — %(ch — 3Ky — DCDdN)>

1 1 1.
x5 (h“‘h‘”’ — gh“%“’) (Rcd + KeK = - (Keg = e Kea - DCDdN)>

+ <2D[uKb}C + DKl iy, — D[uKhbk) x (ZD[“KZ’]C + DyKlaple — D[aKhb]f)} . (6.2)

This expression is derived explicitly in Appendix A.3. It is obvious that it contains second-order
time derivatives of the metric /1, and therefore the equations of motion will have up to fourth-order
time derivatives. This is not problematic in the Lagrangian formulation but in the Hamiltonian
setup the equations of motion contain only first-order time derivatives. This problem is handled by
introducing additional fields in the Lagrangian and therefore enlarging the phase space in such a
way as to construct an action that is first-order in time derivatives. Here, this is done by regarding
ha, and K, as independent canonical variables and the relation

hay = 2(NKgp + D(,Ny)) (6.3)

between them is treated as a constraint, multiplied with the additional auxiliary field A*’. The
Lagrangian (6.2) now takes the form

1 1,
L= Bx VAN { - (h;hg - ghabhfd) (Rcd + KoK =~ (Keg = oK = DCDdN))

1 1 1
x> <h”h‘”’ - §habhcd) (Rcd + KoK =~ (Kt = oK — DCDdN)>
+ (ZD[aKb]C + Dy . — D[uKhb]C> x (ZD[”KW + DyKlapble — D[aKhb]C)
1 ..
+ /\ub (N (hab - 3£Nchab) - 2Kab>] . (64)
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ab __ JL ab __ OL

The canonical momenta 7 and pg, = (55}\1:117 are

g —@, K_(SKab

SL
it = —— = /|| A" 6.
"= i vald (6.5)
L
5N
5L
o= sy = 0 (6.7)
5L 1
ab __ _ abed (3 . _ _ _
M = = VIG ( EnoKog — Reg — KKy NDchN) 6.8)
Pab = 0 (69)

where G = L(pocpbd 4 podpbe) — Tpabhed - At this point, it is observed that in (6.5), VA ap-
pears as the conjugate momentum 7t/’. Thus, if the auxiliary field A"’ and its conjugate momentum
Pap are to be treated as canonical variables in the analysis, then, the additional primary constraints
¢ = b — VI A 2 0 and ¢ = pay = 0 appear. It is shown in Appendix C.3 that the Hamiltonian
analysis including ¢; and ¢, as primary constraints, i.e. considering A"’ and p,; as canonical vari-
ables, is equivalent with substituting 7/’ = \/[h| A%’ and p,;, = 0 in (6.4). With this substitution, the
auxiliary field and its conjugate momentum are eliminated from the Lagrangian and they are
not canonical variables anymore. Expressions (6.6), are primary constraints. One also observes
by taking the trace of that

P = hy 1% =0 (6.10)

which is a primary constraint as well. The origin of this constraint is due the fact that the Weyl

tensor is traceless in any pair of its indices: the r.h.s of is part of P,[n°n?C,q4) (electric part of
the Weyl tensor), as it is shown in (A.48) in Appendix A.3, and thus renders H?g’ traceless.
In terms of canonical variables, the Lagrangian after a partial integration becomes

) . 1 HabHK

L= [ @x Ry + iy, — N( — oo

t

Vin o 2

— \/ |1 (2D(oKyjc + DgKf by — DypKhy) x (2DIKY 4 DKM — D[ﬂKhb]C))

+ DquH%b + HaKb(Rab + KabK) =+ ZanKub

~N° (Hngach — 2D, (TI¥K,.) — an;dhac)}

. / S, [TED,N — DTN + 2N (nflhye + TIEK) | (6.11)
X

Although the surface term in the above expression is dynamically irrelevant, it will be kept ex-
plicitly throughout the analysis. The reason for doing this will become evident later, when the
canonical charges subject to appropriate boundary conditions are constructed. It is worthwhile to
be mentioned that the surface term in (6.11) renders the conformal gravity Lagrangian to have
well-defined functional derivatives, under some suitable boundary conditions. Not surprisingly, the
resulting total Hamiltonian of is already an improved gauge generator under these boundary
conditions. Additionally, due to the specific form of the secondary constraint ¥V which is derived
later in the analysis, the extended Hamiltonian arising from has also well-defined functional
derivatives, under these boundary conditions. These aspects are not surprising, since the fact that
the conformal gravity action plus some appropriate boundary conditions has well-defined
functional derivatives was already demonstrated in sections 5.1 and 5.2.3, following the Lagrangian
formalism: it was stated that the action (6.1) and some suitable boundary conditions constitute a
well-defined boundary value problem.
The canonical Hamiltonian is

H, = /Etd?’x (HgKbKab + ﬂzbhab) — L= . th3x (N“’Ha + N’HL) + /athZSa <QHL + Q”) (6.12)



where

b
=L TR

Ve 2

+ Dy DyTI% 4 T1% (Rp + KapK) + 2711 K,y

— /|1 (2D(,Ky) + DaK&hyy. — DyKhyy) x (2DUKY + Dykleptle — D

[a

Ha = HE D Kpe — 2D (TT¢K ) — 2D 75 g

6.1 GENERAL SETUP

K Rb1) (6.13

¢ =TI%DyN — D IT¥N (6.15
Q" = 2N (7% hy, + TT¥Ky,) . (6.16
Finally, the total Hamiltonian takes the form
Hy — / Px(N"H, + NHL + A+ A7, + ApP) +/ 25, (Q1 + Q") (6.17)
Zt azt

where A = A(x), A* = A?(x), Ap = Ap(x) are arbitrary functions.

The consistency conditions for the primary constraints (6.6), (6.7), (6.10) reveal the secondary

constraints
{m,Hr} = —-H,
{ﬂa/ HT} = —H,
{P,Hr} = —NKP + D;(N*P) — N(II¥%Kyp 4 27/ 1)
~ —N(ITPK,p + 2710%h,) = —NW
with

W = T¥K,p + 2710, .

(6.18)
(6.19)

(6.20)

(6.21)

One notices that the first two secondary constraints (6.18), (6.19) already exist in the total Hamilto-
nian (6.17), exactly like in the case of General Relativity. The time evolution of all (6.18), (6.19), (6.20)

gives

{1 (x), Hr} = [ = NH. (x) + N (H"(x) + H*(y) + (P(x) + P(y)) (DpKE — D

5
[W(x), Hr} = 2NP ()92 (% = ) + | - NW(x) +3No"P(x) | 9,6°) (% - )

+
Z
/N
*

|7
N
+
Q
N
!
=
N—
|
>
~
3
s
<,
©
=
|
NS
X
(a)

iK)) |26 (%~ )

(6.22)

(6.23)

(6.24)
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No new constraints are generated and thus, there are no further secondary constraints. All are 1%
class since

{(H1 (), HL W)} = [Hx) +H ) + (P(x) +P(y)) (DukE = DaK)(x)| 9:0% (F—)  (6.25)
[Ha(x), Mo (y)} = Ho (x) 900 (% - ) (6.26)
{Ha(x), Ho(y)} = Haly) 96C)(F = 7) + Hy(x) 96C) (% - 7) (6.27)
{Ha(x), P(y)} = P(x) 36 (% - ) (6.28)
{Ha(x), W(y)} = W(x) 0,69 (3~ 7) (6.29)
{Px), W)} =Py)s® (T -7) (6:30)
{PE),HL 1)} =~ (W) + PHK) )6 (F-7) (6:31)
V), Hi(y)} = (M) + V2P(x) )69 (% - §) +2P(y) V2o (% - 7)

+39,P(x)0%) (% — 7). (6.32)

The above relations form an algebra. The discussion and analysis of this Poisson bracket algebra is
postponed until section 6.2. Additionally, Hamilton equations of motion using the total Hamiltonian
are given in Appendix C.4.

The extended Hamiltonian is obtained by adding all secondary 1% class constraints (6.18), (6.19),
to the total Hamiltonian (6.17), i.e.

He = Hr+ | dx (a1 +a"Ha+ W)
X
=, d3x((tx + N)H | + (2" + N)Ho +wW + A+ A", + Mﬂ?)

+ | d?s, (Q1+ Q) (6.33)
fe)

where & = a(x), a” = a’(x), w = w(x) are arbitrary functions. Additionally, according to Hamilton

equations of motion of N, N* using the total Hamiltonian (6.17), which are given in Appendix C.2,

N, N remain arbitrary functions as well. This can also be deduced from the time evolution (6.22)-

of the secondary constraints. Indeed, their time evolution is a linear combination of constraints

and thus it vanishes on the constraint surface, without restricting N, N*. Thus, a,a”, N, N* can be

redefined in as

Hg = /Z d%(&?ﬂ + Mg+ AT+ A%, + ApP + wW) + /aZ d*S, (Qi + Q“) (6.34)
I t
where now
“ =TI¥Dyet — eD,ITY (6.35)
Q" = 2¢° (7} hye + TIY Koyc) (6.36)

with € = e(x) and ¢ = ¢%(x) being arbitrary. It is observed that, in comparison with the total
Hamiltonian (6.17), the extended one contains additionally the 1% class constraint W. Thus,
since 1% class constraints generate gauge symmetries, the extended Hamiltonian captures
all the gauge freedom of the theory. Nevertheless, for distinguishing the true dynamics of the
theory from parts characterizing merely how the coordinate system evolves in time (sections 3.3
and 3.4 of [50]), it is customary to reduce the phase space as follows: the secondary constraints
(6.13), (6.14), (6.21) depend neither on N, N nor on their conjugate momenta 7, 7r,. Then, the ex-
tended Hamiltonian can be considered as consisting of two distinct systems: the first one,

being th dx (eLHL +&"H, + ApP + wW) + fazt d2s, ( “+ Q”) in which N, N? are not dynam-
ical variables anymore, reveals the true dynamics of the theory. The second one, consisting of




6.2 POISSON BRACKET ALGEBRA OF THE CONSTRAINTS

th d>x ()\7( + A® nu) characterizes the evolution of the coordinate system in time and is discarded.

The extended Hamiltonian on the reduced phase space is considered to be
Hy = / d3x<el7-tl e Hy + ApP + wW) + / 25, (Q‘i + Q“) . (6.37)
Zt az’t

Subsequently, the Hamilton equations of motion are

hiap = {hap, He} = 2D (€p) + 26 Koy + 2whyy (6.38)
At = {7, He} = 3£eertil — ApTTY — e [\}E Gngfnfdh“b — T I ) — TTEK K™

+ D.DTTY* — %h“”DchH;d - %DCDCH;? +2vh ( - %BCdeBcdeh”b + BBl
- %BCd“Bcdb + B DK — B DK — D, (BYK + Bk + BllIK])) )|

— Dee* [ 2D 10 + DITY” %DCH%’ — DT —2v/h (UK + Bk

+ BUHIK) ) | = DeDyet [arml b)) — mighpet %n;glhﬂb} — 2w’ (6:39)
Kuy = {Kap, HEY = Aphgy + 3£ecKyp + €+ [Rub + KK, — \}Engb} + DyDpet + wKy, (6.40)

M = {11, He} = *£eT1¢ — e* [TIFK + T Koah™ + 277" + 4v/hD B |
— 4B D et — wKy, (6.41)

where By = 2D, Ky + DdKﬁz hyc — D(Khy) is the magnetic part of the Weyl tensor, as explained in
Appendix A.3. Also, varying with respect to €+, €7, Ap and w one gets the constraint equations
H, ~0, Ha=0,P~0,W = 0. The physical degrees of freedom are %(2 x 12 —-2x6) = 6. The
interpretation of these 6 physical degrees is as follows: 2 of these describe a massless graviton, like

in the case of General Relativity and the remaining 4 a “partially massless" graviton [76], [77].

6.2 POISSON BRACKET ALGEBRA OF THE CONSTRAINTS

The Poisson bracket algebra of the constraints (6.25)-(6.32) can be reformulated compactly by
introducing smeared variables as

Holy) = [ dxHoy (6.42)
H[E] = th?’x Hal" (6.43)
Pl = | &x Px (6.44)
W[Z = [ dx Wg (6.45)
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where 7 = 77(x), x = x(x), { = {(x) are scalars and ¢* = ¢%(x) = h%¢” is a tangent vector field on

2. Then, algebra (6.25)-(6.32) takes the form

{H.[m], H.[2]} = H[F" (11 Dyr12 — 712Dp111)] + PR (1 Dyt — 172Dpi71) Ko (6.46)
{H[E", HL[y]} = HL[*£z 7] (6.47)
{H[z{], H[E)} = H[[&1, 8] (6.48)
{H[¢"], P[x]} = P[*£z ] (6.49)
{H[E", W[C]} = W[*£a{] (6.50)
{P[x], W[¢]} = P[x{] (6.51)
{Hi[n], P[x]} = Wlnx] + PlnxK] (6.52)
{WI[g], Hi[n)} = Hi[Zn] + P[gD*y + yD?¢ — D¢ Dar] (6.53)

where
Ko = h*DyK,e — DK (6.54)

and

[61,83)¢ = €185 — §50aCS (6.55)

being the usual expression for the Lie bracket of two vector fields. At this point, it is instructive to
compare the above Poisson bracket algebra (6.46)-(6.53) with the one of General Relativity (2.187)-
(2.189). As expected, in the absence of constraints P[x], W[], there is complete equivalence with
(2.187)-(2.189). The geometrical interpretation of the above algebra is analogous with that of General
Relativity: relations (6.47), and state that |, P and W are scalar densities. Of course,
this is not new information since they were defined as such, according to (6.8), (6.10),(6.13) and
(6.21). Relation states that H[Z”] are generators of spatial diffeomorphisms on the surface .
Additionally, the first relation states that H, [¢] is generator of deformations of the surface
Yy normal to itself, as it is embedded in ¥; x R >~ M. Last but not least, there is the presence
of constraint P[x] as a result of tracelessness of the Weyl tensor, indicating the additional gauge
symmetry of the theory, namely local Weyl rescalings.

The Poisson brackets between constraints H | [17], H[¢?] (6-46), (6-47), (6-48) can be rewritten more
compactly when considering the ADM decomposition of two vector fields kf, k5 on M as

K = nki +xd (6.56)
k3 = n'ky + 15 (6.57)
with ki = —nak?, ky = —n,.k4 and « = hix?, k5 = hix} being their normal and parallel components

respectively. Then, setting H[k1] = H, [k{-] + H[«?] and H[kz] = H, [ky] + H[x3}] the Poisson brackets
(6.46), (6.47), (6.48) take the form

{Hlk1], Hlka)} = H[k kal] + P[(k{ D% — kf Dk )KC] (6.58)

with
[k, ko] = 1a £2K5 (6.59)
[kl,kz]a = ]’lg £K$K§ . (660)

As expected, comparison of with the corresponding Poisson bracket of General Relativity

(2.192), shows clearly the modification of the surface deformation algebra (2.193)-(2.194) into (6.59)-
due to the presence of the primary P constraint.
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6.3 GAUGE GENERATOR

Since 1% class constraints generate gauge symmetries, the gauge generator is simply the extended

Hamiltonian (6.37), i.e.
Hp — / Px(e My +eH, + ApP + W) + / #5, (91 + 7). (6.61)
Zt azt

Now, it is demonstrated that the gauge generator generates the correct gauge transformations
of the theory and that H, H, and W are generators of normal displacements, spatial diffeomor-
phisms and local conformal transformations of the spatial metric /. It is reminded that the phase
space has been reduced by discarding N, N* and their canonical momenta. Thus, gauge symmetries
are transformations of the spatial metric

Shy, = (£€c + Zw)hab (6.62)

under diffeomorphisms of the coordinates x* on M of the form x* = x” + €?(x") and local Weyl
rescalings of the form h,, — h!, = wh,, with w = w(x). Therefore, the aim is to find dh,;, under the
action of the gauge generator (6.61), i.e. to find 6, h,;, and then verify that it generates the r.h.s. of
(6.62). Indeed, 6y, hyp is the Hamilton equation of motion (6.38), which is rewritten here explicitly
as

‘5HEhab = {hab/ HE}

= [ dxet M)+ [ e {ha, Hey + [ dxwfiha, WY (6.63)
X Xy Xt
= 2€LKab + ZD(aEb) + 2why, (6.64)
where
{hav, H 1} = 2 Kap (6.65)
{hub/ HC} = 2D(u£b) (666)
{hay, W} = 2whg . (6.67)

Then, focusing on the r.h.s. of (6.62), the vector field €’ on M can be decomposed in the ADM basis
as

" =etn"+¢ (6.68)
with
et = —ne” and € = hgsb. (6.69)
Then, using (6.68), the r.h.s. of (6.62) is found to be
Lechay = (£t pege + 20) Mgy = (£t yehiay + 3Eec + 2w) gy (6.70)

= e nVohy, + 2he(, Vi) (etn®) + 2D &p) + 2whgy

=t [Vlcvchab + th(avb)ﬂc} + 2D(a€b) + 2why,

= € £ncligy + 2D 4€p) 4 2whgp = 26Ky, + 2D 44) 4 2whgy (6.71)
after exploiting n“h,, = 0. This is exactly the rh.s of and therefore dp,hyy = (£ec + 2w)hgp.
Thus, it is concluded that the extended Hamiltonian (6.61) indeed generates the gauge transforma-
tions (6.62) of the spatial metric. Additionally, it is deduced from (6.65)), (6.66)), (6.67) and (6.70) that

H | generates normal displacements, H, generates spatial diffeomorphisms whereas VW generates
local conformal transformations of the spatial metric hy,.
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64 BOUNDARY CONDITIONS, IMPROVED GAUGE GENERATOR AND CANONICAL CHARGES

The next step in the analysis is to construct the improved gauge generator and the canonical
charges of the theory. For this task, it is necessary to impose boundary conditions. The approach
that will be followed is that of Regge-Teitelboim [41], which was explicitly stated in 2.2. Briefly,
this approach consists of improving the gauge generator in such a way that it has well-defined
functional derivatives, given particular boundary conditions. Namely, the variation of the gauge
generator must include only volume integrals on X; yielding Hamilton equations of motion, af-
ter the imposition of boundary conditions. Equivalently, the surface integrals on 0% arising from
partial integration of the volume terms must vanish, after the implementation of those boundary
conditions. This requires 1) the addition of suitable surface terms on the original gauge generator,
which takes the name improved after this addition, and 2) the imposition of those boundary condi-
tions. Then, the improved gauge generator has well-defined functional derivatives i.e. its variation
on dX vanishes on-shell when the boundary conditions are imposed.

It is now demonstrated that the gauge generator has well-defined functional derivatives,
under the proposed set of boundary conditions and thus no improvement at all is required. In other
words, only imposition of boundary conditions (condition 2) above) is necessary. The expression of
the gauge generator (6.61) is repeated here

Hp — / P H ) +eH,+ApP+aW) + [ ds, (01 + Q") (6.72)
P 0
where
=TI Dye — eDyITY (6.73)
Q" = 26" (1t hye + TTE Kpe ) - (6.74)

It is emphasized again that the last two surface terms Q*, Q" in (6.72) arise from partial integration
of the original Lagrangian (6.2). An explicit variation of (6.72) evaluated on-shell, i.e. applying
Hamilton equations (6.38)-(C.44), and on the constraint surface yields

SHE | onshel /Z P (e 6H +e5H, + ApdP +woW) + /a &S, (507 +60) 6.75)
~ /aZ dZSa{ [Saan . 27.(Z(C€b) + 2€L\/E<Bad(c1<s) 4 B(c\duKZ) + Bd(Cb)Kf;)

1 1 1
+et (= DTIY + S DI + S DK™ ) = 201 Dfet + TED e + 11 Dye | ol

— 26yt + [eﬂn?g — DIT%¢ 4 46t \/EB“C"} 6K,y + [ 26Ky — Dbei] STTE
+ e DySTTYE + e+ (26C3 T — 5Ch T ) } + / 45, (501 +06Q") (6.76)
X

where C]. denotes the difference tensor of two neighboring Levi-Civita connections and

0Q" = SII¥Dyet + TT¥ Dydet — et DI — e+ DyoTTY (6.77)
0Q" = 286 (i hye + TTIZ Ky ) + 265 (8780 hye 4 108 hye + STIZ Ky + TTX 6Ky ) - (6.78)

It is noteworthy that all surface integrals (except those of 6Q“ and Q) arise from partial integration
of the volume integrals of 6+ and dH,. The variations 6P and )V produce only volume integrals
which contribute to Hamilton equations. Therefore, the gauge generator WV of conformal
transformations of the spatial metric h,;, has well-defined functional derivatives, before the imposi-
tion of boundary conditions. This is expected, since from the analytic form of the constraints (6.10),
(6.13), (6.14), (6-21), one observes that only H | and H, depend on derivatives of the
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canonical variables and thus, will produce surface integrals in the variation, while P (6.10) and W
(6.21) depend linearly on the canonical variables.

Now the set of boundary conditions is implemented. The proposed set is constructed by consid-
ering local conformal rescalings of the spatial metric h,;, and the arbitrary functions e*, €, w. That
is, letting the boundary %; having a topology R x 0%, one assumes that ,, el, €, w can be written
near the surface J0X as

hap = Ohg (6.79)
et =Qet (6.80)
e =g (6.81)
w=w (6.82)

with Q) being arbitrary and hap, €58, @ being finite near 0X. The purpose is now to find the
corresponding conformal transformations of the rest of the canonical variables, i.e. of Ky, 7#” and
I1%. This is done as follows: inserting the above set of conformal transformations (6.79)-(6-81) into
K = Ze%(hab —2D(,4¢p)) and using Hamilton equations of %, (6.38), one finds that K, transforms
as

K, = O [L (3 — =) InQ+ @] + Kab} . (6.83)

Explicit formulas that are required for the above derivation and the ones that follow throughout
this section are given in Appendix C.5. Afterwards, the conformal behavior of I1% is specified by
expressing 1% via Hamilton equation of motion of K, and then, by inserting the conformal

transformations (6.79)-(6.81) and (6.83). The result is

- _ _ _ 1. = 1 _
18 = 0~ 1y/RGed [Rcd + R+ 2DcDye = (3 = £ — w)ch}
=0 Y (6.84)

where G = 1 (h*p® + popbe) — Th'*hed and use of G**/fi,, = 0 has been made. Finally, express-
ing 7#” via Hamilton equation of motion of 1% and inserting the rescalings (6.79)-(6.81) and
(6.83), (6.84), the conformal behavior of nﬁb is found to be

3 _
((at 3 InQ + Ew)n;” + A (6.85)

m'l‘H

nzb — QZ[_
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where use of P = h1,,[1% = 0 has been made. Using the above conformal rescalings (6.79), (6.83),
(6.85), (6.84), the variations of the canonical variables on the surface 9% can be specified. These are
found to be

Sty = Q226 In Oty + STy ) (6.86)

(SKab = Qélnﬂ{}é’lf((&t - 3£g€)h’10 +(D) +Kab} + Qi’ﬁ’(&t - 3£gc)511’10

+Q

Sh _
éjb ((at ~ %) InQ+ w) 16K,

]jl b 3 5N = _
+32 (- @ — ) InQ — "D, In Q) + 6@) (6.87)
26InQ 1 3 1 _
b _ —ab 3 b
oyl = =55 [— g((at— £e)InQ) + 2w>HK + A } a7 (31 — )3 In QMY
02 01— 3£) IO + 2@ ) o1 + 5720 4 (3, — 3y e
—|— éJ_ <( = gc) n + (U) + <( t— gc) n éJ-2
=0 719ya 3.
468D In Q) + zéw)] (6.88)
SITY = Q7Y (—=5In QITY + 611Y) (6.89)

where both J and In only act on the first term on the right. Now, the proposed set of boundary
conditions is specified: inspection of the variation of the gauge generator indicates that the
set of boundary conditions must consist of fixing the variation of the canonical variables /., Ky,

7Th , H?(b and the arbltrary functions €+, &, @ on the surface 0X. At first, one assumes that the
variation of 1,5, €4, € and of their derivatives are fixed on 9%, i.e. setting

Ohaplox, = Debhgplos, = 0 (6.90)

de g = Dedet|ox =0 (6.91)

(5§a|az = DC(Séabz =0. (6.92)

Subsequently, demanding consistency with Hamilton equations (6.38), and (6.40), it is de-
duced that

OKgplox = 0 (6.93)
d@lax =0 (6.94)
oTT%|5x can be arbitrary but finite (6.95)
nﬁb lox can be arbitrary but finite. (6.96)

Thus, the proposed of boundary conditions consists of the set (6.90)-(6.96).

Now the variation of the gauge generator under the imposition of the above conformal
transformations and boundary conditions is examined. Namely, after inserting the rescalings of all
the canonical variables (]6 79]) (]6 83]) (6.85), (6.84) and of the arbitrary functions (6.80), (6.81), (6.82),
as well as the variations ), the variation of the gauge generator (6.76) becomes

SHE|on-shell & /a § d?s, [25§C(ﬁZhEbC + TIP Ry ) + 28 (A STy 4 TIZ 6K, ) + MY Dyoet — det Dbﬁ;gb}
~0 (6.97)

on the constraint surface, after imposition of the boundary conditions (6.90)-(6.92), (6.93)-(6.96).
Thus, the variation of the gauge generator vanishes on-shell with no requirement of additional
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boundary terms. That is, the boundary terms (6.73), arising from partial integration of the
original Lagrangian (6.1) are necessary and sufficient, together with the implemented boundary
conditions (6.90)-(6.92), (6.93)-(6.96), to render a well-defined variational principle for the extended
Hamiltonian (6.76). As far as each generator in is concerned, it is emphasized again that the
gauge generator of conformal transformations YV was already well-defined before the imposition
of boundary conditions, as it was stated before. The gauge generators H, and #H,, which generate
normal displacements and spatial diffeomorphisms of the spatial metric h,, as it was described in
section 6.3, are well-defined generators with the presence of the surface terms Q% and Q“ respec-
tively.

Finally, the canonical charges are evaluated. Not surprisingly, they are, up to a constant, the
surface terms of the extended Hamiltonian (6.72), i.e.

He~ [ #s, (21 +Q") =0 (6.98)

where
4 =TI%Dyet — D, IT%et (6.99)
is the charge associated with normal displacements and

9 = TI%Dye — DyI1%e (6.100)

is the charge associated with spatial diffeomorphisms of the spatial metric h,;. It is now demon-
strated that they are finite on dX. Indeed, imposing the conformal transformations (6.79)-(6.81) and
(6-83), (6-84), (6-85) in the above charges (6.99), (6.100), a straightforward calculation reveals that

" =TI¥Dyet — DIT%et = TI¥Dyet — D I1%et + &+ PDInQ
~ [I¥Dyet — DyI1%et (6.101)
and
Q" = T1¥ Dye — DyI1¢e
= 28°(AM hy, + TIP Ky ) . (6.102)

Thus, the charges (6.101), are finite at 0X. It is expected that they generate symmetries
at 0¥ (asymptotic symmetries), namely normal displacements and spatial diffeomorphisms of the
rescaled spatial metric /,, with respect to a vector field k¥ on M which is finite at 9Z. An important
observation is made at this point: there exists no charge associated with local Weyl rescalings,
independent of the imposition of boundary conditions. This statement is a direct result of the
fact that the generator YV of conformal transformations is already improved and does not require
boundary terms, which yield a charge, to be a well-defined generator, independently of boundary
conditions. Therefore, in view of the above charges (6.101), (6.102), it is concluded that the gauge
symmetries of the spatial h,, i.e. normal displacements and spatial diffeomorphisms, become
symmetries at 02 while conformal transformations remain (proper [84]) gauge symmetries even at
the boundary %;.

65 ASYMPTOTIC SYMMETRY ALGEBRA

Considering two vector fields kf, k5 on M, their ADM decomposition is

K = nki + x4 (6.103)
K = nky + x4 (6.104)
with ki = —nak%, ky = —n,.k4 and « = hix?, k5 = hix} being their normal and parallel components

respectively. Performing a conformal rescaling according to (6.80), (6.81) for the normal and parallels
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components of ki and k7 respectively and using n” = Q7% it turns out that the conformal rescaling

of (6.103), takes the form

kKi=k , K5=1K5. (6.105)
Thus, the two vector fields k;, k, are boundary conditions preserving symmetries at 0X. Using
the smeared version of the constraints H ;, H, according to (6.42), (6.43), (6.44), one sets H k] =
H, [ki] + H[%%] and H[ky] = H [ks'] + H[&}]. But then, according to [54], Poisson brackets of the
form remain true also in the case where kf, k5 are boundary conditions preserving symmetries,
like here. Thus, can be written in the present case as

{H[k],H[ko]} = H[[k,k2]] + P[(ki D*k3 — ky D"ki ) K] - (6.106)

Following [85], one might fix a gauge which turns the 1% class constraints into 2" class. Then,
these are required to vanish strongly and the Poisson brackets are converted to Dirac brackets.
Additionally, on the constraint surface, H [l_c”], is simply the charge , where k is any of ki, ko.
Thus, {H[k1], H[k2]} =~ {Qlk1], Qlk2]}. Then, in terms of the Dirac brackets, the symmetry algebra
of the charges on 0X can be written as

{Qlk1], Qlk2]}* = Q[[k1, k2] (6.107)

where it has been assumed that there is not any central extension. Therefore, the algebra of the
charges at 0¥ (asymptotic symmetry algebra) is isomorphic to the Lie algebra of the boundary
conditions preserving diffeomorphisms.

6.6 SUMMARY AND CONCLUSIONS

In this chapter the conformal gravity action was formulated in the Hamiltonian formalism. The
original work, in a slightly different approach than here, can be found in [86]. Earlier than this,
a Hamiltonian formulation of generic higher derivative theories, including conformal gravity, was
considered in [87].

By identifying the canonical variables and the primary constraints (6.6), (6.7), (6.10), the total
Hamiltonian (6.17) was derived and then, the secondary constraints H ; (6.13), Ha and
were deduced. Their Poisson bracket algebra (6.46)-(6.53) was discussed: constraints #H ,, H, are
generators of normal deformations and spatial diffeomorphisms of the spatial metric h,, respec-
tively and constraints P, WV are related with local conformal transformations of the spatial metric
ha. Then, it was found that all constraints are 1% class and subsequently the physical degrees of
freedom of the theory were detected: these are 6, 2 corresponding to the massless spin-2 graviton
and the rest 4 corresponding to the PMR. Then, the extended Hamiltonian in a reduced phase
space was considered and the corresponding Hamilton equations (6.38)-(C.44) were presented. Fur-
thermore, the gauge generator (6.61) of the theory was presented as being the reduced phase space
extended Hamiltonian and it was shown that it generates the correct gauge transformations of the
spatial metric h,, (6.62). Additionally, assuming boundary conditions such as conformal transfor-
mations of the canonical variables and the rest of the parameters (6.90)-(6.92), (6.93)-(6.96), it was
demonstrated that the variation of the gauge generator vanishes on-shell on the constraint surface
(6.97). Therefore, the gauge generator has well-defined functional derivatives and is already
an improved generator. No additional boundary terms are required, other than (6.35), which
arise initially from partial integration of the conformal gravity Lagrangian , in order to render
a well-defined variational principle. This is in complete agreement with the results of sections 5.1
and 5.2.3. Then, the canonical charges were derived (6.99), (6.100), associated with symmetries at
the surface 0, i.e. normal displacements and spatial diffeomorphisms of the spatial rescaled metric
hap. There were proved to be finite (6.101), (6.102). There was not found a Weyl charge because
the generator WV of conformal transformations of h,, has well-defined functional derivatives. Thus,
conformal transformations of h,, remain gauge symmetries even at the boundary %; . Then, the
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asymptotic symmetry algebra of the charges (6.107) was deduced. Since there is no Weyl charge,
the asymptotic symmetry algebra is isomorphic to the Lie algebra of the boundary conditions pre-
serving symmetries at 0X.






1-LOOP PARTITION FUNCTION

The issue of consistency of a gravitational canonical ensemble was discussed in 3.1.2. There it
was mentioned that it is very important to specify asymptotic boundary conditions of the system
in question, in order for the ensemble to make sense at all. In particular, in the case of General
Relativity asymptotically AdS black holes have a positive specific heat and this renders the canon-
ical ensemble and its partition function well-defined [67]. Thus, in the present case of conformal
gravity it is reasonable to expect that considering the AdS background in the linearized approach,
the canonical ensemble will be well-defined as well. Additionally, the Euclidean path integral is
expected to converge for a positive coupling constant acc and for real and positive metrics, since
the conformal gravity action is a quadratic functional of curvature tensors of the metric. Consid-
ering such a canonical ensemble, the forthcoming analysis starts by linearizing the theory in 7.1,
continues with evaluating the path integral measure and fixing the gauge in 7.2 and finally, the 1-
loop correction to the partition function of the ensemble is evaluated analytically using heat kernel
techniques in 7.3.

7.1 LINEARIZED EQUATIONS OF MOTION AND SECOND VARIATION OF THE ACTION

The first step towards the evaluation of the 1-loop partition function of the theory is to find the
second variation of the Euclidean version of the conformal gravity action, i.e. of

A

1 —_
S[g) =g [, 4% V& Capea €70 7.1

with g,;, having the Euclidean signature (+, +, 4+, + ). The coupling constant of the theory has
been set to a cc = 1. The first variation of gives

A 1 _
dS[g] :Z/Md‘Lx V'8 Babég“b (7.2)
and the resulting equations of motion are
Bap = 2VVCeapa + CeqpaR* = 0 (73)

where B, is the Bach tensor. On account of the perturbative approach that is followed throughout
this analysis, it is convenient to consider the metric tensor g,; as consisting of a fixed background
field 3,5 and a fluctuation 7y ,;. The fixed background solution of the equations of motion is chosen
tobe AdS, spacetime. The decomposition of the metric g, is then written as

gapr = gub+€’)’ub (74)
where € is the perturbation parameter. From now on quantities with a bar will denote their value
on the Ad S, background.

In order for gauge symmetries and true dynamics of the linearized theory to be revealed, it is cus-

tomary to perform a York-decomposition. That is, to decompose fluctuation 7y ,; into a transverse-

traceless part (’yaTbT), a “trace” part (%) and a vector part (v,) as

1_ -
Yab = 'Y,;FbT+Zgab'Y+2v(avb) (7.5)
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with V7 ’)/aTbT =0= g 'yﬂTbT. Under this decomposition, the gauge symmetries of the linearized
theory are now uncovered. Namely, conformal invariance: diffeomorphism invariance is repre-
sented by the transformation 7y,, — Y. + 2V (aVp). Therefore, absence of the vector v, in all
forthcoming expressions indicates diffeomorphism invariance. Likewise, the local rescaling of the
full, unperturbed metric g,, — €2 g, is represented at the linearized level by the transformation
Yab = Yab + 2w Z4p- This is in accordance with the York-decomposition (7.5) for w = %'}. Thus,
absence of the “trace” part 4 in all forthcoming expressions denotes local scale invariance.

Inserting (7.4) and the York-decomposition (7.5) into the equations of motion (7.3), one finds at
first order in €

—1675 +8VeV (1) — 6V +2VeVaV (Vi 1Fr — 6V VeV (1) + 3V V2 = 0. (7.6)

These are the linearized equations of motion. It is stressed again that they depend neither on the
vector v,, stating the diffeomorphism invariance, nor the “trace” part , stating local scale invariance.
The dynamics of the linearized theory are fully encompassed in the transverse-traceless modes !,

The next step in the analysis is to find the second variation of which after inserting (7.4)
becomes

A 1 _
68[g,7 = 7 [ a*x /& (0Bur™ + Buor™) (77

The second term above vanishes on shell for the AdS; background solution and in the first term
6B™ is the linearized expression (7.6). After using the York-decomposition (7.5) and some partial
integration, the second variation (7.7) or 1-loop correction takes the form

5[, 7] +-loop = /Nfl‘lx NG 'y‘%bT( —8—-6V. V" — 707C7d7d> 053 (7.8)
TT

where the notation *' ;) denotes the transverse-traceless modes yIT. From now on the bar is
omitted from the Laplacian operator.

7.2 PATH INTEGRAL MEASURE, GAUGE FIXING AND FADDEEV-POPOV DETERMINANT

The gauge group that provides an infinite volume factor in the path integral is the group of con-
formal gauge symmetries. In order to remove this infinite factor consistently, it is mandatory to
pursue the Faddeev-Popov method. In the present case, this is done as follows: the path integral
measure D][v] is divided by the infinite volume of the group of conformal gauge symmetries and
it is expressed in terms of the Faddeev-Popov determinant A(g). Then, exploiting the York decom-
position (7.5), A(g) is given by the Jacobian of the transformation 7y,, — (L], vs, 7). The resulting
expression can be written schematically as

D] _ A(g) DIy Dlo] DIA). 79)
conf

In order to evaluate A(g), the standard procedure consists of choosing a suitable gauge for the
metric variables v, and § of the York-decomposition (7.5). Then, A(g) is expressed in terms of
the Jacobian matrices of these gauge-fixing transformations. This is done as follows: one requires
orthonormality for ., i.e.

1= /DM exp [—/d4x\/§ %w“”]

= [ ADLIDEIDA] exp [ - [ /3 w(r " 0, 9)y

>
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and the same as well for each mode of the York-decomposition of v, (7.5), i.e.

1= / D[y exp | - / dx /3 vi | (7.11)
1= /D[v] exp [—/d4x 3 v“va} (7.12)
1= [ DiA) exp [ [ dixy/E 7). (7.13)

Because of the mixing between modes of different types in the inner product in (7.10), it is conve-
nient to select as a gauge-fixing condition one which cancels this mixing. Such a condition is met
by decomposing v, into a transverse (v} ) and a scalar part (¢) and 4 into two scalar parts (4, 0) as

Vg = vaT + Vo (7.14)
§=7-2V (7.15)

with V%! = 0. Such a gauge choice cancels the mixing and makes the decomposition of the inner
product in indeed orthogonal, i.e.

1.
Yab¥" = Yoy Vi = 207 (V2 = 8)v; +30(=V?)(=V? +4)o + 297 (7.16)
The gauge-fixing transformations 7.15) produce a Jacobian, denoted as J, in the path
integral measure D[y], i.e. V—f =D D[ ]D[ZJT] D[o]D[¥]. Using the orthonormality condition
one arrives at
1= [ DIy TIDRTIDIEIDI] faexp [~ [ d*xy/E (vil v — 204(9% ~ 3)o]

N—=

+3a(—v2)(—v2+4))] =], = [det( V2 43)],, det(~V?) det(—V2+4)(0)} (7.17)

where the notation © (1) denotes the transverse vector mode ol and the subscript (0) denotes the
scalar part 7.

The next step in the analysis is to find the Jacobians of each of the gauge-fixing transforma-
tions (7.14), in the corresponding path integral measures. That is, to find J; and Jy for
D[v] = J1 D[] Dlo] and D[4] = Jo D[] D[¢] respectively, where J; and ], are the Jacobians of
the corresponding transformations. A straightforward calculation yields Jy = 1 where as for J;
using one finds

1= /D olJ1 exp /d4xf vF —UVZ(T)}

1

== [det(—vz)(o)] 2 (7.18)

Now, the Faddeev-Popov determinant can be finally expressed in the terms of the Jacobians J;
and J,. Recalling the expression for the path integral measure D[] after the gauge-fixing transfor-

mations (7.14), (7.15), i.e.

Dhyl 2

v =P D[y""] D[o"] D[e]D[7] = I D[y""] D[o] D[] (7.19)
and comparing with (7.9), the Faddeev-Popov determinant is
1
A(g) = ;2 [d t(— V2+3)( ) det(— v? +4) 0 )} ’ (7.20)
1
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7.3 1-LOOP PARTITION FUNCTION AND HEAT KERNEL

Having in hand all necessary ingredients, one can now find the 1-loop canonical partition function
of the theory according to (3.42). After the use of (7.8) and (7.20) the 1-loop partition function takes
the form

D s
Zl—lOOp = / chie S[87] 1009

_ [det( V2 +3){; det(—V? +4)(0)}; (20
det(—V2 — )(TZT)det(—V —2)(T2T)
= Z(l) Z(O) Z(_2§,4 Z(_Z;Z (7.22)

where Z ;) are the partition functions of the modes of spins s = 0,1,2 and Z,), are the partition
functions of the s = 2 modes with » = 2 and r = 4. The interpretation of the above expression is the
following: the partition functions Z ) and Z;) that appear in the nominator, i.e. the determinants
of the “trace” and of the vector part respectively, correspond to gauge symmetries of the theory
as already emphasized in 7.1. Namely, they describe diffeomorphism and local Weyl rescalings.
Therefore, Zj) and Z ) correspond to pure gauge degrees of freedom. The true dynamics of the
theory are expressed via the s = 2 modes, the partition functions of which (Z(;) 4 and Z,) ,) appear
in the denominator. According to the canonical analysis in chapter 6, the dynamical degrees of
freedom for conformal gravity are 6, 2 of which describe the massless spin-2 graviton and the rest 4
describe a “partially massless” spin-2 graviton (PMR). To determine which of Z,) , describes what,
it is helpful to compare with the 1-loop partition function of General Relativity (3.64). The common
contribution of course is the massless graviton, described by the partition function Z ;) ,. Therefore
one deduces that the remaining partition function Z,) 4 in (7.22) corresponds to the PMR.

The next non-trivial thing is to evaluate analytlcally the determmants in - For this purpose,
heat kernel techniques are adopted. An extensive overview of heat kernel methods in general can be
found in [88]. Adopting this philosophy, the partition function and the determinant of an operator
are related to the trace of the heat kernel K*)(t) via

InZy = —%lndet(—v2 +m?) ) = —%Trln( V2 +m?)

N \

T dt
/ 7 t (7.23)
0

where the traced heat kernel is defined as
K&(t) = Tr etV (7.24)

and m is a constant. One way to evaluate this traced heat kernel coefficient is by using group theo-
retical techniques that are explicitly described in [89]. In this reference, the calculation is performed
for the case of odd-dimensional hyperboloids. Here, the same approach is adopted but it is applied
to even-dimensional hyperboloids and in particular to the case of a thermal quotient of AdS,.

7.3.1  The traced heat kernel on a thermal quotient of AdSy

To find the traced heat kernel on a thermal quotient of AdSs one considers the quotient space
H* ~ SO(4,1)/SO(4) obtained by analytic continuation of the 4-sphere S* ~ SO(5)/SO(4). The
traced heat kernel coefficient is then given by

=5 Z Z/d?»)mm (7.25)

keZ m

(s)

where E},’ are the eigenvalues of spin s Laplacian operator on the quotient space H%, x, (") is the
Harish-Chandra character in the principal series of SO(4,1), vy is an element of the thermal quotient
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of S*, B is the inverse temperature and (A, 71) denotes the principal series representation. The next
step is to find the eigenvalues E1(25) and the character x, ;(7*) in the case of the symmetric transverse
traceless tensors that are of interest here.

The unitary irreducible representations of SO(4,1), denoted as R, are characterized via the array
R and the unitary irreducible representations of SO(4), denoted as S, are characterized via the array

S as follows:

R = (iA — %,mz) with A € Ry (7.26)
S=(s1,82) with s1>5>0 (7.27)

where my is a non-negative (half-)integer and sq, s, are (half-) integers. For the special case of the
symmetric transverse traceless tensors, one finds that s; = 0 and A > s; = m > 0, which arise as
branching rules. Further details and an explicit derivation of this can be found in [89]. Then, the
above representations further simplify to

(iA — g,s) (7.28)

(s,0) (7.29)

R
S
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where s = s;. Now, the eigenvalues of the spin-s Laplacian operator in the quotient space SO(4,1) /SO(4)

are given by
EY) = —Ca(R) + Ca(S) (7.30)
where C>(R) and C(S) are the quadratic Casimirs for R and S respectively:

Co(R) = m-m+2rso(471) - m, Cao(S) =55+ 2r5004) " 8- (7.31)

Here the dot product is the usual Euclidean one and 7; 5(4,1) = % —i,risoa =2—iandi=1,23.

For the special case of symmetric transverse traceless tensors, when substituting (7.28), (7.29) the
quadratic Casimirs (7.31) become

9
C2(R) :)\2+52+3s+1, Cy(S) = % +2s. (7.32)

Therefore, the corresponding eigenvalues take the form

s 9
Ez(z) = —(A*+ 2t 5). (7.33)

The Harish-Chandra character in the principal series of SO(4,1) is [90]

(efiﬁ)\ + eim)x%o@ (¢1)

e~ % |ef — 1[|ef — eitr |2

Xam(B 1) = (7-34)

where X%O(B) (¢1) is the character of the representation of SO(3). For the thermal quotient that

is considered here, one gets B # 0, ¢; = 0 and X;O@)(O) = 1+ 2s [91] and therefore the above
expression simplifies to

cos(BA)
4 sinh® (g) '

Finally, using (7.33), (7.35), the traced heat kernel takes the form

X(B,¢1) = (1+2s) (735)

1+ 2s) 1 LR 2
KOty = B o U102 (736)
(t) " keZZ)+sinh3,<2ﬁ 7.3
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At this point all necessary ingredients exist in order to evaluate a partition function that consists
of spin-s operators. Substituting in and performing the integral the result is

o kB(3+\/T+ms)
InZg = —(1+2s) — . (7.37)
) kGZL (1— e B)3k

Finally, using the above in (7.22), the 1-loop partition function of the theory is found to be

e B(—5 + 4e2kP — 5ekP)

In Zlfloop = - Z
keZ,

- ¥

keZy

2k 2k k
g7 (=5 +44°" — 57")
(1= ")k (7-39)

where g = e P and B is the inverse temperature.
Lastly, the 1-loop correction to the free energy of the ensemble takes the form

e 2B (—5 + de=2kP — 5KP)

Pl—loop =
kez,

For clarity, the corresponding expressions are now derived for the case of General Relativity .
During the above calculation, the eigenvalues Eg) and the character x, 7 (7¥) have been
derived considering the quotient space H* ~ SO(4,1)/SO(4) and symmetric transverse traceless
tensors. Therefore, the traced heat kernel is characterized by the space one considers and
the symmetries of the operators. This implies that it is independent on the type of the partition
function (or gravitational theory) and thus, the resulting expression can be used to evaluate
the 1-loop partition function of General Relativity around AdS, spacetime. Applying (7.37) to the
1-loop partition function (3.64), the result is

“3kB (5 _ n,—3Kp
GR  _ _ e >P(5 —3e )
+

and the 1-loop correction of the free energy takes the form

GR —
Flfloop - Z
keZ

e~ 3kB(5 — 3e73kF)
(1—e*B)3kp (7.42)

7.4 SUMMARY AND CONCLUSIONS

In this chapter, the conformal gravity action was considered in the concept of the path integral
approach. The original work can be found in [92].

Exploiting the Euclidean path integral, the purpose was to evaluate the 1-loop partition function
of the theory. This required a number of steps. At first, a linearized analysis was performed around
a background solution, which was chosen to be AdS, spacetime. Additionally, in order for the
gauge symmetries and the true dynamics of the theory to be uncovered, a York decomposition
was employed. The corresponding linearized equations of motion and the 1-loop correction
of the classical action were derived. It is verified that the gauge symmetries of the theory are
maintained at the linearized level, by the absence of the gauge parts v,, 4 of the York decomposition
in the linearized equations of motion (and the 1-loop correction of the classical action). Then,
on account of the singular conformal gravity Lagrangian, it was necessary to perform the Faddeev-
Popov method in order to remove consistently this infinite contribution from the path integral.

Choosing a particular gauge like (7.14)), (7.15), the corresponding Faddeev-Popov determinant (7.20)
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was evaluated. Subsequently, the path integral measure was defined properly with the Faddeev-
Popov determinant as (7.9) and the 1-loop partition function was presented in in terms of
determinants of various modes. The dynamical modes of conformal gravity, i.e. the massless
graviton and the PMR, as well as the pure gauge contributions are identified with the relevant
determinants of (7.21). Lastly, heat kernel techniques were exploited, in order to actually evaluate
the 1-loop partition function (7.21). This was possible via its relation with the traced heat
kernel (7.24). The traced heat kernel was evaluated on a thermal quotient of AdS, and finally, the
1-loop partition function of the theory took the final form (7.38).
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Throughout this thesis, the theory of conformal gravity has been explored in general concepts and
formulations, such as the holographic analysis, the Hamiltonian formalism and the path integral
approach.

In the holographic analysis, the theory was formulated by imposing asymptotically (A)dS4 bound-
ary conditions and evaluating the corresponding response functions of the dual field theory, which
were found to be finite. Furthermore, under the proposed set of asymptotic boundary conditions,
the variational principle of the conformal gravity action was found to be well-defined. Then, the
holographic response functions of particular solutions of the theory were evaluated, such as a spher-
ically symmetric and an axisymmetric black hole. Lastly, the asymptotic symmetry algebras of the
dual field theory were explored, those which are allowed under the proposed asymptotic boundary
conditions.

Thereafter, the theory was studied in the Hamiltonian formalism. Performing the constraint anal-
ysis, all constraints of the theory were classified as 1% class and their Poisson bracket algebra was
derived. Subsequently, the 6 physical degrees of freedom, ascribed to conformal gravity, were speci-
fied and the Hamilton equations of motion were derived. Then, the generator associated with gauge
symmetries of the theory, namely diffeomorphisms and conformal transformations, was deduced
and it was found to have well-defined functional derivatives under the imposition of particular
boundary conditions. The charges associated with diffeomorphisms were constructed, and were
found to be finite, while there was no charge associated with local Weyl rescalings. Consequently,
the algebra of the charges was found to be isomorphic to the algebra of boundary conditions pre-
serving symmetry diffeomorphisms.

Lastly, the theory was formulated in the Euclidean path integral approach to evaluate the 1-loop
partition function. Following a linearized analysis around an AdS,; background and performing a
particular metric decomposition, the corresponding linearized equations of motion were derived.
Their form confirmed the fact that gauge symmetries are maintained at the linearized level. Then,
the corresponding Faddeev-Popov determinant was evaluated and a primary expression for the 1-
loop partition function was derived, in which the contribution of the 6 physical degrees of freedom
of the theory, as well as the gauge ones, were identified. Finally, the 1-loop partition function was
analytically evaluated using heat kernel techniques.

The main conclusions that were obtained throughout the above analysis are:

e The conformal gravity action constitutes a well-defined variational principle, together with
the proposed (asymptotic) boundary conditions. These are more general as compared to
the Starobinsky ones [72]], since they allow for an additional linear term, and when they are
imposed, no additional boundary terms or counterterms are required in order for the action to
have well-defined functional derivatives. This aspect is due to the fact that the boundary terms
arising from partial integration of the original conformal gravity Lagrangian are necessary
and sufficient to render the variational principle well-defined. In other words, the equations
of motion constitute a well-defined boundary value problem in the presence of a boundary.

This feature of the theory was demonstrated exploiting both the Lagrangian and Hamiltonian
formulations. On the one hand, this was shown in the holographic analysis where the La-
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grangian formulation was adopted. In this case, when the proposed generalized asymptotic
boundary conditions are considered, the first on-shell variation of the action vanishes and
thus, no additional counterterms are required and the corresponding holographic response
functions are finite. And on the other hand, in the Hamiltonian setup, the extended Hamil-
tonian has well-defined functional derivatives when the proposed boundary conditions are
imposed. These are more general than those of the holographic analysis, in the sense that they
allow for arbitrary Weyl rescalings as well. Finally, the extended Hamiltonian is already an
improved gauge generator and the resulting canonical charges are finite.

The result that no additional boundary terms or counterterms are required in the conformal
gravity action confirms several indications that this might be the case, such as the finite on-
shell action for a metric compatible with the proposed asymptotic boundary conditions and
also the fact that the free energy derived from the on-shell action is consistent with the ADM
mass [93] and Wald’s definition of entropy [79]. Additionally, in the proposed asymptotic
boundary conditions in the holographic analysis, the presence of the additional linear term
allows for solutions of the conformal gravity action, as opposed to [38] where from the con-
formal gravity action only the Einstein gravity solutions are selected when this linear term
vanishes.

There exist no canonical charges associated with conformal transformations of the metric,
independently of boundary conditions. Therefore, conformal transformations remain (proper
[84]) gauge symmetries even at the boundary, on the contrary with diffeomorphisms which
become symmetries at the boundary.

This fact was demonstrated in the Hamiltonian formulation of the theory. It was immediately
obtained that the generator of conformal transformations of the spatial metric depends linearly
on the canonical variables and does not depend on their derivatives. Thus, it has well-defined
functional derivatives, already before the implementation of boundary conditions, and there is
not an associated charge. As a result of the non-existence of this Weyl charge, the asymptotic
symmetry algebra of the charges associated with diffeomorphisms is isomorphic to the Lie
algebra of the boundary conditions preserving symmetry diffeomorphisms.

The result that there is no Weyl charge is in accordance with [94], where it was shown that
the superpotential associated with Weyl rescalings is vanishing, implying that conformal sym-
metry has a trivial conserved charge. Additionally, in the Weyl invariant scalar-tensor model
analyzed in [95], the Noether current associated with Weyl rescalings is also vanishing, conse-
quently shows that Weyl symmetry does not play any dynamical role. Nevertheless, in view of
analysis of the conformally invariant gravitational Cherns-Simons theory in three dimensions
[96], the non-existence of Weyl charge is unexpected. It was shown there that the Weyl charge
vanishes as well, but only if the Weyl factor is not allowed to vary freely. As soon as the Weyl
factor is allowed to fluctuate, there exists Weyl charge.

The sources of the holographic response functions are consistent with the physical degrees of
freedom of the theory. Namely, the source conjugate to the analogue of the Brown-York tensor
is identified as the spin-2 massless graviton and the source conjugate to the partially massless
response (PMR) [76]], [77] is identified as the partially massless spin-2 graviton.

After performing the Hamiltonian analysis of the theory, the 6 physical degrees of freedom
were detected. Then, in the holographic analysis content, 2 of those were identified as the
source conjugate to the analogue of the Brown-York tensor and the rest 4 were identified with
the source of the PMR. These identifications were also made in the 1-loop partition function
of the theory, in terms of determinants.

The proposed asymptotic boundary conditions for the well-defined variational principle of the
conformal gravity action are consistent with the Mannheim-Kazanas-Riegert (MKR) [z1], [22]



SUMMARY, CONCLUSIONS AND ELABORATIONS

solution. In particular, the Rindler acceleration in the MKR solution is interpreted as coming
from the conjugate source of the PMR.

This was stated during the holographic analysis, where the holographic response functions
of the MKR solution were derived. In particular, it was found that the PMR is linear and
the analogue of the trace of the Brown-York tensor is quadratic in the Rindler acceleration for
small mass and Rindler acceleration. Therefore, the Rindler acceleration in the MKR solution
was identified as arising from a partially massless graviton condensate.

The consistency of the proposed asymptotic boundary conditions with the MKR solution and
in particular the identification of the Rindler acceleration with a partially massless graviton
renders conformal gravity an example of a theory that allows a non-trivial Rindler term in
its solutions. Theories that admit non-trivial Rindler term were discussed in [97] as effective
models for gravity at large distances. Thus, in this perspective, conformal gravity can be
regarded as an effective model for gravity at large distances.

e The asymptotic symmetry algebra of the dual field theory is 0(3,2). Its highest dimensional
subalgebra for non-trivial asymptotic boundary conditions was found to admit 5 generators.

This was derived throughout the holographic setup and it was expected, since the imposed
asymptotic boundary conditions were asymptotically (A)dSs. Indeed, the 10 conformal Killing
vectors of 0(3,2) were the solutions of the asymptotic gauge transformations of the boundary
metric (conformal Killing equation). Furthermore, subalgebras of 0(3,2) were also obtained
for particular choices of the next-to leading order boundary metric. The largest one was found
to be 5-dimensional, consisting of 3 translations, a linear combination of the dilatation and a
boost and a linear combination of the other boost and the rotation.

In view of the presented research and the above conclusions, further elaborations and future
work can be outlined. In the holographic analysis content, an immediate application would be
to use the presented results for the response functions and the resulting asymptotic charges to
further solutions of conformal gravity. Among those solutions are for example, a rotating black
hole with non-vanishing mass and a charged, rotating black hole [80], axisymmetric and spherically
symmetric cosmological solutions [98]], [99] and also solutions in the presence of additional fields
in the Lagrangian [100]. Continuing in the direction of the holographic analysis, a later application
that requires more labor would be to calculate higher n-point functions of the dual field theory,
given the 1-point functions that were derived in the present work. Indeed, 2-point functions have
been considered in [101] and therefore calculation of 3- and higher point functions can be further
performed. Such computations can be useful for understanding the underlying degrees of freedom
of the dual field theory, specifying in this way its operator content.

Continuing with the results of the Hamiltonian analysis of the present thesis, it is reminded
at this point that, when deriving the Dirac algebra of the charges, it was assumed that this algebra
admits no central extensions. Thus, it would be interesting to investigate whether non-trivial central
extensions could be realizable in this algebra. Along the lines of [85], this can be done by choosing a
particular gauge and thus formulating the entire Hamiltonian setup in terms of the Dirac brackets.
Then, explicit evaluation of the Dirac bracket of the resulting canonical charges reveals the presence
or not of central extensions. Additionally, according to the findings of the present work, local
conformal rescalings are a trivial gauge symmetry even at the boundary. It would be useful to
investigate further this classical aspect of the theory and possibly relate it with the presence or not
of central extensions of the Dirac algebra of the charges.

Lastly, concerning the 1-loop partition function of the theory, the formulation in the present work
was considered in an AdS, background. It would be of interest to perform the exact same analysis
considering an arbitrary background solution. Then, this would be in the direction of including all
solutions of the theory in the path integral and thus tracking the full partition function of the theory.
Furthermore, either considering a particular background solution or not, future work can be done
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in verifying the fact that 1-loop corrections of conformal gravity are finite [17]. This would require
to adopt a particular regularization scheme for the 1-loop partition function that was derived in the
present work. And of course, placing the presented corrections in a more general aspect, it would
be of obvious importance to evaluate explicitly higher order corrections of the partition function,
as well as of scattering amplitudes. This would then reveal whether conformal gravity is actually
renormalizable.
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CONVENTIONS AND PRELIMINARIES

A.1 CONVENTIONS

The conventions for the fundamental constants are taken to be i = ¢ = G = 1. Whenever each of
these constants is restored, it is explicitly stated in the text.

Latin letters from the beginning of the alphabet, i.e. 4,b,¢,... denote 4-dimensional indices and
Latin letters from the middle of the alphabet, i.e. i, j,k, ... denote 3-dimensional indices, unless it is
explicitly stated otherwise.

A 4-dimensional metric is denoted by g. The corresponding induced metric in a hypersurface
dM is denoted by h. Perturbative metric coefficients are denoted by . The signature of every
4-dimensional metric is (—,+,+,+). Additionally, the covariant derivative compatible with g is
denoted with V whereas the covariant derivative compatible with & is denoted by D.

All 4-dimensional tensors constructed from g,, are denoted by normal letters, e.g. R, R, Ggp,
etc. and purely tangential 3-dimensional tensors constructed from h,;, are denoted by calligraphic
letters, e.g. R, Ry, Gap, etc. Similarly, the same notation is adopted for purely tangential tensors
constructed from h;;, e.g. R;j, Gjj, etc. For clarity, whenever a Lie derivative is 3-dimensional, it will
be denoted by a subscript, i.e. >£.

The notations A(,By), A(;By), AfacBap) and A, cBg)p) are defined as follows

ABy = %(Ath — A,B.) (A1)
AaByy = %(AQBZ, + AyBy) (A.2)
Ap)cBay = %(Aachb — ApcBuaa) (A.3)
AalcBap) = %(Auchh + ApcBaa) - (A.4)

Lastly, throughout this thesis, Einstein summation convention is adopted.

A.2 DECOMPOSITION WITH RESPECT TO A SPACELIKE OR TIMELIKE HYPERSURFACE

A spacetime (M, g,p), with g,, having signature (—,+,+,+,), can be decomposed into hyper-
surfaces M of constant 6, where 0 is a parameter which is chosen accordingly for spacelike and
timelike hypersurfaces. That is, f is taken to be a global time function for spacelike hypersurfaces
whereas for timelike ones it is taken to be a function of one spatial coordinate of g,;. A normal
vector field n” to dM is assumed to have the norm

n“nhgab =—0 (A.5)
where 0 = £1. Then, g,, induces a metric /., on each M via

hapy = Sap + o111y (A.6)
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where ¢ = 1 for spacelike hypersurfaces and ¢ = —1 for timelike ones. It is deduced from (A.5) that
the normal vector is timelike (n°n’g,, = —1) for spacelike hypersurfaces and spacelike (n*n’g,, = 1)
for timelike ones.
The acceleration is defined as
_ §n.Vyn, _ §n.Vyn,

= . A.
aa _nanbgﬂb o ( 7)

Any tensor on spacetime (M, g,5) can be projected to the hypersurface M by the projector hf as
Ap.. = PulAw.] = hohi Acq.. . (A8)

The covariant derivative D,, compatible with h,;,, of any tensor 7;;‘1 on oM is related with the
covariant derivative V, compatible with g,, by

DTS = Pu[Va(PhTef)) (A.9)

where Tecjf is any tensor on M. The extrinsic curvature is defined to be the projection of the
covariant derivative of the normal vector, i.e.

Kgp = Py[Vany] = bV eny, (A.10)

where V is the covariant derivative compatible with the spacetime metric g,;,. The decomposition
of Riemann tensor into components tangent and normal to the hypersurface dM is given by the
following relations:

e Gauss relation

by [Rabcd] = 7Q'abcd + U(Kcade - chKda) (A-II)
e Codazzi relation
by, [nd Rabcd] = U(DaKbc - DbKac) (A.12)
e Ricci relation
Py [n"n? Rypeq] = KapKE — 0£,0Kye + Dyae + aqare (A.13)

Contractions of these relations give the projections of Ricci tensor. In particular one finds:

Py[Rpp] = Rap + U(KKab - ZKacK}(;) + £neKgp — 0Dartyy — oaty (A.14)
Py[n"Rup) = 0 (DyKE — D4K) (A.15)
n*n’ Ry, = KypK®® — 0h™ £, Ky, + Dot + apa® . (A.16)

Then, the decomposition of Ricci scalar is given by
R = h™P,[Ryp) — on"n’Ryy
=R + 0 (K* = 3KpK?) + 2h"£,,c Ky — 20Dee” — 20000° . (A.17)

It is usual to rewrite the above expression, when considering the Einstein-Hilbert action, up to a
total derivative term. This is done as follows: focusing on a spacelike surface dM, i.e. setting o =1

in (A.17), one uses
EHCKab = nCVCKab + ZKEgKb)C - Zn(aDCC)Kb)C (AIS)

to find its trace as
W™ £, Koy = 1V K 4 2K, K™ = V. (n°K) — K? + 2K, K™ . (A.19)

Using the above trace and
Do + wgaa® = Vit (A.20)
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in (A.17), the decomposition of the Ricci scalar becomes
R =R+ KpK® — K> 42V, (n"V n) — 2V, (n°V.n"). (A.21)

This is the expression that is used in (2.155).
The Weyl tensor decomposition is

Py[nCaped] = 2D(Kyje + DaK{,hyje — DKMy = Bape (A.22)
oy 1
Py [n"n?Capeq] = 5 (hf;hf - ghachbd> (Rbd — KpgK = £4eKpg + D gy + “bad) = Eqc (A.23)

The projection Py, [Cypeq] into purely tangent components is derived later using the ADM foliation,
i.e. in the case of a spacelike surface dM.

A.3 ADM DECOMPOSITION

The spacetime (M, g,p) is now decomposed with the standard ADM foliation [50]. This consists
of specifying a global time function ¢t on M which by assumption allows to foliate M with a family
of spatial surfaces 9M = X, defined by + = x” = constant. The tangent bundle 7 is identified
with the 1-form V,t, where V is the covariant derivative on M. Then, the surfaces X; are spacelike
if

gV, tVt < 0. (A.24)

The future pointing surface normal vector field is taken to be
n, = BV,t (A.25)

where B is a normalization constant. From it follows that for the surfaces X to be spacelike,
the normal vector is timelike, i.e.

g nany = g BEV,tVyt < 0. (A.26)

From (]AE]), the above is satisfied for o = 1. Additionally, the normalization constant  of the normal
vector (A.25) is chosen as follows: one assumes that there exists a vector field t* on M such that
t*V,t = 1. Then, this can be decomposed as

t" = Nn" + N* (A.27)

with N being the lapse function and N* the shift vector. From the above, it follows that t*n, = —N
and from (A.25), it follows that t*n, = B. Thus, one sets § = —N and the normal vector (A.25)
becomes

n, = —NV,t (A.28)

Choosing V,t = (1,0,0,0), the normal vector (A.28) can be written as

1 N
— (_ a__ (- _
1. = (—N,0,0,0) , n (N, N) (A.29)
The acceleration takes the form
D,N
g, = Z{if (A.30)
According to the previous conventions, any vector field on M can be decomposed as
g =n"gt 42 (A31)

with ¢+ = —n,¢" and E* = hfEP being its normal and parallel components respectively.
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The induced metric h,, on X; is obtained from foro=1as
hap = b + 1amy, -
The invariant line element of spacetime M is written as
ds?> = —N2dt? + hy,(dx" + N°dt) (dx® + NPdt).
Thus, using and the components of g, take the form

800 = —N? 4 N°N®h,, , 802 = 8a0 = Na , &ap = hap

1 N@ N°Nb
00 _ 0a _ a0 _ b _ pab
g __ﬁ/ga_ga _m/ga — b o
Vg = NVh.
The extrinsic curvature and its trace take the form
1 1., 1.
Kap = 5Py [Enchap] = ﬁh?hd <£t"hcd - £N“hcd) = 5N (hab - ZD(aNb)>
1 .
K=h"Ky = — 7 (h"bhah - 2DQN”)

where

hap = Pyl£rcha] -
Additionally, the time derivatives of the extrinsic curvature and its trace are

Kap = Py[£1Kap) = NPy[£neKap] + *£neKap
K = Py[£h™K,p] = NPy [£,K] + 3£5eK .

Now the Gauss, the Codazzi and the Ricci relations (A.11), (A.12), (A.13) become

Py[Rabed) = Ravea + KeaKap — KepKyg
Ph [ndRabcd] - DaKbc - DbKac
D.D.N | 1, 1,

N + N £NbKac - NKac .

Py [nbndRabcd] = Kchd +

The decompositions of Ricci tensor (A.14), (A.15), (A.16) are

1 1.  DyD,N

Py[Rap] = Rap + KKgp — 2K5Kpe — N 2EneKap + 7 Kab = Na

P,[n’R,;] = DK — D,K
ab 1

n"n’Ryy = KUK,y — W(Kab — 3EneKy) + NDaD“N

and the decomposition of Ricci scalar (A.17) takes the form
D,D°N = _h"
R=TR+K?*—3K,,K? — 2”‘T + 25 (Kop SEneKyp) -

The magnetic and the electric part of the Weyl tensor (A.22)), (A.23) are

Bape = Py [ndcabcd] = ZD[aKb]c + DdK[[jghb]c - D[aKhb]c

1 1 1 .
E,c =P, [nbndcabcd] = 3 (hZ]’l? — *]’lachbd) (Rbd + KpsK — f(Kbd — 3£NKbd

3 N

—mmm)

(A.32)

(A.33)

(A.34)

(A.35)

(A.36)

(A.37)

(A.38)
(A.39)

(A.40)
(A.41)
(A.42)

(A.43)
(A.44)

(A.45)

(A.46)

(A.47)

(A.48)
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The decomposition into purely tangential components can be grouped into two parts after using
the symmetries of the Weyl tensor, that is its traceleness in any pair of indices. Then, the two parts
consist of a traceless one, denoted as K4, and a trace one as

Py[Capea) = Kaved + hacPu[nn/ Cpeas) — hagPu[n°nf Coecs] — M Pu[nn” Cpeay]
+ hpa Py [nenfcaecf]
= Kapea + hacEpa — haaEpe — MpcEqa + hpaEac (A.49)

with
1 1
Kapea = 5 KacKpa +Tac (KyKae — KpaK) — Zhachbd(KefKef +K?)
+@ebeeord) —(aeb)—(ced). (A.50)

Then, the square of the Weyl tensor which appears in the conformal gravity Lagrangian (6.1) is
decomposed as

CabedC* = Py [Caped] Py [C™] + 4E E™ — 4By B
= KapeaK™ + 8E;E™ — 4By B (A.51)
after using (A:9). From the term K,,;K*** in the above expression, only the term 2K¢ ; K§ K™

survives. But due to Cayley- Hamilton theorem, it turns out that this also vanishes: in particular
—%Kgcd K% reads

1 1
KKKy — KiKIK + SK! <K2 - Kbded) - (KsteKbe — 3Ky K+ 21<3) . (A.52)
Now, the characteristic polynomial of K with K? as its argument is exactly expression (A.52) and

thus, due to Cayley- Hamilton theorem it vanishes. Thus, the Weyl tensor decomposition (A.51)
becomes

CabedC™*" = 8E,E™ — 4By B (A.53)

Consequently, choosing acg = —% for convenient cancellations, the conformal gravity action (6.1)
takes the form

5 - /M dix /= g[ — 2E,,E™ + By, B“”C} (A.54)

and then, by substituting (A.47) and (A.48), it explicitly reads

1 1.
S— /M #eV/iN| - (e - ghabhc‘i) (Rea + KeaK - ~ (Ret = N Koy - D.D,N))

1 cadb_labcd _l' _3 _
X 2<h h — )(R5d+1<cd1< ~ (Kt = *EnKeq DCDdN))

+ (2DjKyje + DaKiyfye — DiuKhy ) x (2DIKE - DyKAht — Dyokitle) | (A.55)
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BASIC CONCEPTS

B.1 THE CASE OF GENERAL RELATIVITY
B.1.1 Gauge transformations of the metric with respect to Castellani generator

Having constructed the Castellani generator (2.203), it is straightforward to verify that it indeed
generates the correct gauge transformations of the metric: that is, diffeomorphisms generated by a

vector field ¢ on M as
69" = £7.8%. (B.1)

After decomposing the vector field {* and the metric g*” according to the ADM basis (A31), (A34),
5¢"" takes the explicit form

68% = —(20°7° — +9.8% — {"0.8") (B.2)
08" = —("" +9" + 2&%@7 —2N"0°7% — £70,8™) (B3)
68" = —(9"¢" +0°¢" — Tt0.8™ — (‘acg™) (B-4)

Now one can calculate the transformations which are produced by the Castellani generator (2.203),
by evaluating d5¢™ = {¢%,G} for each metric component. It is straightforward but tedious to

show that 5G(h”b — %ﬁf]b) indeed yields , using Hamilton’s equations of motion (2.171)), (2.172),
(2:173). This calculation is not presented here. The rest of the components of 6cg™ = {¢*’, G}, that
is 66g™ and 654" are now derived. An explicit calculation of 6cg% = {¢%, G} gives

1 .
5og" = / {55 (1), () HNTDye* — € — e9,N) ()
= —29%° + 9, g% + €%0,8% (B.5)
in complete agreement with (B-2). Likewise, for 65¢* = {¢%, G} one finds
dog™ = [ XN () {33 (), () H(-N'Dye + €%+ hN) (x)
1 . .
+ /d3xﬁ(y){N (y), T (%)} (9,Net — NPopet + €9 N — N°9€” + &) (x)
= —9%" — 9% — 2&%3@1 +2N"9%° + €°9,.¢™ (B.6)

in complete agreement with (B.3). Thus, it is concluded that the Castellani gauge generator (2.203)
indeed gives the transformations (B.2)-(B.4) or equivalently (B.1).
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THE CASE OF CONFORMAL GRAVITY

c1 (A)dSs ASYMPTOTICS

The decomposition with respect to a spacelike or timelike hypersurface that was mentioned in
section A is now performed for a particular type of metric g,;. This is required for the holographic
calculation of chapter 6. The ansatz for the line element is taken to be

2 . .
ds? = g dx"dxb = —U£2dp2 + plzmjdxl dx’ (C.1)
where 7;; = 'yij(xk,p), i,j,k,...=1,2,3,¢isthe (A)dS radiusand ¢ = 1 for dS; and 0 = —1

for AdS4. The conformal boundary is at p — 0 and is treated as a constant p surface. The outward
-or future- pointing unit normal vector to this surface is chosen to be

ol
nt = —%5;; , He = ?55 (C.2)
such that it satisfies (A.5). Then, for the induced metric one finds
Ypa = &pa + ONnph, (C.3)
Yia = Via (C.g)
and consequently from the line element one gets (C.1)
Yop =0 (C5)
Yoi = VYip = 0 (C.6)
Yij = &ij - (C7)
The non-vanishing components of the extrinsic curvature are
v %
Kij = =5 £nevij = 0559p7i (C8)
and its trace is - 0
K = —Eﬁnp’yi]' = Uﬂap’)’i]'. (C.9)
The Gauss (A.11), the Codazzi and the Ricci relation become
Py[Rapea] = h{hhEhi Ropeq = Rijir + 0 (KK — Ki Kj) (C.10)
Py [nRapeq] = h{hYhinf Rypep = 0 (DiKjx — DjKi) (C.11)
Pr),[i’lbi’ldRabcd] = I’l?hin‘oi’l‘oRuPcp = KikK;F + UﬁnpKi]' . (C.IZ)

Contraction of the above give the components of the Ricci tensor (A.14), (A.15), (A.16). Here, they
take the form

Py[Rap] = hihYRap = Rij + 0 (KKj; — 2K Kf) — £,0Kjj (C.13)
P, [n"Ryp] = h¥nf R,y = o (D;K — DiK¥) (C.14)
n"nR,, = nf nPRpp = Kinij + O"YijfnpKi]‘. (C.15)
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126 THE CASE OF CONFORMAL GRAVITY

Then, the decomposition of the Ricci scalar becomes
R =R+ 0 (K*—3K;K7) = 297£wK;; . (C.16)
The magnetic and electric part of the Weyl tensor (A.22), take the form
Bijk = Py [ Capea] = I Hin Capep = 2DKjpe + DiKjyjic — DKoy (C.17)

o 1
Ej =P, [P Crped] = W hinfnP Capep = 5 ('ylmfy]l- — gfyijfyml) (le — K, K+ £naKm1> (C.18)

C.2 ASYMPTOTIC EXPANSION OF TENSORS

The asymptotic expansion of all the tensors, which are required for the calculation of the first
variation of the on-shell action and the holographic response functions that arise from (5.15),
(5.16), is presented. This is done as follows: the induced, boundary metric is assumed to have
a generalized Fefferman-Graham expansion at the conformal boundary p = 0 as

2 3
=) Bl o

where the dots denote terms of order p? or/and higher. Then, one inserts the line element and
the above asymptotic expansion of the boundary metric into the tensors and express them in terms
of %(jo), 'yl(].l), ’yl.(jz), ... and in terms of curvature tensors of the metric ’yl.(jo), ie. REJQ) , RO, ... This
calculation is performed with the xAct package of Mathematica [73].
The inverse metric takes the form
y y 2 ,
P =y = 5oty + OB T = 1)+ (C.20)

such that ;, v = (5{ + O(p°). From (C.8) and (C.19) the extrinsic curvature reads

2 3
R B N ¢ I S ¢ B L )
Ky = o|Fmr i + G+ o+ (C.21)
and its trace is )
K =1YKj; = (7[277(1) + B (7(2) — 37 'yl(]l)) +.. } . (C.22)
The Christoffel symbol of the metric (C.19) is
k _ Ok P (Dk k(1K
I“Z-]- = Fij + 27(2D(,-'y].) —D Vij ) + ..., (C.23)

The components (C.13)-(C.15) of the Ricci tensor take the form

= SR ol Ly o)) 6 (#Du" - Lm

_ % AD%D 4 U(ivgz)’rﬁlﬂff) - %vﬁ)vf”m’rﬁ“) 42900 _ %%(]@7(1) _ %%(jn,y(z)

- 375]?0)) T (C.24)
Rj, = 217 (Dt = D) + 155 (391Dl =228 Divla) = 2910, D™ + 4, D

+ 4Dm'yi(2)m — 4Di'y(2)> +... (C.25)

1 1)_ij 1Y Dk_ij (1 ij
R = 5z (0 1l = 91e)) + 3 (— V! + 41y = 670)) - (26



C3 ELIMINATION OF THE AUXILIARY FIELD VARIABLES

where the covariant derivative D is compatible with the metric ’yl.(jo). The Ricci scalar (C.16) becomes

1 0 3 ), 2 P 2,0 p0) | 2 ij 2 1i
R=2 [R< D+ o (vl -y —27(1))] 5 [ Py R + DDy — 2D'Dyy g
3 j 1 4 i
+o(- §7$)17§1)17§1)m + 57(]1)%‘(]‘1)7(1) + 57(]1)%% )7(1) — YY) — 67(3))} +.... (C.27)

One more tensor that is required for the calculation is the 3-dimensional Einstein tensor with tan-
gential indices. It takes the form

Gj =Gy + £ (20uD " = DDy = DuD"7Y + 4 (D D"y ™

— DD, R — ) 3R<0>) o (C.28)

The asymptotic expansions of the magnetic and the electric part of the Weyl tensor (A.22) , (A.23)
are given in the main text in and in (5.22).

C.3 ELIMINATION OF THE AUXILIARY FIELD VARIABLES

Considering the auxiliary field A"’ and its conjugate momentum p,; as canonical variables in the
Hamiltonian formulation of 6.1 implies that two additional primary constraints appear, namely

P = 7rh \/ |1 A%~ 0 (C.29)
(PZ =P = 0. (C-3O)

These primary constraints are 2" (lags, since

(o192} = —\/ 111 685) 69 (x —y). (C31)

One now has to proceed by considering the Dirac bracket. The antisymmetric tensor C,g, which
was introduced in (2.66) of 2.1.9, takes the matrix form

- (T ) (32

and subsequently, for any phase space functions f, g, the Dirac bracket (2.68) is

gy =18} = [[ 3 om0} (gp) & [ @l 008 (€3)

According to the arguments of 2.1.9 that lead to (2.75), one can set the 2"¢ constraints (C.29),
strongly equal to zero

A= 1t (€39

h
V |k
Par = 0. (C35)

Using the above substitutions, the auxiliary field A* and its conjugate momentum p,;, are eliminated
from the conformal gravity Lagrangian (6.4). In other words, the 2™ class constraints (C.29),
have been solved everywhere as (C.34), (C.35). Thus, any phase space functions f, ¢ do not depend
on A% or its conjugate momentum p,; but they depend on the rest of the canonical variables, i.e.
hay, N, N%, K, and their conjugate momenta. Consequently, the last two terms in vanish and
the Dirac bracket simplifies to

{f.8}"=1{f.8} (C.36)

and the Hamiltonian formulation in 6.1 can be performed using the Poisson bracket for the rest of
the canonical variables, i.e. of h;, N, N%, K, and their conjugate momenta.
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128 THE CASE OF CONFORMAL GRAVITY

C.4 HAMILTON'S EQUATIONS OF MOTION WITH THE TOTAL HAMILTONIAN

The Hamilton’s equations of motion, using the total Hamiltonian (6.17), take the form

hab = {ha, Hr} = 2D(,N}) + 2NKp (C37)

1 /1
= {mif, Hr} =*norefl = ApTIE — N|—= v (U™ — T TTE ) — T K
1 1
+ D. D11y — Ehachangg’ — EDCDCH +2vh ( de‘chdeh”h + B*BY,
1
+ EBCdaBCdb + Bc(ab) D.K — Bc(ub) DdKf — D, (Bd(ub)K’; + BCd(LZKZ) + B(ﬂ|dc|Ks))):|

— DN [ZDdH?((”hh)c + D(bHQC _ gDCH?(b _ an%dhab _ zﬁ(Bd(ab)K; + BCd(aKZ)

+ B(a\dc\KZ)>] — D.D;N [zngﬂ(llhb)‘d) _ H%thd _ %H%dhab] (C.38)
N={N,Hr}=A (C.39)
rn={mHr}=—-H, (C.40)

N = {N% Hy} = A" (C41)
Ty = {7Ta/ HT} - _Hu (C42)

Kap = {Kup, He} = Aphgy +EnaKyp + N [Rab + KKy — + D,DyN (C.43)

1
—HK}
\/E ab
I1% = (119, Hp )} =3£neI1% — N [HﬂbK + TI9K gh® + 2712 + 4v/hD BC“b] —AD.NB*®  (C.44)

Equations (C.39) and (C.41) state that N, N“ are arbitrary functions. Since N, N” are contained in the
remaining equations, the characteristic feature of conformal gravity as a gauge theory is revealed:
that is, the dynamical evolution of the system is not completely determined by the equations of
motion but depends on arbitrary functions.

C.5 CONFORMAL TRANSFORMATIONS

Expressions that are used in 6.4 are presented here analytically. Considering a local conformal
transformation of the spatial metric h,, on %; as

hap = Qzl:lab (C45)
with () being arbitrary, the transformation for the inverse metric is
W = O%hy, (C.46)

by demanding h,,h" = hy,h" = IS = 6S. Also, it is deduced that the square root of the determinant
of the spatial metric transforms as

= V. (C.47)
The normal vector takes the form

e =Qf, , n*=0Q'a". (C.48)

The relation between the covariant derivative which is compatible with h;, and the one which is
compatible with /1, is

D, v = Dyvie C{;avfc {CU{;; ...+ Cgfvice + Cefvbf +... (C.49)



C5 CONFORMAL TRANSFORMATIONS

where v‘gg': is any tensor on ¥; or 0% and

1 - _
b = Eth(ZD(uhb)d — Dghgyp)
=26(,DpIn Q) — hagpDEIn Q) (C.50)

is the difference tensor. Using and (C.50) the conformal behavior of the 3-dimensional Ricci
tensor is found to be

Rap = Rap — DaDpInQ + Dy In QD In Q) — 1y (DD In Q) + D In QD In Q)) . (C.51)

The Weyl tensor C} , is invariant under local conformal transformations of the form (C.45), so using

(C.46) one finds
Caped = chabcd- (C-52)

Using the above expression and (C.48), the magnetic and the electric part of the Weyl tensor (A.47),
(A.48) become

Bape = QBabc (C.53)
Eyp = QilEab- (C.54)
The arbitrary functions €', & are chosen to transform as
et =Qet (C.55)
e =g (C.56)

Additionally, one further expression that is required is

1

_ _ _ 1 - - _ _
€TDaDaeL = D,DyInQ— D, InQD, InQ) + é—LDanéL + gy (D In QD In Q

1 - _
+ éTDC InQDet). (C.57)
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