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Prüferin: Prof. Marie-Christine Ho Ba Tho
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A B S T R A C T

While Computer Tomography has become a standard tool in clinical biomechan-
ics and biomaterials studies, much of the physical and chemical information con-
tained in such scans remain unused. Instead, the grey values of the Computed
Tomographs are, as a rule, directly related, by some empirical functions, to mass
density or to mechanical properties of interest. However, a suitable combination
of X-ray physics fundamentals, multiscale continuum micromechanics, and Finite
Element analyses, as reviewed shortly in Chapter 1, indeed bears the potential for
transforming the aforementioned, somehow hidden information, into tissue com-
position and microstructure, its heterogeneous distribution across investigated or-
gans or implants, and the corresponding mechanical properties resulting from mi-
croscopic interaction of material constituents across several length scales. Chapters
2 to 5 contain corresponding examples for increasingly mature CT-to-mechanics
conversion schemes, dealing with bone biomaterials and bony organs at different
scales. Chapter 6 provides an outlook for extending such studies even to evolving
biological systems, by combining trabecular bone micromechanics with advanced
bone remodeling algorithms.

In Chapter 2, the voxel-specific volume fractions of mineral, collagen, and water
are derived from the measured X-ray attenuation information quantified in terms
of grey values , by accounting for tissue-independent bilinear relations between
mineral and collagen content in extracellular bone tissue (J. Theor. Biol. 287: 115,
2011). The aforementioned volume fractions enter a micromechanics represen-
tation of bone tissue, so as to deliver elastic properties in terms of voxel-specific
stiffness tensors. The insertion of these properties into a FE simulation reveals that
the choice of appropriate material properties influences the strain energy density
in the extracellular matrix (governing the stiffness of the organ), and also affects
the discretization level needed for obtaining converged numerical results.

In Chapter 3, driving the field of Computed Tomography towards more quanti-
tative, rather than qualitative, approaches, a new evaluation method is presented,
which uses the unique linear relationship between grey values and X-ray attenu-
ation coefficients, together with the energy-dependence of the latter, in order to
identify the average X-ray energy employed in the scanner, and the nanoporosity
of a tricalcium phosphate scaffold.

This approach is extended in Chapter 4 by re-constructing the linear relation
between the clinically accessible grey values making up a Computed Tomograph
and the X-ray attenuation coefficients quantifying the intensity losses from which
the image is actually reconstructed. Therefore, X-ray attenuation averaging at
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different length scales and over different tissues is combined with recently iden-
tified ”universal” composition characteristics of the latter. This gives access not
only to the normally non-disclosed X-ray energy employed in the CT-device, but
particularly to in vivo, patient- and location-specific bone composition variables,
such as voxel-specific mass density, as well as mineral and collagen contents. This
is shown by example of a third lumbar vertebra. The corresponding vascular
porosity values enter a continuum micromechanics model for bone (Ultrasonics
54:1251, 2014), which thereupon delivers voxel-specific elastic properties. The
latter are mapped onto a 3D Finite Element mesh developed from the same pa-
tient data. The stress states resulting from corresponding Finite Element analyses
are inputs for a six-scale strength upscaling model for bone, so as to compute
element-specific proportionality factors to material yield or material failure. The
implementation of patient-specific material properties highlights that simulations
with averaged properties underestimate the fracture risk in bone, while the new
approach reliably considers the effect of the material heterogeneities arising from
bone remodeling triggered by everyday spinal loading; and is also relevant for
even more heterogeneous, pathological cases.

The last work, presented in Chapter 5, is using a multiscale analytical approach,
which combines bone structural information at multiple scales to the remodeling
cellular activities, and more precisely the mechanical stimulus sense by the os-
teocytes, in order to form an efficient, accurate, and beneficial framework for the
prognosis of changes in bone properties due to aging or pathologies.

This latter approach, once combined with the CT-based technique covered in
Chapters 2 to 4, holds the promise to establish new forms of simulation-supported
therapeutic activities in orthopaedy.
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K U R Z FA S S U N G

Obwohl die Computertomographie die Medizin, und dort insbesondere die bio-
mechanische und werkstoffbezogene Forschung, durchdrungen hat, bleibt ein
Grossteil der in CT-Bildern enthaltenen physikalischen und chemischen Informa-
tionen ungenutzt. Stattdessen werden Grauwerte von CT-Aufnahmen normaler-
weise direkt, mittels empirischer Methoden, mit Massendichten oder mechanis-
chen Größen in Verbindung gebracht. Allerdings hat eine geeignete Kombina-
tion von strahlenphysikalischen und kontinuumsmikromechanischen Gesetzen in
Verbindung mit der Finite Elemente Methode (Kapitel 1 liefert einen Überblick
ber entsprechende Grundlagen) durchaus das Potential, die zuvor genannten, gle-
ichsam versteckten physikalischen und chemischen Informationen zu verwenden,
um Aufschlüsse über Gewebszusammensetzung und -mikrostruktur, deren het-
erogene Verteilung über das untersuchte Organ oder Implantat, und daraus fol-
gende mechanische Eigenschaften zu erhalten. Die Kapitel 2 bis 5 beschreiben
zunehmend ausgereifte Schemata zur Übersetzung von CT-Daten in mechanische
Kenngrößen, welche auf verschiedenen Längenskalen auf verschiedene Biomateri-
alien und Organe angewendet werden.

Kapitel 2 beschreibt die Bestimmung der Voxel-spezifischen Mineral-, Kollagen-
und Wassergehalte aus CT-Daten, auf Basis einer gewebsunabhängigen Regel für
die Zusammensetzung extrazellulären Materials (J. Theor .Biol. 287, 115, 2011).
Entsprechende Volumsanteile dienen als Input für eine mikromechanische Re-
präsentierung von Knochengewebe, zwecks Lieferung von Voxel-spezifischen Stei-
figkeitstensoren. Verwendung dieser Tensorfelder in einer FE Simulation macht
deutlich, dass die Wahl adäquater Materialeigenschaften sowohl die Verzerrungsen-
ergie in der extrazellulären Matrix massgeblich beeinflusst (und damit die vorherge-
sagte Stetigkeit des Organs), als auch den Diskretisierungsaufwand für konver-
gente Lösungen festlegt.

Kapitel 3 ist ein Beitrag in Richtung quantitativerer Auswertungsmethoden
für CT-Daten: Ein neuer Ansatz erlaubt die Rckbestimmung der für eine CT-
Aufnahme verwendeten massgeblichen Photonenenergie, aus der Existenz eines
eindeutigen Zusammenhanges zwischen Grauwerten und Röntgen- Abschwäch-
ungskoeffizienten, und der Energieabhängigkeit letzterer. Dies wird zur Bestim-
mung der Nanoporositätsverteilungen von resorbierbaren Tri-Kalzium-Phosphat-
Keramiken für den Knochenersatz verwendet.

Dieser Ansatz wird in Kapitel 4 modifiziert und weiterentwickelt, zwecks Studi-
ums von klinischen CT-Daten eines Lendenwirbels. Dies liefert Voxel-spezifische
Massendichten, sowie Mineral- und Kollagengehalte, und dann mittels eines kon-
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tinuumsmikromechanischen Modells (Ultrasonics 54: 1251, 2014), Voxel-spezifische
Elastizitätstensorkomponenten als Input für ein FE Modell. Letzteres erlaubt die
Bestimmung von typischen Spannungszuständen unter normaler physiologischer
Belastung, welche dann zur Sicherheitsanalyse des Organs herangezogen werden.
Dazu werden sie proportional gesteigert und ihre Auswirkungen auf die Knochen-
mikrostruktur mittels eines Mehrskalen-Elastoplastizitätsmodells untersucht: Bei
Reißen der Kollagenfasern ist die Knochenmaterialfestigkeit erreicht. Zugehörige
Simulationen mit räumlich gemittelten Materialeigenschaften unterschätzen das
Bruchrisiko beachtlich, während die Berücksichtigung heterogener Materialeigen-
schaftsverteilungen realistische Sicherheitswerte liefert.

Kapitel 5 behandelt einen analytischen Mehrskalenansatz, welcher mittels Mikro-
mechanik die Stimulation von Knochenzellen quantifiziert, sowie die daraus er-
wachsenden Umbauten des Gewebes.

Kombination dieses Verfahren mit den in Kapiteln 2 bis 4 beschriebenen En-
twicklungen lässt neue Formen simulationsunterstützter Therapiemethoden in der
Orthopädie erhoffen.
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1
I N T R O D U C T O RY R E M A R K S

1.1 computed tomography

The development of Computed Tomography has been encouraged as a non-destru-
ctive method to study the composition and the microstructure of materials and
living organisms. The two techniques giving the images used further in this the-
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Figure 1.1.: Illustration of: (a) a clinical CT installation, (b) a microCT installation,
and (c) an X-ray tube

sis are the clinical CT, with a pixel resolution of a mm, and micro-CT with pixel
resolution 1-10 µm, they are illustrated Fig.1.1. More techniques are available for
research (for instance using synchrotron radiation) or clinical purposes (dual CT,
spiral CT, etc.), however, they are out of the scope of this work and will not be fur-
ther described. In the following, the theoretical background of Computed Tomog-
raphy in order to shed light on the physical principles underlying the mechanical
and compositional studies published and collected in this thesis. As demonstrated
in the next section, the theory of CT induces the need of scanning the object at dif-
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1.1 computed tomography

ferent angles, spanning an entire demi-circle of 180 degrees around the scanned
object. In the microCT system, this can be achieved by rotating the small objects
within a fixed X-ray emitting and sensing device, while in a clinical setting, the
patient has to be motionless - hence, X-ray source and detector need to rotate in
such a system.

1.1.1 Generation of X-ray beam

X-rays are electromagnetic radiations, such as visible light, infrared, ultraviolet,
etc., situated at the end of the electromagnetic spectrum.
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Figure 1.2.: Electromagnetic spectrum

The energy E of each X-ray photon is proportional to its frequency ν [229] and
reads as:

E = hν =
hc
λ

(1.1)

with h the Planck’s constant amounting to 6.63· 10
−34 J.s, c the speed of light, and

λ the wavelength of the X-ray beam. The wavelength of diagnostic X-rays usually
lies between 0.1 and 0.01 nm, also expressed in eV: between 12.4 and 124 keV.

Practically, the X-ray beam is generated in a so-called X-ray tube, see Fig.1.1(c)
a vacuum tube that uses high voltage to accelerate the electrons released by a hot
cathode, or negative electrode, to a high voltage. The energy of the freed electron
is usually expressed in electron-volt unit (eV), which represents the amount of
kinetic energy reached by an accelerated electron across an electrical potential. The
resulting value of the unit amounts to: 1 eV=1.602·10

−19 J. The energy attained by
the electrons produced by the cathode Ecathode and accelerated across a potential
difference Vcathode is related to the voltage of the tube by:

Ecathode = Vtube × NE (1.2)

After leaving the cathode, the accelerated electrons are projected onto the an-
ode, a target material, where different types of collisions take place. The largest
number of these collisions are leading to an ionization of the target atoms and do
not produce X-ray radiations but secondary electrons, knocked out of the target
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1.1 computed tomography

Figure 1.3.: Collisions on the target and delivered X-ray spectrum: a) Three mech-
anisms of collision and creation of X-ray photons; b) X-ray spectrum
delivered by a clinical X-ray [140] with a tungstene anode for differ-
ent voltages cathode voltage and with or without filter. Illustration
inspired from [127]

atoms after collisions, and heat [127]. 99% of the input energy is converted to
heat. Moreover, the last 1% of input energy is dissipated in three more types of
interactions, which are generating X-rays:

• The first type of interaction can be described as the following: An electron
approaches the nucleus of an atom due to the attraction between the positive
nucleus and the negative electron, and suffers of radiation loss, also called
Bremsstrahlung radiation [116], see Figure 1.3a). The total intensity of the
Bremsstrahlung radiation I, resulting from a charged particle of mass m and
charge z · e on the target nuclei with charge Z · e reads as [25, 127]

I ∝
Z2z4e6

m2 (1.3)
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1.1 computed tomography

The intensity of the radiation produced by this type of collision can be in-
creased by reducing the mass of the incident particle and increasing the
atomic number Z of the target material. Therefore are high-speed electrons
used as incident particles and Tungsten, Tungsten/Rhenium alloy, Molyb-
denum, or Rhodium, having respectively Z=74,75,42, and 45 are chosen as
target materials. This collisions are responsible for the low-energy photons
of Fig. 1.3(d).

• The second interaction with the target consists in the collision of an high-
speed electron with an electron of the inner shell of the target atom liberates
the latter electron [127]. The hole produced by the collision is filled by an
electron of the outer shell. This mechanism generates a characteristic radia-
tion. The energy of the emitted X-ray photon depends on the shell where the
collision takes place and its binding energy, well defined in the Bohr model
of the atom [22]. Hence, this energy is the difference between the energies of
two shells. The characteristic X-ray energy is therefore unique for the chosen
target material. For instance, the peaks illustrated Fig 1.3(d) are the charac-
teristic energy needed for an electron to go from the M and L shells to the
most inner shell of a tungsten atom, building up the target material in this
example.

• In the last interaction, an electron collides directly with the nucleus of the
target atom, the entire energy is dissipated as bremsstrahlung and appears at
the end of the X-ray spectrum. The probability of such collision is very low
and such high energy photons are very rare [127]. This high energy photons
are visible at the end of the curve Fig. 1.3(d) and are highly dependent
on the voltage of the X-ray tube. Therefore, the indication of the electrical
potential in kV, often the only available indication about the energy inside
the CT, gives only information about the maximum energy which is emitted
from the target and hits the scanned object, but does not indicate the most
frequent energy created by the tube. The variation of the photon energy
spectrum caused by the modification of the cathode’s voltage is illustrated
Fig.1.3(d).

1.1.2 Attenuation of the X-ray beam

The X-ray beam generated by the collision with the anode conveys to the objects
and its photons are either being absorbed by the atoms of the material when
meeting the scanned object, or scattered away from their original direction of travel.
Two main mechanisms are responsible for this phenomenon of attenuation [127,
144]
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Figure 1.4.: Collision between the X-ray photons and the studied object: (a) with
photoelectric effect, (b) with Compton effect, and (c) with scattering
effect

• The photoelectric effect: The X-ray photon collides a tightly bound inner
electron in an atom. The latter electron uses this energy to free itself from
its shell and is ejected of the atom with the energy left as kinetic energy, see
Fig.1.4. An electron of the outer shell fills the resulting hole [81]. From this
interaction results a positive ion, a photoelectron, and a photon of charac-
terisitic radiation. In biological tissues, the bounding energies are very low
and the X-rays produced by the collisions are reabsorbed very fast by the
surrounding elements. The probability of the photoelectric interaction can
be written as [127, 205]:

PPE ∝
Z3

E3 (1.4)

Consequently, a small difference in atomic number produce a great differ-
ence in PPE and leads to a better contrast between different tissues. This
interaction is therefore driving the low-contrast differentiation of tissues.

• The Compton effect: the energy of the incident X-ray photon is much higher
than the binding energy of the electron. The Compton interaction produces a
positive ion, a ”recoiled” electron, and a scattered photon [55]. The deflected
photon may undergo additional collisions. The probability of a Compton
interaction depends on the electron density of the material, not the atomic
number Z. This property explains the consequently little contrast informa-
tion given by this type of interaction. Therefore, most of the new medical
devices minimize the impact of the Compton effect by collimation before
detection, or by algorithmic correction.

An additional type of interaction, which does not consist in a collision but of
the scattering of the incident X-ray photon when approaching the atom, is called
coherent scattering. Although this mechanism of photon emission is also studied
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1.1 computed tomography

for clinical applications [131], it is yet the least interesting interaction with the
matter.

As the mechanisms responsible for attenuation have been previously defined,
the total attenuation of the beam can logically be introduced as the photon loss
rates due respectively to the photoelectric effect τ, the Compton effect σ, and the
scattering effect σr [144]:

µ = τ + σ + σr (1.5)

Consequently, the attenuation coefficients depends mainly on the ability of the
atom to loose electrons on their outer and inner shells. This is not only a question
of density or chemical composition but of how much energy is necessary to free
one electron of the shells.

1.1.3 Detection of the attenuated photon energy

The detector has the task to transform the incident radiations into an amplificated
electrical signal, and to convert it from analog to digital form. There are two
conversion principles mainly used for CT detectors: the ionization chambers, gen-
erally filled with Xenon gas under high pressure, and the scintillation detectors
in the form of crystals or ceramics materials. The first technology is using the
ionization of the xenon atoms under the effect of the detected X-rays in order to
create an electrical potential between two electrodes placed in the chamber. In
the second technology, luminescent materials are used to absorb the energy and
produce light. This scintillation is measured by photo diodes which transforms
the radiation in an electrical potential [127, 144, 145]. Although the choice of a
detector influences the presence of artifacts, the image contrast, and the effective
energy of the scanner, this topic will not be further developed in this work as we
are employing standard machines for production of the CT images.

1.1.4 Image reconstruction

The image reconstruction consists in the association of the aforementioned atten-
uation information with the localization of the measurement within the object.
Although it has been demonstrated that an entire spectrum of photon energies are
going through the object, the beam is considered monochromatic in the following
section.

The intensity of the monochromatic ray across an homogeneous object of thick-
ness x in a certain time interval is denoted I. The intensity I − ∆I is detected,
either through photons unaffected by the absorption or scattered, but traveling in
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1.1 computed tomography

their original direction of travel. With the hypothesis that all photons possess the
same energy, then the following relationship is respected [144]:

∆I
I
· 1

∆x
= −µ (1.6)

Taking the limit of Eq. (1.6) to zero, the following differential equation is obtained:

1
I

dI = −µdx (1.7)

which can be solved by integrating across the thickness of the object:∫ I

I0

dI
I

= −µ
∫ x

0
dx (1.8)

with I0 the intensity of the beam before entering the object.

ln I − ln I0 = −µx (1.9)

and thus the intensity as function of the thickness of the object reads as

I(x) = I0 · e−µx (1.10)

In the more general case, where the studied object is heterogeneous, the linear
attenuation µ is not constant over the interval of integration [0 x]. Considering a
cross-section of the object, the attenuation can be considered as a function of the
two space coordinates and therefore can be written µ(x, y). Equation (1.10) can be
reestablished such as:

I(x) = I0 · e−
∫ d

0 µ(x,y)dS (1.11)

and consequently, the projection p is defined as:

p =
∫ d

0
µ(x, y)dS = ln

I0

I
(1.12)

Considering that the X-ray beam follows a line that can be mathematically de-
scribed by the equation x cos θ + y sin θ = t, the projection along this line reads as:

Pθ(t) =
∫ ∞

−∞
f (x, y)δ(x cos θ + y sin θ − t)dxdy (1.13)

This equation is known as the Radon’s transform of the function f (x, y) [232]. The
step called ”image reconstruction” consists in the inversion of this equation to
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1.1 computed tomography

solve the unknown object function f (x, y). Applying the Fourier’s transform to
this equation, the object attenuation along the line reads as [127]

f (x, y) =
∫ π

0
dθ

∫ ∞

−∞
P(ω, θ)|ω|ej2πω(xcosθ+y sin θ)dω (1.14)

The projection is filtered by a function whose frequency domain response is |ω|.
By modifying the projection band width, the frequency parameters of these filters,
the quality of the reconstruction can be improved and/or adapted to the study
cases. To reconstruct N × N image matrix, containing N2 unknown values of
attenuation, Nx independent equations have to be resolved, corresponding to the
measured projections.

1.1.5 Extension to a polychromatic beam

In the reality, the photon beam is not monochromatic but consists in a broad range
of energies. Equation (1.10) can be then rewritten such as [27, 127, 145]:

IE = I0,Ee−
∫

µE,SdS (1.15)

with the intensity depending on the energy and the attenuation coefficient also.
The photons with low energy are preferentially absorbed, and particularly by soft
tissues and water. The beam becomes harder along its path through the project,
therefore this effect is called beam hardening.

The energy frequency distribution Ω(E) of the beam, with the sum under the
curve equal to 1, can be included in the previous equation.

I = I0

∫
Ω(E)e−

∫
µE,SdSdE (1.16)

The projection reads then as:

p = − log(
I
I0
) = − log

∫
Ω(E)e−

∫
µE,SdSdE (1.17)

This equation demonstrates the non-linear variation of the projection along the
path length of the beam. The main effect resulting from this effect is to induce
a decrease of the intensity in the middle of the object [27]. This is of very high
importance for quantitative computed tomography. Therefore, most of the present
CT systems incorporate beam hardening corrections in order to recreate the linear
relationship of the projection data through the object. The first correction is the
presence of a filter, usually a thin metal sheet made of aluminum or copper, and
placed between the target and the scanned object. The material filters the low en-
ergy photons which are preferentially absorbed and reduces the beam width. The
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1.2 multiscale representation of biomaterials for elasticity and strength

last curve of Fig.1.3(d) illustrates the photon energy spectrum change after applica-
tion of a copper filter between the X-ray tube and the scanned object. However, for
clinical applications, the body being mostly made of water and soft tissues [2], this
solution is not sufficient. A second and usually complementary algorithmic correc-
tion has been therefore developed and consist in iterative reconstruction steps in
order to obtain a linear projection [27,212,301]. These corrections are very efficient
and the effect of beam hardening can be usually neglected for the quantitative
computations.

1.2 multiscale representation of biomaterials for elasticity and

strength

The study of mechanical properties of complex materials such as biological mate-
rials requires the development of theoretical tools in order to predict mechanical
behavior through microscopic and macroscopic scales. The identification of the
different scales is determined by the type and size of the heterogeneities whithin
the material. The characteristic size of these heterogeneities is denoted d. A Rep-
resentative Volume Element (RVE), or a piece of the material at a certain scale,
is seen as homogeneous at the upper scale and considered heterogeneous at the
microscale, and can be described as an assembly of phases. The smallest level is
chosen considering two rules [308]:

• the purpose of the model must be considered (elasticity, plasticity,...): The
question of which phases are contributing to the mechanical properties of
the macroscopic materials need to be answered;

• the characterization tools for materials available at very low scales

Furthermore, the size of the microscopic scale is denoted by L, and the size of
the Representative Volume Element is designated by l. The so called ”separation
of scale” principle can be then described by:

• d� l such as the RVE can be represented by an homogeneous law.

• L � l in order to be able to consider the structure as a continuum, i.e to
apply differential calculus throughout the investigated domain.

Respecting the separation of scale allows us to study what happens at the micro-
scopic level such as phase transformations, interaction between inclusions, chem-
ical reactions, etc. When the different scales have been identified, follows the
description of the material at the different scales considered (shape of inclusions,
distribution in space, ...), and of the mechanical properties of constituents (Young’s
modulus, Poisson’s ratio, ...).

This methodology can be employed for all kind of materials and will be used in
this work for a two-scale ceramic scaffold and a multiscale model of bone.
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1.2 multiscale representation of biomaterials for elasticity and strength

1.2.1 Tissue engineering scaffold

Pursuing the dream to regenerate bone using the natural process of bone remod-
eling, the last decades have seen a very intense development in the field of regen-
erative medicine [10]. This triggered the development of new materials, biocom-
patible and having an added value for bone regeneration in vivo. Idealy, stem cells
from the patient are inserted into a scaffold in vitro and implanted at the place
of the damaged bone. The scaffold would eventually bring mechanical support
to the skeletton and create a favorable medium, bringing chemical compounds
helping osteogenesis. In the example studied in Chapter 3, namely a ceramic scaf-
fold made of β-TCP. The macroporosity allows for the circulation of blood vessels
and nutriments into its pores and the microstructure of the aforementioned ma-
terial dissolves, providing minerals, i.e. calcium and phosphorus to catalyze the
bone creation process and degrades along the time, letting the space to the newly
formed bone. The tricalcium phosphate scaffold is produced from TCP powder,
itself produced by several methods, such as solid-state reaction or aqueous precip-
itation. A sintering process makes the scaffold with a precised macroporosity and
geometry. The tricalcium phosphate material has three allotropic forms, α, α’, and
β, obtained for different sintering temperature ranges. The β phase is stable be-
low 1180

◦C, α phase lies between 1180 and 1400
◦C, and finally the α’ phase above

1470
◦C. The β phase is frequently used for biomedical applications such as oth-

opaedics, dental and plastic surgeries because of its good mechanical properties,
its excellent biocompatibility, and its high biodegradability [250].

To represent the scaffold microstructure in the frame of multiscale modeling,
the latter is modeled as an representative volume element filled with a two-phases
polycrystal constituted of discs made of β-TCP, and spherical inclusions of water.

1.2.2 Bone

Following this methodology, a multiscale model for bone has been developed over
the past decade [90, 92, 118, 209], and is constituted of five levels of hierarchical
organization:

• The macrostructure at an observation scale of several mm to cm, where cor-
tical and trabecular bone can be distinguished

• The microstructure (or extravascular bone matrix) at an observation scale of
several mm, where cylindrical units called osteons build up cortical bone

• The ultrastructure (or extracellular bone matrix) at an observation scale of
several µm, comprising the material building up both trabecular struts and
osteons
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1.2 multiscale representation of biomaterials for elasticity and strength

• Within the ultrastructure, collagen-rich domains can be distinguished at an
observation scale of several hundreds nanometers.

• At an observation scale of several ten nanometers, the so-called elementary
components of mineralized tissues can be distinguished:

– plate-shaped mineral crystals consisting of impure hydroxyapatite (HA;
Ca10[PO4]6[OH]2) with typical 1–5 nm thickness, and 25–50 nm length,

– long cylindrically shaped collagen molecules with a diameter of about
1.2 nm and a length of about 300 nm which are self assembled in fibrils
with characteristic diameters of 50–500 nm; several covently bonded
fibrils are sometimes referred to as fibers,

– different non-collagenous organic molecules, predominantly lipids and
proteins,

– water.

The deep insight into bibliography of the last century also demonstrated very
interesting ”universal” rules for bone composition. Although each individual is
specific, the composition of bone at the level of the ultrasctucture lies on bilinear
relationships as illustrated Fig 1.5.

Figure 1.5.: Universal bilinear relationships from [285]

The relationships are of extreme interest for the studies proposed in the next
chapters: the knowledge of the volume fraction of one of the principal components,
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1.3 bone modeling and remodeling

namely HA, collagen, and water, or of the extracellular bone matrix mass density
allows to compute the other missing variables.

1.2.3 Multiscale continuum micromechanics for elasticity and strength

From the morphological and compositional considerations developed in subsec-
tions 2.1 and 2.2, the identification of Representative Volume Elements is the basis
of application of the Eshelby matrix-inclusion problem [83,165] to estimate for the
homogenized stiffness of the upscaled material [308].

C
hom = ∑

r
frcr : [I+P

0
r : (cr −C0)]−1

:
{

∑
s

fs : [I+P
0
s : (cs −C0)]−1

}−1 (1.18)

where cr and fr the elastic stiffness and volume fraction of phase r, respectively,
and I the fourth-order unity tensor. The fourth-order Hill tensor P0

r accounts for
the characteristic shape of the inclusions in a matrix of stiffness C0

The stiffness C0 can be the stiffness Chom in the case of the material can be
represented as a polycrystal and the self consistent scheme is chosen to represent
the best the matrix-inclusions interactions [122, 123], or the stiffness of the matrix
material in case of a composite material and the Mori-Tanaka scheme represents
the RVE the best [207, 288].

In the case of the β-TCP scaffold of Section 2.1, the self-consistent scheme is
chosen with a RVE made of disc of mineral. In order to model the bone, a 6-step
homogenization model has been developped and is illustrated Fig. 1.6.

This model has been extensively validated by sets of experiments including de-
organification, demineralization, dehydration and ultrasonic measurements [173,
285].

In the works described in this thesis, the higher scales are mainly considered,
from extracellular bone matrix to macroscopic bone material. Although the entire
model is used in order to retrieve the homogenized properties, no research has
been performed below the ultrastructural level. The first three papers will deal
with elasticity and the last work will present the application of a novel strength
model to a patient-specific application.

1.3 bone modeling and remodeling

Since the first observations of the necessary bone adaptation o the best mechanical
resistance for the lowest organ weight [84, 298] it has been hypothesized that it
exists a mechanism for the bone to feel mechanical stimulation and adapt bone
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1.3 bone modeling and remodeling

Figure 1.6.: Multiscale model of bone

structure in accordance to the best response to loading. Based on the mechanostat
proposed by [97], models aiming to represent the coupling between bone resorp-
tion and bone formation [180, 227] have been developed. This coupling is found
in the role of the osteocytes, bone cells lying in the ultrastructure and conforming
to the shape of the lacunae. Their processes are lying in the caniculi.

On one hand, the osteoclasts are responsible for bone resorption. They create a
depression on cancellous bone or periosteal surfaces or a cutting cone through
cortical bone. They solubilize the bone mineral using the acidification of the
medium [28]. The osteoclasts are resorbing poor quality bone and mechanically
inefficient material. On the other hand, the bone formation is performed by the
osteoblasts, found in the advancing surface of developing or growing bone. They
form a layer of cells on the site of active deposition. Many osteoblasts surround

29



1.4 finite element methods

Figure 1.7.: Illustration of the bone remodeling process, reproduced from [243]

themselves with matrix and consequently become osteocytes. The main role of
these cells is to produce and secrete the organic matrix, but they may also influ-
ence the mineralization of bone matrix [28].

The work in Chapter 5 will approach the simulation of bone remodeling with-
out going into details of the phenomenon responsible for the activation of the
osteocytes. A relation between the intensity of the mechanical stimulus and the
activity of the osteocytes is hypothesised and allows to reconstruct the trabecular
morphology after bone remodeling.

1.4 finite element methods

The Finite Element (FE) method idealized a complex continuous system as an as-
sembly of elements, changing the continuous system into a discrete system, solv-
able by algebraic equations. The use of Finite Element Modeling is motivated by
the complicated systems that are biological structures, because of their heterogene-
ity in terms of material properties and geometry. The methods employed in this
work are restricted to linear analyses, i.e. infinitesimal displacements and linear
elastic laws.

In order to set up a Finite element analysis, a four-step methodology can be
followed: the creation of the object geometry, the assignment of material proper-
ties, and finally the application of loads and boundary conditions onto the model.
Concerning the first aspect, the geometry of the studied object, two different ap-
proachs have been employed in the following chapters:
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1.4 finite element methods

• For the first example, each voxel becomes an element of the discretized or-
gan. This method has the advantage to have a direct connection with the
CT images. It is then possible to have elements of the size of the voxels
measured by CT. The disadvantage is that many singularities are appearing
because of the complex geometry. Also, application of boundary conditions
are more complex because there is no continuous geometry to gather as ele-
ment sets. This type of mesh is also acting dramatically on the convergence
of the analysis: The structural heterogeneity induced by the hexaedric ele-
ments increases the importance of having a sufficient number of elements in
the model.

• The second type of mesh, adapted from the organ geometry through 3D
design softwares, is more stable and offers a bigger flexibility in terms of
load application surfaces. Nevertheless, more steps are necessary in order to
interpolate the data from the CT images to the Finite Element mesh.

The novelty in the approach, following the work began in [74, 118, 257] is the
application of material properties directly derived from the X-ray physics mea-
surements taken from the Computer Tomographs.

Then, the choice of the loading conditions comes into play. In the following
examples, the load cases were always kept as simple as possible but also me-
chanically relevant for the studied structure. Therefore, only the load induced by
standing has been considered.
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I N T R AV O X E L B O N E M I C R O M E C H A N I C S F O R
M I C R O - C T- B A S E D F I N I T E E L E M E N T S I M U L AT I O N S
( B L A N C H A R D E T A L . , 2 0 1 3 )

P U B L I C AT I O N A U T H O R E D B Y R . B L A N C H A R D , A . D E J A C O , E . B O N G A E R S , A N D C .

H E L L M I C H

P U B L I S H E D I N J O U R N A L O F B I O M E C H A N I C S , V O L U M E 4 6 , PA G E S 2 7 1 0 – 2 7 2 1

type of collaboration

This paper results from a collaboration between the Institute for Mechanics of
Materials and Structures of TU Wien and the company Skyscan (now Bruker-
microCT), represented by Evi Bongaers. She provided the investigated images, as
well as fundamental information on microCT-scanning and its realization within
the devices developed and sold by Skyscan (Bruker-microCT). Alexander Dejaco
provided support in computer science questions and programming, in particular
as regards the realization of boundary conditions on voxel-based meshes. Chris-
tian Hellmich directed the overall research strategy, and the writing of the paper.
Method development, data processing, code implementation and testing, as well
as documentation rested primarily on the thesis author, which qualified her as
first author.

2.1 introduction

Ever since the pioneering work of Rietbergen et al. [242], so-called micro Finite
Element models of bone, stemming from conversion of computer tomographic
(CT) voxels into micron-sized finite elements, have become an integral part of
bone biomechanics. MicroFE studies have elucidated important load-carrying fea-
tures of trabecular systems (including bending as probable dominant deforma-
tion mode [242], or their weak scattering characteristics when subjected to ultra-
sound [220]), and they have also revealed characteristics of whole bone structures,
where e.g. strain magnitudes in osteoporotic bone appear much higher and less
uniform than in healthy bone [278]. In addition, such analyses have also entered
the biomaterials field, driving forward the understanding of processes in regenera-
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2.2 materials and method

tive medicine [74,162,254,257]. Traditionally, such approaches are based on one set
of tissue properties (such as Young’s modulus and Poisson’s ratio), which are as-
signed to all finite elements making up the investigated structure [278]. However,
it is known that at the ten-to-hundred micrometers scale, tissue densities, X-ray
attenuation characteristics, and therefore mechanical properties, are all inhomo-
geneously distributed throughout bony organs [23, 143, 157, 215, 217, 267, 283, 306],
and we observe growing scientific interest in understanding potential effects of
this inhomogeneity on the overall load carrying behavior of the investigated or-
gan [235, 236, 281]. The aforementioned studies were all based on empirical re-
lations between CT data and elastic properties, gained from radiographic and
mechanical tests on tissues similar to those making up the structure modelled by
finite elements [66, 211]. However, there is a discussion on such empirical rela-
tionships differing from each other [56, 297], and on corresponding uncertainties
which may compromise the overall reliability of respective simulation results. As
a remedy, we here develop a novel strategy for converting X-ray attenuation infor-
mation into voxel-specific elastic properties. This strategy does not involve regres-
sion or back-analysis of tissue parameters, but instead, is directly based on the
fundamentals of X-ray physics and micromechanics. Extending a similar method-
ology developed for bone biomaterials [74, 257], we start with a micro computer
tomographic image of a mammalian bone (here a mouse femur), and first trans-
late, based on the average rule for X-ray attenuation coefficients [63, 120], and on
a universal composition law for extracellular bone matrix [285], the voxel-specific
X-ray attenuation coefficients into voxel-specific volume fractions of hydroxyap-
atite, collagen, and water (with non-collageneous organics). These composition
data then enter a multiscale micromechanics representation of bone tissue [95,96],
which has undergone extensive experimental validation [285]. This leads us to
voxel-specific elastic properties, which we map on regular Finite Element meshes,
based on which we aim to provide a reliable answer to the following research
question: (i) how large are the effects of tissue inhomogeneity when estimating
stresses and strain energy densities throughout an entire mammalian bone?

2.2 materials and method

2.2.1 Source - Micro Computer Tomograph of Mouse Femur

The investigated mouse femur was microCT scanned in an Skyscan 1172 microCT
desktop machine with the following parameters: source voltage: 49 kV, source cur-
rent: 200 microampere, exposure time: 1200 ms, source filter: aluminium 0.5 mm,
rotation step: 0.3◦, frame averaging number: 5, image pixel size: 6.775 microme-
ter. Through the Radon Transformation as inbuilt into Skyscan’s image evaluation
software CTan [268], the scanned projection images were transformed into a stack
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2.2 materials and method

of 576 planar images, of size 720× 720 pixels. Hence, the reconstructed spatial
domain consists of 720× 720× 576 ≈ 3× 109 voxels with an edge length of 6.775

microns. In this domain, we need to distinguish the solid structure from the space
surrounding it, as well as from the pore spaces inside the whole bone. Therefore,
a statistical analysis of the voxel-specific attenuation information in terms of grey
values is carried out, leading to the histogram depicted in Figure 2.1. We iden-
tify the minimum value between the air peak at zero grey value, and the peak at
GV=148, relating to the most frequently occurring solid voxel, as the threshold
value GVthr between the solid and the non-solid voxels, GVthr = 75. All voxels
with GV < GVthr will be regarded as zero-stiffness ”air voxels”, their grey val-
ues being labeled as GVair, while the remaining ”solid voxels”, with GV > GVthr,
are considered to be filled with extracellular bone matrix, their grey values being
labelled as GVec. Their attenuation, composition, and elastic properties will be
of particular interest in the following. Therefore, as a first step, the grey values
need to be related to the actual physical quantity measuring X-ray attenuation co-
efficients µ with dimension one over length; and the corresponding relation is a
linear one [268],

µ = a× GV + b (2.1)

with so far unknown proportionality coefficients a and b. These coefficients are
intrinsic to the specific micro-CT scan used in the present investigation, and for
their determination, we employ the average rule for X-ray attenuation coefficients,
and universal bone composition rules, as described next.

2.2.2 Average rule for X-ray attenuation coefficients

The X-ray attenuation coefficient of a composite material located inside one voxel
is identical to the spatial average of the X-ray attenuation coefficients of the mate-
rial’s single constituents [63, 120],

µ =
Nc

∑
i

µi × fi (2.2)

with µi, i = 1, ..., NC, as the X-ray attenuation coefficient of constituent i, NC as the
total number of constituents, and with fi as the volume fraction of constituent i.
When applied to bone tissue (extracellular bone matrix - ec), consisting of hydrox-
yapatite (HA), organics (org) and water with non-collageneous proteins (H2O),
Eq.(2.2) can be specialized to

µec = µHA × fHA + µorg × forg + µH2O × fH2O (2.3)

with fHA + forg + fH2O = 1
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2.2 materials and method

(a) (b)

Figure 2.1.: (a) Histogram of attenuation-related grey values GV throughout entire
scanned domain, (b) zoom into grey values related to solid voxels with
GV > GVthr.

The X-ray attenuation coefficients of collagen, hydroxyapatite, and water can
be gained from the public data base of the National Institute of Standards and
Technology (NIST) [1]: more specifically, this data base provides the mass attenu-
ation coefficients (µ/ρ)i, i = HA, org, H2O, as functions of the photon energy of
the used X-ray [see Figure 2.2(a)]. Combining these functions with the real mass
densities of hydroxyapatite, collagen, and water (with non-collagenous organic
matter), ρHA = 3 g/cm3 [170], ρorg = 1.41 g/cm3 [170], ρH2O = 1 g/cm3, one ar-
rives at the X-ray attenuation coefficients shown in Figure 2.2(b). In particular for
the peak of photon energy, amounting to 10 keV, the X-ray attenuation coefficients
read as µHA = 141.6 cm-1, µorg = 5.71 cm-1, µH2O = 5.33 cm-1.

(a) (b)

Figure 2.2.: (a) Mass attenuation coefficients, (b) X-ray attenuation coefficients of
the elementary constituents of bone tissue, as functions of the photon
energy
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2.2 materials and method

2.2.3 ”Universal” composition laws for bone tissues

Careful evaluation of a data base spanning eigthy years of experimental research
on dehydratation, deorganification, demineralization, and ashing of bone tissue
[18, 32, 105, 112, 171, 173, 176, 178] revealed an astonishing bilinear relationship be-
tween mineral and collagen concentrations in bone tissues across different organs,
ages, and species [285], see Figure 2.3(a),

ρ∗org = A× ρ∗HA + B for 0 < ρ∗HA < ρ∗,crit
HA (2.4)

ρ∗org = [A× ρ∗,crit
HA + B]×

[
1− ρ∗HA − ρ∗,crit

HA

ρHA − ρ∗,crit
HA

]
for ρ∗,crit

HA < ρ∗HA < ρHA (2.5)

with ρ∗org and ρ∗HA as the apparent mass densities (”concentrations”) of organic
matter and hydroxyapatite per volume of bone tissue, with proportionality con-
stants A = 0.29 and B = 0.17 g/cm3, and with the critical apparent mass density
of mineral, ρ∗,crit

HA = 1.18 g/cm3. Combination of the bilinear relationship Eq.(2.4)
and (2.5) with the relations between apparent mass densities and volume fractions,

fi = ρ∗i /ρi , i = org, HA, H2O (2.6)

and with the averaging rule for mass densities,

ρec = fH2O × ρH2O + forg × ρorg + fHA × ρHA (2.7)

yields the consituent volume fractions as functions of the extracellular mass den-
sity, see also Figure 2.3(b),

forg = (ρec − ρHA)× ρHA × (B + Aρ∗,crit
HA )

/
(2.8)[

ρH2O × ρHA × (B + Aρ∗,crit
HA )− ((B + ρH2O − ρHA)× ρHA +

+(−ρH2O + ρHA + A× ρHA)× ρ∗,crit
HA )× ρorg

]
fH2O = ((ρec − ρHA)× (B× ρHA + A× ρHA × ρ∗,crit

HA + (2.9)

+(−ρHA + ρ∗,crit
HA )× ρorg))/[

(ρH2O × ρHA × (B + A× ρ∗,crit
HA )− ((B + ρH2O − ρHA)× ρHA

+(−ρH2O + ρHA + A× ρHA)× ρ∗,crit
HA )× ρorg)

]
fHA = 1− fH2O − forg (2.10)

36



2.2 materials and method

(a)

(b)

Figure 2.3.: Universal composition laws in bone tissue: (a) bilinear relation be-
tween apparent mass density of mineral and collagen; and (b) result-
ing bilinear relations between constituent volume fractions and tissue
mass density.

2.2.4 Determination of grey value proportionality values from average tissue mass den-
sity

Attenuation averaging rule (2.3), mass density averaging rule (2.7), and volume
fraction – mass density relations (2.8) to (2.10) can be used for determination of
proportionality values a and b in Eq.(2.1), once an additional physical property is
known, namely the tissue mass density averaged over all solid voxels, ρec. As a
rule, such average values are organ- and species- specific, but in adult tissue, they
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do not vary in time and space, see [120,190] for detailed discussions on that aspect.
We here adopt a value of ρec = 2 kg/dm3, which is typical for mammalian femoral
bone [285]. By means of averaging the volume fraction – density relations (8)-
(10), the aforementioned mean tissue mass density value can be related to mean
mineral, organic, and water volume fractions, amounting to fHA = 0.43, forg =

0.34, fH2O = 0.23. Use of these values in the attenuation average rule (2.3) yields
the mean X-ray attenuation coefficient of extracellular femoral bone tissue as µec =

64.06 cm-1. This value, and the comparatively negligible attenuation coefficient of
air, µair ≈ 0, will be used for determination of the proportionality constants a and
b, by solving two equations stemming from averaging (2.1) over the solid as well
as over the non-solid compartments of the scanned object,{

µec = GVec × a + b
µair = GVair × a + b

(2.11)

where GVair = 0 and GVec = 136 follow from averaging over the histogram of
Figure 2.1. Then, Eq.(2.11) allows for determination of the proportionality con-
stants a and b: a = 0.471 and b = 0. Based on these values, Eq.(2.1) translates
any grey value GV found in the scan of Figure 1, into an attenuation coefficient
µ, in particular, for GV > GVthr, GVec values are converted into µec values. Use
of the latter values in Eq.(2.3), in combination with Eq.(2.4)-(2.6) allows for expres-
sion of the volume fractions fH2O, forg, fHA as functions of the grey values GVec,
GVec > GVthr = 75,

fHA =
[
ρHA × (µorg − µH2O)× (B + A× ρ∗,crit

HA ) + µH2O × ρorg × (2.12)

(ρHA − ρ∗,crit
HA )− a× GVec × (ρHA − ρ∗,crit

HA )× ρorg

]
(2.13)/[

(µorg − µH2O)× ρHA × (B + A× ρ∗,crit
HA ) +

(−µHA + µH2O)× (ρHA − ρ∗,crit
HA )× ρorg

]
forg =

[
µHA × ρHA × (B + A× ρ∗,crit

HA )− a× GVec × ρHA × (2.14)

×(B + A× ρ∗,crit
HA )

]/[
− (µorg − µH2O)× ρHA ×

×(B + A× ρ∗,crit
HA ) + (µHA − µH2O)× (ρHA − ρ∗,crit

HA )× ρorg

]
fH2O = 1− fHA − forg (2.15)
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2.2.5 Translation of voxel-specific bone tissue composition into components of elasticity
tensor

Each seven micron-sized voxel hosts extracellular bone material, the elastic behav-
ior of which can be predicted from the dosages of mineral (quantified through vol-
ume fraction fHA), collagen (with volume fraction fcol = 0.9× forg [170, 276, 294]),
and water with non-collageneous organic matter (with volume fraction fwnc =

1− fHA − forg), based on universal mechanical interaction patterns of these con-
situents throughout the hierarchical organization of bone tissue. The latter have
been quantified in a multiscale homogenization scheme [95, 96, 285] which relates
the stiffness of material phases (i.e. quasi-homogeneous subdomains) within a
representative volume element (RVE) [e.g. molecular collagen within RVE of wet
collagen in Figure 2.4, or mineralized collagen fibril within RVE of extracellular
bone matrix in Figure 2.4], to the stiffness of the RVE itself, as a function of the
phase stiffnesses and of the phase volume fractions in all RVEs. The volume frac-
tions needed as input for the homogenizaton scheme (Figure 2.4) are derived from
the volume fractions of the constituents of the extracellular bone matrix (water, col-
lagen and hydroxyapatite). The volume fractions of the different RVE in Figure 2.4
are taken from [95, 96, 285], to which we refer for mathematical details and exten-
sive experimental validation across species, organs, and ages. On a mathematical
level, this is achieved by setting the phase strain equal to those in ellipsoidal in-
clusions embedded into infinitely extending matrices of stiffness C0 subjected to
remote strains, and by combining respective semi-analytical relationships [83,165]
with stress and strain average rules [115, 308].

For all four RVEs depicted Figure 2.4, the phase elasticities are related to the
overall RVE-specific and homogenized elasticity through the standard expression
of matrix-inclusion-problem-based continuum micromechanics [14, 308],

C
hom = ∑

r
frcr[I+P

0
r : (cr −C0)]−1 :

{
∑

s
fs[I+P

0
s : (cs −C0)]−1

}−1
(2.16)

where fr and cr are the volume fraction and the elastic stiffness of phase r, I is
the fourth-order identity tensor, Pr is the fourth order Hill tensor accounting for
the characteristic shape of phase r, and C0 is an auxiliary matrix stiffness, which
is either that of one of the phases (hydroxyapatite foam in RVE of extracellular
matrix, molecular collagen in RVE of wet collagen) or equals to the stiffness of the
overall RVE (as is the case for the RVEs of hydroxyapatite foam or of mineralized
fibril).

If one wishes to do without the tensorial operations of (2.16), use can be made
of their (very precise) approximations in terms of mass density-stiffness relations
documented in [285] and given in Appendix A. In detail, the voxel-specific grey
values are first converted to volume fractions according to (2.12)-(2.14), then the
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Figure 2.4.: Four-step homogenization scheme after Vuong and Hellmich (2011),
Fritsch and Hellmich(2009a)

latter are converted into mass densities according to (2.7), and these numbers enter
voxel-specifically equations relating the tissue mass densities to the five indepen-
dent stiffnesses components of a transversely isotropic material, namely the extra-
cellular bone tissue. Frequently, it is common to define a transversely isotropic
stiffness tensor through five engineering constants related to the components of
the compliance tensor Dec, which is the inverse of the stiffness tensor Cec,

D
ec = C

ec,−1 (2.17)

These engineering constants are the axial and transverse Young’s moduli,

Eec
1 =

1
Dec

1111
, Eec

3 =
1

Dec
3333

(2.18)

the Poisson’s ratios

ν12 = −Dec
1122 × Eec

1 and ν31 = −Dec
1133 × Eec

3 (2.19)

and the transverse shear modulus

G12 =
Eec

1
2(1 + νec

12)
(2.20)
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2.2.6 Voxel-to-finite element conversion

The most obvious use of voxel-specific elasticity properties as determined in Sec-
tion 2.5 is in the context of Finite Element (FE) simulations of the scanned object.
Therefore, similar to the procedure outlined in Dejaco et al. [74], different amounts
of neighboring voxels (namely, 2×2×2=8 voxels, 3×3×3=27 voxels, 4×4×4=64

voxels, 5×5×5=125 voxels, 6×6×6=216 voxels, and 7×7×7=343) were merged
into cubic finite elements (namely 1750508, 513012, 214138, 108718, 62410, and
39004 cubic finite elements), which were assigned the mean grey-scaled attenua-
tion value averaged over all the merged voxels. If this mean attenuation value
was below GVthr, it was skipped, otherwise it was assigned volume fractions ac-
cording to (12)-(14) and elastic properties according to (15). The different merging
options, related to in the following through merging factors (MF), MF=23, 33, 43,
53, 63, 73, are central for assessing the precision of FE simulations, in the form of a
convergence study, showing strain energy density as function of element size, as
described in Section 3.

2.2.7 Dominant elastic properties in beam-like structures

Since the structural features of femurs, as well as their most encountered loading
scenarios, are rather beam-like, the material stiffness in beam direction is expected
to play a much larger role than the stiffnesses measured in directions orthogonal
to the beam axis. This dominant stiffness is the one encountered in the direction
of the individual trabeculae of spongy bone, as discussed in details by Cowin in
1997 [58]; and more generally, the dominant stiffness is the stiffness related to the
collagen orientation direction, both in trabecular and in cortical bone. Accord-
ingly, one may assign formally isotropic material properties to microstructural
models of femurs, with Young’s modulus and Poisson’s ratio being those related
to the collagen direction. (It is important to note that this is fundamentally differ-
ent from orientation-averaging of anisotropic material properties, as to arrive at
”equivalent” isotropic material properties). Interestingly, the relevance of the gen-
eralization of Cowin’s vision of trabecular mechanics, to femurs in general, was
convincingly evidenced by two more recent papers, authored by Baca et al. [12]
and Peng et al. [224]. For a variety of load cases, the anisotropy-induced dif-
ferences in maximum von Mises stresses, as compared to the formally isotropic
material property assignment, turn out to be less than 1% [224]. Therefore, we
here concentrate on the distributions of axial Young’s modulus Eec

3 [see Eq.(2.18)]
and axial Poisson’s ratio νec

31 [see Eq.(2.19)] throughout the mouse femur.
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2.2.8 Force estimation

The focus of our study is not so much the realistic force modeling under differ-
ent dynamical loading scenarios, but the investigation of how micromechanics-
derived inhomogeneous material properties affect the prediction of stress distri-
bution throughout bony organs. Therefore, we restrict our chosen boundary con-
ditions to one very simple load case, namely that of gravitation forces acting on
a standing mouse: as underlying structural mechanics system, we consider the
spine modeled as an arch subjected to the body weight (BW), see Figure 2.5(a).
From a typical body weight of 40 g [260] we substract 15% as the weight of the
legs [150], which results in BW=34 g. This body weight, acting in the y-direction
of the coordinate system of Figure 2.5, is uniformly partitioned upon the four legs,
so that 1

4 BW is resting on each foot (see Figure 2.5), FBW,y = 0.083 N. As the spinal
arch does not carry remarkable bending moments at its supports, these foot forces
give direct access to the normal forces acting at the spinal ends,

FBW =

 FBW,x
FBW,y
FBW,z


ex ,ey,ez

=

 −
BW

4×cos αspine

− BW
4

0


ex ,ey,ez

=

 −0.144N
−0.083N

0


ex ,ey,ez

(2.21)

where αspine is the angle between the horizontally oriented femur and the spine
[293], see Figure 2.5(b), and where the ex, ey, ez frame follows the anatomical direc-
tions, as to keep vector component determination straightforward. The anterior
part of the femur is fixed, as to mimick the firmly standing knee, see position B
of Figure 2.5. At equilibrium, also the sum of all moments acting with respect to
point B of the system vanishes, which gives:

MB + r× F = 0 with r =

 Lx

0
Lz


ex ,ey,ez

(2.22)

with Lx = 3.35 mm and Lz = 1.61 mm. Hence, it follows

MB = −r× F =

 MB,x

MB,y

MB,z


ex ,ey,ez

=

 0.134 N.mm
−0.232 N.mm
−0.278 N.mm


ex ,ey,ez

(2.23)

The reaction forces (2.21) and moments (2.23) can be easily checked for physiolog-
ical relevance [293], for more details, see Appendix B.

42



2.2 materials and method

(a)

F

Lz

Representation of the body weight (BW )

FBW

ez
ex

ey

FBW

αspine

FBW,x

FBW,y =
1
4BW

Lx

(b)

Figure 2.5.: Force estimation in standing mouse: (a) arch-type representation of
spine and resulting force acting on femoral head; (b) beam represen-
tation of femur: I, back view; II, top view; III, side view; coordinate
system ex, ey, ez refers to equilibrium considerations of forces acting
on the structural system; coordinate system eFEM

x , eFEM
y , eFEM

z is used
for Finite Element simulations.

2.2.9 Boundary conditions applied to the Finite Element model

Next, we apply the forces and displacement conditions developed for the struc-
tural mouse model in the last subsection, as boundary conditions to the 3D FE
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2.2 materials and method

models of the mouse femur introduced Figure 9. Since our regular FE meshes are
generated from the voxels of the microCT scans, a FEM-related reference frame
(eFEM

x , eFEM
y , and eFEM

z ) oriented along the voxel edges appears as the most natu-
ral choice. In these models, the cross section directed towards the knee is pinned,
i.e. the displacements in directions eFEM

x , eFEM
y , and eFEM

z are fixed there. The
load F is applied onto the femur head, in terms of surface tractions applied to
a surface area which remains constant for all different discretizations shown in
Figure 2.9. This surface comprises all femur head-related finite element faces with
normals n facing towards the force F, i.e. F · n > 0; the aforementioned surface
is identified by a fast software algorithm written in GNU C [151], reading in the
FE model directly from ABAQUS [3]. Then, for each of the directions eFEM

x , eFEM
y ,

and eFEM
z , the program iterates through all cross-sections of the FE model, and

catches all faces with F · n > 0, adding them to the overall surface set, unless there
exists a previously selected surface element which covers the currently checked
element face. This way, the resulting surface-set contains exactly the complete set
of sought outward-facing surface elements. In the finest discretization of Figure
2.9, the identified surface area consists of 456 finite element faces. As relates to the
magnitude and the 3D vector representation of the load F, we refer to Appendix
C.

2.2.10 Evaluation of FE results

The results of the FE simulations performed through ABAQUS version 6.10 are
reported in terms of element-specific maximum principal stresses throughout the
organ. In addition, we report the element-specific strain energy density derived
from the transversely isotropic elastic properties of Figure 2.6,

Ψec =
1
2

 ε I

ε I I

ε I I I

 C1111 C1122 C1133

C1122 C1111 C1133

C1133 C1133 C3333

 ε I

ε I I

ε I I I

 (2.24)

with the principal strains ε I , ε I I , and ε I I I .
As to answer the question on the mechanical effects of inhomogeneity as stated

in the Introduction, the following comparison is made: The results of the aforemen-
tioned Finite Element models with element-specific elastic properties according to
Sections 2.3.5 and 2.3.6 (called ”heterogeneous models”) are compared to results
from corresponding Finite Element models where all solid elements exhibit the
mean grey value GVec averaged over all solid voxels (with GV > GVthr), amount-
ing to GVec =136 (called ”homogeneous models”). The corresponding Young’s
modulus and Poisson’s ratio amount to Eec(GVec)=23.44 GPa and νec(GVec)=0.346.
Since it is common practice in biomedical modeling to use a Poisson’s ratio of
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νec=0.3 [279], we also perform simulations based on that ”average” value for the
Poisson’s ratio of the extracellular tissue.

2.3 results

2.3.1 Composition and stiffness maps

(a) (b)

(c) (d)

Figure 2.6.: Translation of X-ray attenuation information into tissue composition
and elasticity, yielding functions with attenuation-related grey values
as arguments: (a) constituent volume fractions, (b) stiffness tensor com-
ponents, (c) Young’s and shear moduli, and (d) Poisson’s ratios

An illustration of the attenuation-to-composition relations (2.12)-(2.14) is given
in Figure 2.6(a). Evaluation of their relations for the grey value of each and ev-
ery voxel of the scanned object yields composition maps throughout the mouse
femur, see Figure 4.9(a,b); and additional consideration of Eq.(2.7) provides ac-
cess to mass density maps, see Figure 4.9(c). Subsequent use of (2.12)-(2.14) in
(2.16) specified for the four RVEs of Figure 2.4, leads to attenuation-stiffness rela-
tions as depicted in Figure 2.6(b-d), and to the stiffness maps of Figure 4.9(d,e).
The different voxel-to-element merging options have a discernible influence on
the stiffness distributions across the different discretizations of the scanned object,
see Figures 2.8. As a rule, merging of ever more voxels (i.e. element enlarge-
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2.3 results

ment) reduces the probability density of very dense (stiff) elements, and (almost
always) increases the probability density of very loose (soft) elements [see Figure
2.8(a)]. Upon close inspection, these differences can be also seen in stiffness maps
plotted for different voxel-to-element merging factors [see Figure 2.8(b)], while
the attenuation-to-stiffness relations of Figure 2.6 do not depend on the merging
process.

2.3.2 Convergence study and effect of inhomogeneity

The strain energy density values according to [96] are averaged over all (solid)
finite elements of each and every simulation, and these average strain energy
densities show that convergence is obtained faster in the simulations based on
homogeneous material properties (when compared to simulations based on inho-
mogeneous properties), see Figure 2.9(b).

The convergence behavior can be further characterized by means of a double-
logarithmic plot showing the relative discretization error as function of the element
size, see Figure 2.9(c), where the simulation with merging factor MF=2 was consid-
ered as good approximation of the ”true” solution. Remarkably, a slope of two is
reached for an element size referring to a merging factor of MF=3. Such a slope in-
dicates, according to [309], so-called robust element behavior. This means that the
element behavior is ”not sensitive to physical parameters of the differential equa-
tion”, see page 313 of [309]. Attaining numerical robustness in the aforementioned
sense is the motivation to present some characteristic results stemming from the
FE simulations with 513012 finite elements: Thereby, we start with a plausibility
check: the sum of all reaction forces at the node of the fixed, knee-oriented cross
section amounts to:

Rres
B =


Rres

B,x
Rres

B,y
Rres

B,z

 =


0.0589 N
0.0589 N
0.1438 N


eFEM

x ,eFEM
y ,eFEM

z

(2.25)

They are in agreement with the reaction force RB from the beam model, which
underlines the correct application of the force F onto the FE model of the mouse
femur.

The maximum principle stresses evidence, both in the FE models with homo-
geneous and inhomogeneous properties, large normal tensile loading throughout
the femur neck, and no remarkable stress gradient across the neck cross sections
(see Figure 2.10). The actual heterogeneous elasticity throughout the solid portion
of the mouse femur leads to an average strain energy density which is 1.2 times
larger as the one obtained from the homogeneous elasticity distribution (see Ta-
ble 2.1). The same holds for the maximum strain energy density, while the large
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Figure 2.7.: Composition and stiffness maps in cross sections through mouse fe-
mur, at the resolution of single voxels: (a) mineral volume fraction, (b)
organic volume fraction, (c) mass density [g/cm3], (d) axial Young’s
modulus [GPa], (e) axial Poisson’s ratio

fluctuation of strain energy density throughout the organ is reflected by minimum
strain energy density values of zero. Since the same force F leads to a higher strain

47



2.3 results

Figure 2.8.: Influence of voxel-to-element merging factor (MF) on stiffness distribu-
tion: (a) frequency plots of axial Young’s modulus; (b) and exemplary
stiffness maps through femur shaft
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Figure 2.9.: Convergence study: (a) Illustration of the meshes related to merging
factors MF=2×2×2 to MF=7×7×7; (b) the strain energy density av-
eraged over all finite elements of the investigated FE mesh, and (c)
double logarithmic plot of the energy error versus the element size
(N...number of element, h...element size in µm)

energy density, it follows that the force-induced displacements are larger for the
simulation with heterogeneous elastic properties, i.e. the heterogeneous structure
is softer than the homogeneous one. Replacement of νec=0.346 by the frequently
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Figure 2.10.: Spatial distributions of strain energy density (a,b) and of maximum
principal stress (c,d) throughout characteristic cross sections through
the mouse femur, cut orthogonal to direction eFEM

x , eFEM
y , and eFEM

z .
The maps are based on the FE simulations with 513012 elements, with
homogeneous (a,c) and heterogeneous (b,d) material properties.

used value of νec=0.3 in the homogeneous simulations leads to a decrease of the
mean strain energy density by 2%.
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SED Homogeneous [Pa] Heterogeneous [Pa]
Min 0 0

Max 3.05×10
4

7.01×10
4

Mean 46.6 56.2

Table 2.1.: Strain energy density

2.4 discussion

Combining the ”universal” tissue composition rules evidenced in [285] with tissue
micromechanics [90, 92], with the average rule for X-ray attenuation coefficients,
and with an average tissue density value [74], we here arrive at experimentally
and theoretically well founded relations between attenuation-related grey values
throughout a micro-computer tomograph of a mouse femur, and corresponding
transversely isotropic tissue stiffness components, shown in Figure 6. Traditionally,
such relationships are introduced on a purely empirical basis; and only recently,
alternative approaches based on tissue composition have been proposed, relating
tissue mass densities to elastic properties [285, 287]. While reference [285] rests
on experimental data from different laboratories using different chemical analy-
ses methods over a time span of more than 80 years, leading in an astonishing
fashion to one ”universal” tissue composition rule, reference [287], while acknowl-
edging the superiority of composition-based versus purely empirical approaches,
rests on the ad-hoc assumption of a constant organic volume fraction in tissues of
different mass density. However, experimental studies [171] indicate that it is the
weight fraction rather than the volume fraction of the organic material in bone
tissues, which shows some constancy. Our observation that homogeneous femur
models are stiffer than inhomogeneous models is fully consistent with results of
Baca et al. [12], which reported a stiffness overestimation of around two when us-
ing homogeneous instead of heterogeneous elastic properties. However, they took
the homogeneous values directly from the literature [275], rather than deriving
them by means of spatial averaging as conducted herein. Similarly, Schneider et
al. [259] reported a stiffness overestimation by a factor of 1.6 due to use of homoge-
neous instead of heterogeneous elastic properties. Since both Baca et al. [12] and
Schneider et al. [259] introduce bone material properties at the macroscopic rather
than at the micron-level extracellular observation scale, we may conclude that the
stiffening effect due to neglection of heterogeneous elasticity distribution is inde-
pendent of the level of microstructure resolution in the Finite Element analyses.
Also, this observation is not restricted to femurs: investigating a full head model
of a primate, Wroe et al. [300] reported even 7.2 times higher average strain energy
density in heterogeneous than in homogeneous FE models. Thus, stiffness overes-
timation due to homogeneity assumptions is a well-documented feature observed
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in many, very different application cases. The question remains why the aforemen-
tioned overestimations vary between 5% and 780%. Are they application-specific,
or is there a ”deeper” reason for it? Surprisingly, there appears an application-
independent feature of all the aformentioned simulations, including our own ones
reported in Section 2.3: It relates to the spatial discretization, as illustrated in Figure
2.11 where we plot a double logarithmic diagram showing the difference between
strain energies encountered in homogeneous and heterogeneous simulations, as
function of element-over-structural length, whereby we choose L=2 mm as char-
acteristic structural length. Discretization appears as a major determinant of the
homogeneous-to-heterogeneous difference starting from 41% mean strain energy
underestimation at h/L ≈0.025, and decreasing to 6% mean strain energy under-
estimation at h/L ≈0.007. Although this effect has never been explicitly stated
in the open literature, it can actually be retrieved by re-evaluation of already pub-
lished results [12, 259, 300]: see Appendix D for a more detailed discussion. As
regards influences beyond discretization, the difference in the behavior of hetero-
geneous as compared to homogeneous models becomes smaller once the investi-
gated structure is more ”material-like”, i.e. built up by more or less periodic ar-
rangements of heterogeneities, and subjected to more homogeneously distributed
loads or displacements at its boundaries: thereby, homogeneous models still de-
liver stiffer results, be it 21% stiffness increase in condylar trabecular bone [235], at
h/L ≈0.03, and 5% in porous hydroxyapatite granules for bone regeneration [74],
also at h/L ≈0.03.

From a more clinical perspective, we regard the proposed CT-to-elasticity con-
version as an interesting tool for increasing the reliability of ”Virtual physiolog-
ical human” simulations [88]. While the micromechanics-supported derivation
of heterogeneous models from clinical CT has been described in earlier contribu-
tions [120,304], the technique described herein may find direct clinical application
in the study of biopsies [139]; and it holds the promise for wide clinical appli-
cation once clinical micro-CT scanners may be available [290]. More generally,
our method is believed to also help in further evaluation of the broad preclini-
cal and fundamental medicine-related mechanical activities in the field, includ-
ing e.g. microgravity studies [271]. In this context, extensions of the present
approach towards elastoplasticity [96, 213] and towards coupled systems biology-
micromechanics formulations [29, 256] seem most promising. The former would
open the door to rational mechanics-based fracture-risk assessment tools, while
the latter may open the door to deciphering the biomechanical and biophysical
events triggering mechanics-induced reaction of biological cells. For example, our
approach gives direct access to deformation states at bone tissue surfaces, which,
when transferred to the biological cells affected to these surfaces, affects their pro-
liferation characteristics, as shown experimentally, e.g. by [142, 147].
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Figure 2.11.: Discretization-dependent influence of heterogeneous versus homoge-
neous models, on predicted strain energy density

In this context, it is interesting to already note the mechanobiological effect of
the uniform tensile stresses across the femoral neck, namely a preservation of bone
tissue in the neck seen in Figure 2.10. The situation is fundamentally different in
a human femur, where bending moment acts in the femoral neck, which leads to
strong resorption of trabeculae in the central portions of the cross sections through
the femoral neck [12].

2.5 appendix

2.5.1 Appendix A. Stiffness tensor components

The micromechanics-derived stiffness tensor components of extracellular bone tis-
sue can be approximated through polynomials with the tissue mass density ρec as
argument [285];

Cec
1111 = (4.6826x3 − 6.0171x2 + 2.8081x− 0.447)CHA

1111 (2.26)

Cec
3333 = (−6.8447x4 + 17.63x3 − 13.5048x2 + 4.2118x− 0.4573)CHA

1111 (2.27)

Cec
1122 = (−11.0152x5 + 29.7474x4 − 28.7144x3 + 12.587x2 − (2.28)

−2.3375x + 0.1188)CHA
1111

Cec
1133 = (−5.0088x4 + 13.7237x3 − 12.4876x2 + 4.8307x− 0.6745)CHA

1111(2.29)

Cec
2323 = (4.1245x5 − 14.9352x4 + 21.9578x3 − 15.1486x2 + 4.9459x− (2.30)

−0.6169)CHA
1111
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whereby we use the abbreviation

x = ρec/ρHA and CHA
1111 = 137 GPa (2.31)

2.6 appendix b : physiological relevance of investigated load case

In a coordinate system similar to that shown in Figure 2.5, the ratio of the maxi-
mum reaction force component over the maximum moment component amounts
to 0.144 N/0.278 N.mm ≈ 1/2 mm-1; and this is very close to the corresponding
ratio throughout a whole gait cycle [293]: 5 BW/10 (BW.mm)=1/2 mm-1. During
the gait cycle the axial (tensile) forces in the femur range between 0 and 6 body
weights, while our analysis refers to the order of 1 BW or less: hence, our simula-
tions are expected to produce stress distributions similar to those occurring under
physiological conditions, at magnitudes which are also relevant for the beginning
of the stance phase (as well as for the standing mouse).

2.6.1 Appendix C. Representation of load in FEM-specific bone frame

The magnitude of the load F amounts to:

|FFEM| =
√
(FFEM,2

x + FFEM,2
y + FFEM,2

z = 0.166 N (2.32)

The magnitude of the surface traction is the value of the force divided by the sum
of the element surface areas onto which it acts. This gives the numerical value of
0.88 MPa for the uniformly distributed surface traction on an area amounting to
0.188 mm2. For the FEM analysis, a base frame different from those in Section 2.7
is used, see Figure 2.5; corresponding transformation of the components of load F
is performed by means of the standard transformation matrix Q, reading as

Q =

 cos α11 cos α12 cos α13

cos α21 cos α22 cos α23

cos α31 cos α32 cos α33

 =

 0 cos 45 cos 45
0 − cos 45 cos 45
1 0 0

 (2.33)

with αij being the angle between base vector eFEM
i of the FEM-related system, and

the base vector ej of the beam theory-related base frame, i.e αij = (∠eFEM
i , ej).

Then, based on the transformation rule,

FFEM = Q · F (2.34)
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the components of the vector F in the base frame used for the FE model are com-
puted:

FFEM =

 0.059 N
−0.059 N
0.144 N

 (2.35)

2.6.2 Appendix D. Discretization-dependent homogeneous and heterogeneous material
properties – re-evaluation of results in the open literature

For the ”small” cortical tissue specimens” of Baca et al. [12], with h/L ≈ 0.5, i.e.
much larger than our value in Figure 2.11, the relative error in a chosen displace-
ment goes up to around 44 % (see Table 2.2 of [12]). For the ”global proximal
femur model” of Baca et al. [12], with h/L ≈0.025, i.e. close to our largest val-
ues given in Figure 2.11, the relative error of 30% is almost identical to our value
in Figure 2.11. For yet another global proximal femur model, the one of Schnei-
der et al. [259], the element-over-structural length ratio amounts to h/L ≈0.05,
i.e. the element-over-structural length ratio chosen there is larger than all the val-
ues investigated in our study; and consistently, the difference between simulation
results from homogeneous and heterogeneous meshes is higher than in our in-
vestigated cases; it is quantified in terms of 80% reaction force overestimation in
homogeneous computations under displacement control. Our general reasoning
also holds for organs other than femurs: From Figure 1 of Wroe et al. [300], who
describe a hominid skull model, the element-over-structural length can be roughly
estimated as h/L ≈0.2, i.e. significantly larger than in all our simulations; and the
corresponding strain energy underestimation due to homogeneous property as-
sumption is significantly larger as well, namely more than 700%.
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nomenclature

BW body weight
cec stiffness tensor of extracellular bone matrix
Cijkl stiffness tensor component
Chom stiffness tensor of the homogenized RVE
C0 stiffness tensor of the matrix phase
Dec compliance tensor of the extracellular bone matrix
Dec

ijkl component of the compliance tensor
E1 Young’s modulus in radial direction
E3 Young’s modulus in axial direction
fi volume fraction of material constituent i
fi mean volume fraction of material constituent i
F Force applied on the femur head
FX

i,e force in Newton applied by i in direction e in referential X
G12 shear modulus in radial-circumferential direction
Ĝec isotropic elastic shear modulus
GVi value of the peak of the constituent i on the grey scale [0 255]
GVthr value of the threshold
I fourth-order identity tensor
IΣ
1 first invariant of the element-specific strain tensor

IΣ
2 second invariant of the element-specific strain tensor

Lx length in direction x
Ly length in direction y
MI moment at point I
P0

r Hill’s tensor of the phase r
Q transformation matrix
RI,e reaction forces in point I and direction e
r lever arm
tr trace operator
αspine angle between the femur and the spine
ε strain tensor
λ̂ec isotropic elastic constants Lamé coefficient
µec X-ray attenuation coefficient of the extracellular bone matrix
µi X-ray intensity attenuation coefficient of constituent i
ν12 Poisson’s ratio in radial-circumferential plane
ν31 Poisson’s ratio in radial-axial plane
ρec mass density of the extracellular bone matrix
ρec mean mass density of the extracellular bone matrix in mice
ρi ”real” mass density of material constituent i
ρ∗i ”apparent” mass density of the constituent i
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Ψec strain energy density of bone tissue
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Q U A N T I TAT I V E I N T R AV O X E L A N A LY S I S O F
M I C R O - C T- S C A N N E D R E S O R B I N G C E R A M I C
B I O M AT E R I A L S ( C Z E N E K E T A L . , 2 0 1 4 )

P U B L I C AT I O N A U T H O R E D B Y A . C Z E N E K , R . B L A N C H A R D , A . D E J A C O , Ó . E .

S I G U R J Ó N S S O N , G . Ö R LY G S S O N , P. G A R G I U L O , A N D C . H E L L M I C H

C O N D I T I O N A L LY A C C E P T E D B Y J O U R N A L O F M AT E R I A L S R E S E A R C H

type of collaboration

This paper results from a collaboration between the Institute for Mechanics of Ma-
terials and Structures of TU Wien, the Reykjavik University and the University
Hospital, as well as the Innovation Center Iceland. It was nurtured through a
research stay of Agnes Czenek at TU Wien, in course of her Master’s thesis su-
pervised by Paolo Gargiulo, who set up the medical research question, together
with his clinical partner Gissur Örlygsson and and his materials science collab-
orator Ólafur Sigurjónsson. Christian Hellmich set up the strategy to adapt the
method described in Chapter 1 for ceramic biomaterial scanning, supported by
Alexander Dejaco, who played a particular essential role as concerns image analy-
ses and processing. Agnes Czenek was deeply involved in all research steps, from
sample preparation, over imaging technique application, to computational analy-
sis and post-processing. The thesis author played the essential role in realization
and documentation of the newly developed computational method, and also her
supervising work needs to be mentioned explicitly. This clearly qualified her as
the second author of the paper.

3.1 introduction

Micro-Computed Tomography (microCT) has become a standard tool in biomate-
rial characterization. It allows for assessment of pore morphology [124, 237] for
quantifying the newly formed bone tissue in tissue engineering scaffolds [38, 101,
141] and the identified topology has been used to feed various types of numer-
ical analyses, being related to elastic properties [136, 257], to permeability or to
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mechanobiology [252, 253]. All these approaches are based on some kind of sta-
tistical evaluation of the grey values standardly defining the three-dimensional
CT ”images”, while the deeper physical meaning of these grey values remains
somewhat unconsidered. Actually, these voxel-specific grey values, being defined
on 8-bit or 16-bit scales, are proportional to the X-ray attenuation coefficient of
the material found within the respective voxel. The X-ray attenuation coefficient,
in turn, measures the relative decrease of X-ray beam intensity per length of per-
vaded matter, and it is a function of the chemical composition of that matter - the
latter being of obvious interest for the materials scientist, biomedical engineer, or
clinician; and it is the key issue to be tackled in the present paper. However, the
proportionality constants defining the aforementioned relation between grey val-
ues and attenuation coefficients are standardly neither documented nor disclosed
with the available commercial equipment, and in addition, the X-ray attenuation
coefficients are no material properties in a strict sense, but depend on the used
X-ray energy. In the sequel, we will present a novel method for retrieving both
the proportionality constants and the used X-ray energy, from statistical analyses
performed on the grey values imaging ceramic biomaterials, in combination with
fundamental X-ray physics, comprising chemistry- attenuation relations published
by NIST [129, 130, 261] on the one hand, and the volume average rule for X-ray at-
tenuation coefficients [63, 120] on the other hand. Thereby, the key ingredient of
the analysis will be the unique existence of one X-ray energy (or of the peak of one
X-ray energy spectrum) used for the 3D CT image under consideration. From an
applied perspective, the method will provide an answer to the following question:
Does cell culturing of ceramic biomaterials in physiological fluid not only affect
the several-hundred-microns-to-a-few-millimeters-sized pores provided for tissue
ingrowth, but also alter the nanostructure of the solid phase of the ceramic scaf-
fold, i.e. does culturing also increase the nanoporosity found in each and every
solid scaffold voxel? Finally, the paper will be concluded by a broader perspective
concerning future application of the presented method, together with an overview
on how it relates to former ”landmark” contributions in the field all paving the
way to a more mature, computer-aided biomedicine in general, and biomaterial
design in particular.

3.2 materials and method

3.2.1 Test protocol

As typical ceramic biomaterials for bone tissue engineering, we consider six 3D
beta-tri-calcium phosphate (β-TCP) scaffolds (Becton, Dickinson and Company,
La Jolla, CA, USA), with an average pore size of 200-400 microns. The samples, in-
stalled in plastic flacon tubes together with a phantom of aluminum, were scanned

58



3.2 materials and method

by means of a Phoenix Nanotom S (General Electric Measurement and Control, X-
ray microCT system) at Innovation Center Iceland, Reykjavik, Iceland, at a source
current of 160 µA, a source voltage of 90 kV, and a sampling distance of 7.33 mi-
crons. The β-TCP scaffolds underwent the following protocol:

First, they were scanned as produced, i.e. with empty pores. Then, they were
seeded with the pre-osteoblastic cell line MC3T3-E1 (clone 4; ATCC, Wesel, Ger-
many) and cultured in an alpha-minimum medium (α-MEM) containing 10 % fe-
tal bovine serum (FBS; Lifetechnologies, Boston, MA, USA) mixed with Ascorbic
Acid and β-Glycerophosphate (Glucerol 2-phospate disodium salt hydrate; Sigma-
Aldrich Chemie GmbH, Taufkirchen, Germany) at 37C, 5% CO2 and 95% relative
humidity (RH), for 3, 6, and 8 weeks, respectively. The cell-containing scaffolds
were then washed in phosphate buffered saline (PBS), fixed with paraformalde-
hyde (4% v/v), subjected to a dehydration gradient with an increasing concen-
tration of ethanol, and finally kept in 96% ethanol until further use. The latter
consisted of re-installing them into plastic flacons, this time filled with ethanol
as well, in order to scan the scaffolds once again. Eventually, they were dried in
a CO2 Critical Point Dryer (Bio-Rad Polaron Division, Watford, England) before
being coated by a conductive layer of sputtered gold for further investigation by
means of scanning electron microscopy (SEM; LEO Supra 25, Zeiss, Oberkochen,
Germany). Respective micrographs were taken at an accelerating voltage of 10 kV,
at different magnifications. Anticipating, for the sake of more clearly developing
the remaining methods sections, two such micrographs in Figure 3.1, we observe
that the investigated scaffolds exhibit a double porous nature: ”large”, several-
hundreds-micrometers-to-a-few-milimeter-sized ”macropores” can be clearly dis-
tinguished from sub-micrometer-sized ”nanopores”. Micro Computed Tomogra-
phy will allow for detailed resolution of the ”macropores”, while the nanopores
will govern the ”density” of the individual microCT voxels.

3.2.2 MicroCT evaluation procedure I: conversion of CT grey values to energy-dependent
attenuation coefficients, based on air and aluminum characteristics

Radon transform-based reconstruction of X-ray projection images recorded by the
microCT scanner delivers a 3D image consisting of cubes called voxels, which are
characterized by 8-bit grey values being related to the X-ray attenuation coeffi-
cients. The latter relation is a linear one, with coefficients a and b depending on
the photon energy E used in the scanner,

µ(E) = a(E)GV + b(E) (3.1)

Coefficients a and b are standardly not disclosed by a conventional CT equip-
ment, and we will retrieve them from a statistical image analysis in combination
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Figure 3.1.: Double porous structure of investigated ceramic biomaterial, as re-
vealed by means of Scanning Electron Microscopy: (a) ”macropores”
of several hundreds of micrometers size, and (b) ”nanopores” at the
sub-micrometer scale

with knowledge on the chemical nature of the scanned materials. Therefore, prob-
ability density plots of all the grey values found in each of the investigated 3D
images are used, in order to identify several landmark values in each of these
histograms:

• The leftmost peak of each histogram indicates the most frequent grey value
in the image domain illustrating the air which surrounds the depicted scaf-
fold; this grey value is denoted as GVair;

• The peak on the right side of each histogram indicates the most frequent
grey value of all the voxels containing solid scaffold material, this grey value
is denoted as GVpeak

sca f f .

• As a third landmark, the grey value of the aluminum phantom scanned
simultaneously with the ceramic scaffold is identified. Since it cannot be de-
termined as a peak on any of the histograms concerning the overall images,
the image domains illustrating the phantom material were cropped, and the
most frequent grey values occurring in each of these subdomains, denoted
as GVAl , was identified.

The X-ray attenuation coefficients of the materials related to the landmark points
can be retrieved from the NIST-database of mass attenuation coefficients µ/ρ,
based on the mass densities of air, ρair = 0.0012 g/cm3, of pure β-TCP, ρβ−TCP
= 3.07 g/cm3, of ethanol, ρC2 H6O = 0.789 g/cm3, and of aluminum, ρAl = 2.699 g/cm3,
see Figure 3.2 for their dependence on the X-ray energy E .
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Figure 3.2.: X-ray attenuation coefficients of pure β-TCP, of aluminum, of ethanol,
and of air, as functions of the photon energy E Specification of Eq.(3.1)
for the attenuation coefficients and the grey values of air and of alu-
minum, µair and µAl , as well as GVair and GVAl , respectively, yields a
linear system of equations for the energy-dependent coefficients a and
b

{
µNIST

air (E) = a(E)× GVair + b(E)
µNIST

Al (E) = a(E)× GVAl + b(E)
(3.2)

with the solution, a(E) = µNIST
air (E)−µNIST

Al (E)
GVair−GVAl

b(E) = (µNIST
air (E)×GVAl−µNIST

Al (E)×GVair
GVAl−GVair

(3.3)

Coefficients a(E) and b(E) allow for energy-dependent conversion of grey val-
ues to X-ray attenuation coefficients according to Eq.(3.1).

3.2.3 MicroCT evaluation procedure II: identification of used photon energy and of in-
travoxel nanoporosity, based on attenuation average rule applied to nanoporous
ceramic

In order to identify the actual values for the coefficients a and b, we explicitly
consider that relation (3.1) needs to be unique, i.e. per used photon energy E
only one pair of coefficients a and b exists. Accordingly, value-specific, rather than
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function-specific, identification of a and b is based on deriving and then setting
equal, of two independent expressions for the photon energy-dependent X-ray
attenuation coefficient of the most frequently occurring grey value in the scaffold
domain. The first expression relates to the average rule for X-ray attenuation
coefficients [63, 120], which when applied to the matter found within a scaffold
voxel, reads as

µ
up
sca f f = µβ−TCP(1− φ) + µairφ (3.4)

in the case of untreated (empty) scaffolds, and

µ
up
sca f f = µβ−TCP(1− φ) + µC2 H6Oφ (3.5)

in the case of cultured scaffolds, with φ as the voxel-specific nanoporosity found
within one voxel, and µC2 H6O as the attenuation coefficient of ethanol. Superscript
”up” indicates that Eqs.(3.4) and (3.5) allow for up-scaling of physical quantities
(here attenuation coefficients) from the sub- or intra-voxel level, up to the level
of the entire voxel. The second expression for the most frequently encountered
attenuation value found in the scaffold image domain results from respective spec-
ification of Eq.(3.1),

µ
up
sca f f = a(E)× GVpeak

sca f f + b(E) (3.6)

Setting Eq.(3.6) equal to specifications of (3.4) and (3.5) for the most frequently
encountered nanoporosity value, denoted as φpeak, yields an equation in the for-
mat,

a(E)× GVpeak
sca f f + b(E) = µβ−TCP × (1− φpeak) + µi × φpeak (3.7)

with i = air for the untreated (empty) scaffolds, and i = C2H6O otherwise. Eq.
(3.7) establishes a non-bijective function between φpeak and E : it assigns none, or
one, or two values of E to a specifically chosen value for φpeak.

However, only one photon energy was used in any of the considered images,
so that only the one unique solution which is related to only one value for the
photon energy, remains physically admissible. This gives access to both the photon
energy E used for the considered image, and to the most frequently encountered
nanoporosity value, φpeak. Once knowing the unique value for the photon energy
E , all grey values encountered in the images can be converted into attenuation
coefficients µ, by means of Eq.(3.1) with now known functions a(E) and b(E).
Use of these attenuation coefficients in average rules (3.4) and (3.5) finally yields
voxel-specific nanoporosities according to

φ =
µ− µβ−TCP

µi − µβ−TCP
(3.8)
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Aν Bν Cν Dν E ν

a∗ -1.0521 2.2684 -0.8121 0.3602 0.2394

b∗ 0.2197 -0.4645 0.1662 -0.0718 0.1496

Table 3.1.: Proportionality constants a∗ and b∗ defining, according Eq.(3.11), the
polynomial coefficients Aν, Bν, Cν, Dν, and E ν for approximation, ac-
cording to Eq.(3.10), of Poisson’s ratio of single crystal νs

with i = air for the untreated (empty) scaffolds, and i = C2H6O otherwise.

3.2.4 MicroCT evaluation III: micromechanics-base nanoporosity-to-elastic conversion

Porosity is well-known to strongly govern the mechanical properties of a mate-
rial [48]. Our present focus is on the nanoporous β-TCP polycrystal found in each
and every voxel of the 3D micro Computer Tomographs of the investigated bioce-
ramic scaffolds. As identified in Figure 3.1(b) the β-TCP crystals are of disc-type
shape. A recent micromechanics study [94], based on self-consistent estimates for
infinitely many, spatially oriented crystal phases [89, 92, 93, 251] and validated on
a variety of ceramic material systems [7, 51, 61, 75, 161, 201, 218, 219, 238, 272] has
revealed the Young’s modulus E of such disc-composed porous polycrystals to
closely follow a power law relation with the (nano)porosity as argument,

E
Es

= BE(1− φ)CE (3.9)

with Es as the Young’s modulus of a pure β-TCP crystal (which was quanti-
fied through molecular dynamics analysis as Es=110 GPa [184]), and the power
function constants BE and CE amounting to 0.9867 and 2.053, respectively [94].
Full elastic characterization of the isotropic polycrystal found in each and ev-
ery voxel also requires knowledge of Poisson’s ratio ν, which can again be pre-
dicted from the aforementioned self-consistent micromechanics approaches (real-
ized with empty pores), and closely approximated by a fourth-order polynomial,

ν(νs) ' Aν × (1− φ)4 +Bν × (1− φ)3 + Cν × (1− φ)2 +Dν × (1− φ) + E ν (3.10)

Coefficients Aν, Bν, Cν, Dν, and E ν of fourth-order polynomial approximation
of ν depend linearly on νs,

q = a∗ × νs + b∗ (3.11)

see Table 3.1 for corresponding numbers, and the pure crystals Poisson’s ratio,
νs = 0.276, is again known from molecular dynamics [184]. Equations (3.9), (3.10),
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and (3.11) allow for conversion of the voxel-specific nanoporosities as derived from
Eq. (3.8) into voxel-specific elastic properties.

3.2.5 MicroCT evaluation IV: macroporosity quantification

The voxels characterized by 8-bit grey scale are imported into the medical imaging
segmentation software MIMICS (Materialise, Leuven, Belgium) for analysis of the
macroporosity quantification, or more precisely, of the change of the volume of
the (nanoporous) scaffold material due to treatment. Therefore, for each micro
Computed Tomograph, a segmentation process based on the respective grey value
histogram is peak performed: The minimum probability value left of the scaf-
fold peak value GVsca f f is identified as threshold value GVthr, and all voxels with
grey values larger than this threshold are considered as ”scaffold material voxels”.
Then, a 3D model is created of the segmented area, for each scaffold, both before
and after cultivation. Finally, the volumes of all the 3D models were computed,
and values referring to time points before and after cultivation were compared.

3.3 results

Low magnification scanning electron micrographs (see Figure 3.3 clearly show
covering of the scaffolds’ surfaces with pre-osteoblastic cells, once the latter were
seeded on the former. During ongoing cultivation, the cellular cover tends to grow
denser, as is seen in the higher magnification SEMs of Figure 3.4 initially loose fi-
brous networks of cell processes [as seen after 3 weeks of cultivation, see Figure
3.4(a,b)], finally turn into more compact extracellular matrix after 8 weeks [as seen
in Figure 3.4(c,d)], which finally even tends to cover the originally protruding
cell nodules [see Figure 3.4(e,f)]. Further insight into the effects of the cultivation
process results from studying the micro Computed Tomographs: Histograms of
all CT images of the six investigated scaffolds, in untreated and cultured condi-
tions, respectively, show a large number of grey values referring to low-density
voxels (typically with GV <100), and a smaller number of denser voxels refer-
ring to the ceramic scaffold material, see Figures 3.5. Before treatment in pseudo-
physiological conditions, the low density voxels show one (or one dominant) peak,
which is related to the attenuation of air alone, GVair, while sometimes the plastic
flacon-induced attenuation effects are explicitly visible as well, as seen in Figure
3.6(c,d,e). After cultivation and scanning in ethanol, the situation changes inso-
far, as a large number of ethanol-filled voxels emerge, which always leads to two
clearly distinguishable peaks in the low density grey value range of the respective
histograms, see Figure 3.5(g-l). Thereby, the left of these peaks refers to air, and the
respective right one represents ethanol-filled voxels inside the plastic flacon tube.
The most frequent grey values found, respectively, in the image domains show-
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Figure 3.3.: Cell proliferation on ceramic scaffolds as revealed by SEM, at low mag-
nification showing entire scaffolds with approximately 5 mm diameter
(a,c,e), and at high magnification zooming into one of the ”macropore”
cavities (b,d,f): comparison of cell covers after 3 weeks of cultivation
(a,b), with the situations after 6 weeks (c,d), and after 8 weeks (e,f)

ing air, GVair, peak scaffold material, GVsca f f , and aluminum, GVAl , are varying
between all investigated scaffolds, be they treated or untreated, see Table 3.2. In-
terestingly, there does not emerge any additional peak which would be related to
a material with densities somewhere between those of ethanol (or soft tissue) and
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Figure 3.4.: SEM-based close up of immediate vicinity of a cell nodule: after 3

weeks (a,b), after 6 weeks (c,d), and after 8 weeks (e,f)

of ceramic: this clearly shows that the cellular cover on the macropore and the
outer surfaces of the scaffolds did not mineralize.

When continuing with the image evaluation steps as described in Section 3.2.2,
we find that the proportionality constants a and b relating grey values to attenua-
tion coefficients as given in Eq.(3.1) emerge as decreasing functions of the photon
energy, as depicted in Figure 3.6(a,b), plotted based on Eq.(3.3) fed by the data
shown in Table 3.2.
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Figure 3.5.: Probability density function of attenuation-related grey values of six
CT-imaged β-TCP scaffolds, before cell culturing (a-f): (a) sample I, (b)
sample II, (c) sample III, (d) sample IV, (e) sample V, (f) sample VI;
and after cell culturing (g-l): (g) sample I after 3 weeks of culturing,
(h) sample II after 3 weeks of culturing (i) sample III after 6 weeks of
culturing, (j) sample IV after 6 weeks of culturing, (k) sample V after 8

weeks of culturing, (l) sample VI after 8 weeks of culturing

Use of these functions in the identity of upscaled and grey value-determined
attenuation coefficients, as given through Eq.(3.7), yields E - φpeak - relations as
depicted in Figure 3.6(c). They are used to identify, for each microCT image, the
only value of E which is uniquely related to just one value of φpeak: E= 21 keV this
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before cultivation after cultivation
Samples I II III IV V VI I II III IV V VI

GVair 77 55 44 42 64 65 37 57 56 71 71 39

GVAl 165 157 168 165 163 144 184 133 155 171 177 122

GVpeak
sca f f 204 193 190 203 196 191 194 138 163 178 191 128

GVthr 127 209 111 113 125 115 115 97 111 122 127 81

Table 3.2.: Landmark grey values of scaffolds before and after cultivation

Figure 3.6.: (a,b) Proportionality constants relating grey values to attenuation coef-
ficients, as functions of the photon energy E ; (c) scaffold-specific φpeak -
E - relations, used for identification of scanner-specific employed pho-
ton energy and actual value of most frequently occurring nanoporosity

is the (average) photon energy used for all the images. The corresponding ”peak”
nanoporosities per investigated scaffold are again scaffold-specific, and increase
through treatment, see Table 3.3.

68



3.4 discussion

scaffold number I II III IV V VI
before cultivation 0.327 0.369 0.451 0.390 0.379 0.257

after cultivation 0.515 0.516 0.508 0.514 0.484 0.513

Table 3.3.: Most frequently occurring, i.e. ”peak”, nanoporosities in each scaffold,
before and after cultivation

scaffolds’ volume (mm3) I II III IV V VI
before cultivation 0.327 0.369 0.451 0.390 0.379 0.257

after cultivation 0.515 0.516 0.508 0.514 0.484 0.513

change in volume 6% 1% -4% -4% -2% 2%

Table 3.4.: Change in volume (mm3) of the 3D scaffold’s body, due to cultivation

This increase can be studied for all the voxels of all the investigated scaffolds,
as depicted in the nanoporosity maps of Figures 3.7 to 3.9

Due to the highly overlinear effect of the nanoporosity on the Young’s modu-
lus as quantified through Eq.(3.9), the nanoporostiy increase turns out as quite
detrimental for the scaffolds’ local stiffnesses (see Figures 3.7 to 3.9), while the
voxel-specific Poisson’s ratio is also decreasing, i.e. tending towards 0.2 (see Fig-
ure 3.7 to 3.9). At the same time, the macroporosities remain fairly constant, as
the results of the volume analysis in Table 3.4 show (for corresponding threshold
values GVthr used for segmentation, we refer to Table 3.2).

3.4 discussion

Due to its non-destructive character and its ability to ”look deeply” into actu-
ally ”non-transparent solid microstructures”, micro Computed Tomography has
become a key tool for the morphological study of biomaterials and tissue engi-
neering scaffolds during the last decade. In the context of calcium phosphate or
hydroxyapatite biomaterials, microCT studies allowed for quantification, in time
and space, of newly formed bone tissue within in vivo implanted ceramic bioma-
terials [36, 104, 141, 158, 159, 181, 195, 196, 284]. Such analyses are based on segmen-
tation of the grey value-characterized voxels of the micro Computer Tomographs
into different subdomains which are defined to lie between certain reasonably
chosen threshold values. In the context of bone tissue engineering, the aforemen-
tioned subdomains then related to bone tissue, ceramic material, or pore fluid,
respectively. In this sense, the voxels within any of these subdomains are not
further distinguished, or in other words, the subdomains are considered as ”ho-
mogeneous”. However, quite naturally, there has been the wish to retrieve, from
Computed Tomographs, some more detailed, i.e. inhomogeneous, voxel-specific
material properties. This aim has been followed perhaps the most pronouncedly,

69



3.4 discussion

Figure 3.7.: Spatial distributions of voxel-specific nanoporosity and elastic prop-
erties, i.e. Young’s modulus and Poisson’s ratio, over chosen cross
sections through: sample I before culturing (a), sample I after 3 weeks
of culturing (b), sample II before culturing (c), sample II after 3 weeks
of culturing (d)
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Figure 3.8.: Spatial distributions of voxel-specific nanoporosity and elastic prop-
erties, i.e. Young’s modulus and Poisson’s ratio, over chosen cross
sections through: sample III before culturing (a), sample III after 6

weeks of culturing (b), sample VI before culturing (c), sample VI after
6 weeks of culturing (d)
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Figure 3.9.: Spatial distributions of voxel-specific nanoporosity and elastic proper-
ties, i.e. Young’s modulus and Poisson’s ratio, over chosen cross sec-
tions through: sample V before culturing (a), sample V after 8 weeks of
culturing (b), sample VI before culturing (c), sample VI after 8 weeks
of culturing (d)
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in the domain of bone imaging: By means of extended regression analyses, rela-
tions between X-ray attenuation and mass density of the matter found in respective
voxels, on the one hand, and between mass density and Young’s modulus, on the
other, attenuation-density-elasticity relations have been frequently proposed and
reported [56,57,152,239]. However, most of the relationships proposed are not very
much in line with each other and the debate on the ”proper choice” of regression
parameters seems somewhat indeterminable, as a direct consequence of the rather
vague physical foundation for the choice of attenuation-density-elasticity relations
to be sought for. This situation has provoked the emergence of an alternative view
on the issue of proper evaluation of grey values stemming from CT images, with
the present contribution marking an important ”landmark”. In more detail, the
steps towards this present landmark have been the following: Instead of directly
assuming unique attenuation-to-density relations, the first important step was to
remember how, from the basic X-ray physics perspective, attenuation coefficient
would be related to mass densities. In fact, it is well known that the attenuation
coefficient related to a piece of material is equal to the sum of the material con-
stituents’ mass attenuation coefficients times their apparent mass densities (i.e. the
constituents’ masses over the overall volume of the considered piece of material).
This relation could be directly transformed into a volume average rule for attenu-
ation coefficients [120], which opened the way to a physics-based intervoxel anal-
ysis: Given a millimeter-sized voxel of a piece of cortical or trabecular bone and
provided the attenuation coefficients of bone matrix and of vascular are known,
voxel-specific attenuation coefficients can be converted in voxel-specific vascular
porosities [120]. In the latter reference, attenuation coefficients were given in terms
of Hounsfield numbers (which are attenuation coefficients related to that of wa-
ter), so that the success of the method depended solely on a reasonably good
estimate for the organ-specific, but space- and time-invariant Hounsfield number
for the solid bone matrix (in the particuarly considered case of a human mandible).
Once the spatial porosity distribution throughout the organ was known, it could
be further converted, by means of continuum micromechanics models validated
for a large number of cortical and trabecular bone samples [117], to voxel-specific
transversely isotropic fourth-order stiffness tensors. The situation becomes slightly
more tricky if, rather than Hounsfield numbers, only grey values which are lin-
early proportionally related to the X- ray attenuation coefficients are given (with
two per se unknown proportionality constants not disclosed by standard microCT
equipment). One interesting feature of such attenuation- related grey values is
that they still fulfill a volume average rule [257]. In cases where each micro-voxel
just comprises a two-phase material, such as a glassy phase and some nanoporos-
ity, the known grey values for voxels filled up by nanopores or by dense glass only,
give again access to voxel-specific nanoporosities, which when combined with suit-
able micromechanics models for porous polycrystals [94], deliver voxel-specific
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elastic properties throughout porous bone tissue engineering scaffolds made out
of bioglasses [257]. While the identification of the grey value of a pore-filled voxel
follows quite unambigously from a histogram made from all voxels found within
the considered 3D image, identification of the largest grey value as being actually
of dense glass requires that such a completely glass- or ceramic-filled voxel would
indeed occur in the investigated construct. In cases where this is not necessarily
true the intravoxel analysis method has to be again refined: One way to do that
consists of considering additional experiments conducted on the biomaterial scaf-
fold, as it has been the case with hydroxyapatite bioceramics used as maxillofacial
restoration tools [74] Again encountering a two-phase ”pore-crystal” material in
each voxel, mathematical integration of the nanoporous space over the entire scaf-
fold domain gives access to the overall mass density of the scaffold. Alternative,
independent retrieval of the latter from direct weighing and volume tests of the
scanned granule provides an additional equation for computing the nanoporosity
found in the densest voxel. However, in all these contributions, the question re-
mained on whether the proportionality constants between grey values and X-ray
attenuation coefficients might be even directly accessible (without the need of ad-
ditional e.g. mass density experiments), and the corresponding breakthrough
was developed in detail in the present contribution: considering both the photon
energy dependence of actual X-ray attenuation coefficients as publicly available in
the NIST database, and the necessarily unique relation between grey values and
X-ray attenuation coefficients, allowed indeed for direct determination of (i) the
proportionality constants, (ii) the used photon energy, and (iii) the X-ray attenua-
tion distribution throughout nano- and microporous bioceramic scaffolds. Again,
the latter information could be transformed into other, micromorphologically gov-
erned physical properties, such as elastic properties. In combination with similar
endeavors concerning bone tissue [20], this opens the way to realistic mechani-
cal modeling of bone-tissue composites as encountered in tissue engineering, and
when extending the morphology-to-mechanics conversion step towards material
strength [92, 96] and viscoelasticity [79], to reliable computer-aided biomaterial
design, at a level approaching that of classical civil or mechanical engineering.
We regard this as an important complement to various activities in mechanics-
based biomaterial research emerging recently on the international engineering sci-
ence scene [41,128,155,156]. While a more detailed presentation of corresponding
mechanics-related results, as currently under intensive investigation, is reserved
for future publications, we re-iterate from the results of this paper that also the
newly developed intravoxel porosity analysis in itself has revealed remarkable
bioresorption and cytocompatibility features, which, to the best knowledge of the
authors, have never been described up to the present precision so far: Namely, re-
sorption of β-TCP scaffolds occurs at the sub-micron level much more than at the
millimeter level, and pre-osteoblastic cells do proliferate on the scaffolds’ internal

74



3.5 acknowledgments

and external surfaces, as has been reported in earlier studies [11] however, the life
conditions in static cultures do not trigger them as to produce real mineralized
bone matrix. Therefore, dynamic conditions such as in a bioreactor [187, 188] may
be needed they are at the center of the current and future practical clinical side of
the described research endeavors.
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nomenclature

Variables
a, b coefficients of proportionality
a∗, b∗ proportionality constants
A,B, C,D, E polynomial coefficients
B, C power function constants
C stiffness matrix
Cijkl stiffness matrix component
E Young’s modulus
GV grey value
q
ε photon energy
µ attenuation coefficient
ν Poisson’s ratio
φ nanoporosity
ρ mass density

Subscripts
air ... of air
Al ... of aluminum
C2H6O ... of ethanol
E ... for the Young’s modulus
s ... of the pure crystals of material
sca f f ... of the scaffold
thr ... at threshold
β− TCP ... of β tricalcium phosphate
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ν ... for the Poisson’s ratio

Superscripts
peak ... at peak
NIST ... from the National Institute of Technology database
up ... upscaled
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work, particularly through taking the lead in the documentation. Method develop-
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rested primarily on the thesis author, which qualified her as first author.

4.1 part i : hierarchical intravoxel x-ray physics for ct grey value

to bone composition conversion

4.1.1 Introduction

Computed Tomography- and Finite Element-based failure risk assessment of bony
structures remains one of the central desires in bone biomechanics. This topic has
been dealt with extensively, but broad clinical application has not been achieved
yet. The reason for this could be that the physical origins of bone strength may
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need to be considered more deeply and rigorously than it has been attempted
so far. In fact, when screening the comprehensive literature on the topic, it be-
comes obvious that even the most famous contributions on the topic rely on purely
elastic analyses. Typically, linear regression parameters between linear elastic FE
analyses and strength tests performed on the same piece of bone are established,
which are typically superior to regressions between strength and some direct ra-
diological measures [49, 62, 189]. In other studies, stress states derived from linear
Finite Element analyses are averaged over suitably chosen ”regions of interest”,
and corresponding average stress levels are thought to be relevant for fracture
risk assessment [154]. Still, one might argue that the choice of such regions of
interest may be quite arbitrary, but at the same time very influential on the corre-
sponding simulation results. This would call for a deeper theoretical involvement
into the material mechanics of bone, and the obvious next step would be to apply
elastoplasticity. In fact, elastoplastic Finite Element simulations on bony organs
have already been performed [213], and they have turned out to be useful when it
comes to simulate the interaction between an implant and the neighboring bone.
Still, this does not render the entire issue of bone strength assessment as being
solved: There is a second challenge which needs to be overcome: the determina-
tion of relevant mechanical properties (elastic as well as elasto-plastic strength val-
ues), from clinically available CT-images. The traditional approach [154] consists
of regression analyses between attenuation-related grey values and mechanical
properties; however, no consensus exists on unique regression parameters; they
most probably depend on various additional variables, such as CT machine set-
tings and X-ray energies used. A more physics-oriented approach would ask for
the origin of elasticity and strength of the material found within each voxel to
be found in a Computed micrograph – this origin being the material microstruc-
ture and the mechanical properties of its elementary components, in the case of
bone: hydroxyapatite, collagen, and water with some non-collageneous organics.
Thanks to recent discoveries concerning universal patterns in bone tissue compo-
sition and microstructure [118, 208, 209, 285], as well as their effects on the tissues’
elasticity and strength [90, 92, 210], we are now in the position to rigorously relate
tissue mass densities and porosities at different scales of observation, to corre-
sponding elastic and strength values. Still, these mass densities need to be related
to the grey values defining a CT-image, in order to obtain the desired (unique
and reliable) relation between CT-numbers and mechanical properties; and this
task is challenged by the fact that the X-ray attenuation coefficients do not only
depend on the material’s chemistry (which establishes the link to mass density),
but also on the X-ray energy used for the CT image; and as a rule, the latter is
not documented in a clinical setting. The present paper describes, by example of
a human vertebra, how to overcome this last obstacle, through combining X-ray
attenuation averaging at different scales and over different tissues, with ”univer-
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sal” compositional characteristics of the latter. This opens the way to fully patient-
and site-specific mass density and composition maps throughout the investigated
organs, as documented and discussed in Sections 4.1.3 and 4.1.4 of the present
paper. In the companion paper, Part II, these voxel-specific compositional infor-
mations enter multiscale elastoplastic material descriptions for bone tissue, which
allow not only for identification of patient-specific elasticity maps, but also for
patient-specific fracture risk maps related to a specific mode of loading, in the
context of micromechanics-enriched Finite Element analyses. This is regarded as
a considerable step towards clinically relevant Finite Element simulations derived
from sound quantitative bone biomechanics, biophysics, and biochemistry.

4.1.2 Methods

4.1.2.1 Conversion of CT grey values into energy–dependent attenuation coefficients,
based on statistical image evaluation and on soft tissue composition rules

A CT scan of a motion segment of a 15-years-old male patient, consisting of two
lumbar vertebral bodies L3 and L4, was obtained from Mater Dei Hospital, Malta.
The HiSpeed Dual medical CT scanner from General Electrics was employed in he-
lical mode, with the following parameters: source voltage: 140 kV, source current:
110 µA, exposure time: 1000 ms, image pixel size: 0.324 mm, and slice spacing:
1.25 mm. In the respective CT images, which capture not only the bone structure
of a vertebral body, but also the surrounding soft tissue, the X-ray attenuation
information is stored in terms of 8-bit grey values, increasing with intensifying
attenuation. In order to separate soft and hard tissues, all the grey values found
in the 3D image are evaluated first in terms of a (normalized) histogram, repre-
senting a probability density function for the grey value of one voxel which is
randomly chosen from the 3D image. More precisely, in such histogram, we iden-
tify two peaks related to the most frequently occurring grey values containing (i)
adipose tissues (GVf at) and (ii) inner organs (GVso f t), with GVf at < GVso f t. In or-
der to separate bone tissue voxels from their surroundings, we consider the first
minimum value of the probability density function, which appears right of GVso f t,
i.e. for GV > GVso f t. We denote this minimum value as segmentation threshold
GVthr.

In order to back-translate the user-selected grey scale values into the underlying
X-ray attenuation values, we consider the linear relation between grey values and
X-ray energy-dependent attenuation coefficients, involving three unknowns: two
proportionality factors a and b, and the X-ray energy E :

µ(E) = a(E)× GV + b(E) (4.1)
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Figure 4.1.: X-ray attenuation coefficients of the elementary constituents of bone
tissue, and of adipose tissue, as functions of the photon energy.

Eqn.(4.1) expresses that the X-ray attenuation coefficient is no classical material
property. In the sense that it depends not only on the matter contained in a specific
voxel, but also on the energy used for X-ray penetration of the investigated object.
In order to identify the energy-dependent slope and intercept functions, a(E) and
b(E), we specify (4.1) for the aforementioned two landmark values concerning fat
and soft tissues: {

µ f at(E) = a(E)× GVf at + b(E) (4.2a)

µso f t(E) = a(E)× GVso f t + b(E) (4.2b)

In order to determine the functions at the left-hand side of Eqn.(4.2a) and (4.2b),
we consider two fundamental relations:

• The mass attenuation coefficient of a chemical substance i with mass density
ρi, (µ/ρ)i, is a function of its chemical composition, as is openly accessible
from the National Institute of Standards and Technology (NIST) [1]; in partic-
ular, the mass attenuation coefficient of fat is directly given so that the mass
density of fat ρ f at=0.95 g/cm3 [194] gives access to the attenuation coefficient
of fat, as depicted by the black line in Figure 4.1.
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vascular
pore

Voxel Voxel

soft tissue

l1

lcort

2× lvoxel

lvoxel
”GVmax−1””GVmax”

cortical shell

l2

Figure 4.2.: Partition of cortical shell (with thickness lcort) between two neighbor-
ing voxels (with edge length lvoxel)

• The X-ray attenuation coefficient of a composite material located inside one
voxel is identical to the volume average of the X-ray attenuation coefficients
of the material’s single constituents [63, 120, 135]

µ(E) =
NC

∑
i

µi(E)× fi (4.3)

with µi, i = 1, ..., NC, as the X-ray attenuation coefficient of constituent i, NC
as the total number of constituents, and with fi as the volume fraction of
constituent i within the considered voxel.

Applying Eqn.(4.3) to the soft tissue, i.e. inner organs and muscles localized
around the spine, yields the term on the left-hand side of Eqn.(4.2b) also fulfills
then Eqn.(4.4).

µso f t(E) = µH2O(E)× fH2O + µorg(E)× (1− fH2O) (4.4)

where the attenuation coefficient of water follows from its chemical formula H2O,
see second-lowest line in Fig.4.1, and that of organic material is approximated
by the smallest amino acid, glycine (making up a high percentage of collagen,
and being similar in structure to the remaining portion of collagen [102]), with
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chemical formula C2H5NO2, see dotted line in Fig.4.1. The volume fraction of
water, fH2O, is accessed through the average rule for the soft tissue mass density,

ρso f t = fH2O × ρH2O + (1− fH2O)× ρcol (4.5)

namely through

fH2O =
ρso f t − ρcol

ρH2O − ρcol
(4.6)

with the soft tissue mass density of tissues around the spine being documented as
ρso f t= 1.052 g/cm3 [194] and ρcol=1.042 g/cm3 [170].

Conclusively, we solve Eqn.(4.2a) and (4.2b), while considering Eqn.(4.3)-(4.6),
for a(E) and b(E), yielding the energy-dependent proportionality constants de-
picted in Fig. 4.6. They allow for (still X-ray energy-dependent) conversion of grey
values to the actual physical quantities they represent.

4.1.2.2 Identification of X-ray photon energy and of extracellular bone tissue mass den-
sity, based on general bone tissue composition rules

As supplementar voxels of interest, we consider the densest voxel in the corpus
vertebrae, GVmax, as well as its densest neighbor, whose grey value is denoted as
GVmax−1. The latter two voxels contain both extravascular tissue resembling ”cor-
tical bone” (as e.g. seen in the microCT image of Figure 4.4), as well as vascular
porosity or soft tissue, with GVso f t, see Figure 4.2. The grey values related to these
two voxels are used for identification of the grey value GVev being related to a
(fictitious) voxel which would be filled by extravascular bone tissue only. Such a
voxel does not occur in the investigated CT image since its voxel size amounts to
lvoxel = 324 µm, while the characteristic size of a cortical shell in vertebrae typi-
cally amounts to lcort= 230 µm [245, 263, 295]. This cortical shell thickness either
fully lies within one single voxel, or it contributes to the attenuation coefficients
of two neighboring voxels. In the latter case, the cortical shell thickness is par-
titioned between the two neighboring voxels, with voxel-specific parts l1 and l2,
l1 + l2 = lcort, see Figure 4.2; and the former case can be seen as a limit of the
latter, characterized by l2 = 0 and l1 = lcort. The area of the voxel not covered by
the cortical shell is considered as surrounding soft tissue on the outer side, and
watery fluid-filled vascular porosity on the inner side. Since both materials exhibit
very similar attenuation properties, we consider the same grey value for water and
soft tissue. In order to use these partitioning considerations for identification of
the a priori unknown grey value for the extravascular tissue, GVev, we use grey

82



4.1 part i : hierarchical intravoxel x-ray physics

value-to-attenuation relation (4.1) in average rule (4.3), so as to show the existence
of an average rule for the grey values as well,

GV =
NC

∑
i

GVi × fi (4.7)

When applying (4.7) to the cortical shell partitioned between two voxels as de-
picted in Figure 4.2 one arrives at the following system of equations:

l1
lvoxel
× GVev + (1− l1

lvoxel
)× GVso f t = GVmax

l2
lvoxel
× GVev + (1− l2

lvoxel
)× GVso f t = GVmax−1

l1 + l2 = lcort

(4.8)

Solving these three equations for the unknowns GVev, l1, and l2, yields in partic-
ular the sought value for GVev as function of all the already identified grey values
and length dimensions,

GVev =
lvoxel

lcort
× (GVmax + GVmax−1 − 2GVso f t) + GVso f t (4.9)

In order to identify the X-ray energy E , which then will allow for a unique
scaling relation between grey values and attenuation coefficients as given through
Eqn.(4.1), we consider two independent ways to access the attenuation coefficient
of the extravascular bone material, µev. These two ways need to deliver one single,
unique result:

• The first access to µev is provided through

µev(E) = a(E)× GVev + b(E) (4.10)

fed with the energy-dependent proportionality constants shown in Fig.4.6;

• The second access is provided through repeated use of Eqn.(4.3) for upscal-
ing attenuation coefficients from the level of the elementary constituents of
bone tissue, up the level of the extravascular bone material.

As regards the latter item, the NIST-data base allows for retrieval of the atten-
uation coefficients of the (mechanically relevant) elementary constituents of ex-
tracellular bone tissue: hydroxyapatite, organic material, and water. The two
latter ones have been already introduced in Section 4.1.2.1, and the chemical for-
mula Ca10(PO4)6(OH)2 allows for obtaining the hydroxyapatite-related attenuation
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curve, as depicted in Fig.4.1. Use of these functions in Eqn.(4.3), i.e. upscaling
from the elementary to the extracellular level, yields

µ
up
ec (E) =µHA(E)× f ec

HA + µorg(E)× f ec
org ++µH2O(E)× f ec

H2O

with f ec
H2O + f ec

org + f ec
HA = 1

(4.11)

The constituent volume fractions f ec
HA, f ec

org, and f ec
H2O (measured per volume of

extracellular (ec) material) depend in a unique fashion on the tissue’s extracellular
mass density ρec, see Fig.4.3; as evidenced in [285], from a multitude of weighing
tests on dried, demineralized, deorganified, and ashes samples collected over 80

years of research [18, 32, 44, 106, 112, 113, 170–172, 174, 176, 178]. This implies the
existence of a function µec(E , ρec) which can be upscaled to the extravascular level
through

µ
up
ev (E , ρec) = φlac × µH2O(E) + (1− φlac)× µec(E) (4.12)

with φlac=0.10 [210, 295]. Expressions (4.10) and (4.12) need to deliver the same
result, which we express as a ratio being equal to one,

µev(E)/µ
up
ev (E , ρec) = R(E , ρec) = 1 (4.13)

Equation (4.13) defines a non-bijective function of the mass density as a function
of the energy, i.e. more than one energy value, or no energy value, may be related
to one and the same mass density value. From this function, the value for the
extracellular mass density, which is related to only one, i.e. unique, energy value,
will be identified: this provides access to both the X-ray energy used for the image,
and to the extracellular mass density of the investigated bone tissue from a human
vertebra.

4.1.2.3 Vertebra tissue mass density from weighting tests

In order to check the relevance of the value for the tissue mass density retrieved
by means of the strategy outlined in Section 4.1.2.2, an independent experimental
route towards ρec is pursued, through the following protocol: From the mid-height
portion of an elderly human vertebral body provided by the Medical University
of Vienna, a slice was cut out by means of a band saw under continuous water
irrigation (300Cp, Exakt GmbH, Germany). Out of this slice, eight cubes with
5-6 mm edge length were extracted by means of a wheel saw (Isomet, Buehler,
USA). All the specimens had a face containing the external vertebral cortex, as can
be seen in Fig.4.4. Two exactly parallel opposite surfaces orthogonal to the cortex
layer were cut, whereby attention was paid on maintaining the cortex undamaged.
Then, the specimens were immersed in an ultrasonic bath with 0.9% saline solution
and standard soap, for 3 minutes at 40

◦C, in order to allow for mixing of the
solution with the soap. Afterwards, the specimens were left during 24 hours at
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Figure 4.3.: Universal composition rules in bone tissue [285]: bilinear relations be-
tween constituent volume fractions and tissue mass density

the same temperature for lipid dissolution. They were then washed with 0.9%
saline solution for 10 minutes at 40

◦C under ultrasonic bath, and finally under
flushing water at room temperature, in order to further clean the pores. The
extracellular tissue density was measured by means of Archimedes’ principle: The
weight Ws of each specimen completely submerged in distilled water (air bubbles
were removed under vacuum) was recorded by means of an analytical balance
(PG403-S, Mettler-Toledo GmbH, Switzerland), as was the weight in air, Wa, the
latter being accessible after centrifugation at 400 g for 15 minutes, in order to
remove water from the vascular and lacunar pores. The mass density ρec of the
extracellular bone matrix was then determined according to:

ρec =
Wa

Wa −Ws
(4.14)
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Figure 4.4.: Schematic position and reference orientation chosen for cubic samples
cut from one of the mid-height vertebra, shown in a micro-CT image

4.1.2.4 Voxel-specific tissue composition

Once the photon energy E is known, it gives access to the extravascular bone
matrix attenuation coefficient via Eqn.(4.12), which can then be upscaled to the
macroscopic bone material level: Therefore, we specify the average rule (4.3) for
the constituents ”extravascular bone matrix” (with volume fraction 1-φvas) and
vascular porosity (with volume fraction φvas), yielding

µmacro = φvas × µH2O + (1− φvas)× µev (4.15)

Solving this equation for φvas gives access to voxel-specific values for the vascular
porosity,

φvas =
µmacro − µev

µH2O − µev
(4.16)
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φvas can be also used to provide voxel-specific mass densities at the macroscopic
scale

ρmacro = φvas × ρH2O + (1− φvas)× ρev (4.17)

based on mass densities at the extravascular scale

ρev = φlac × ρH2O + (1− φlac)× ρec (4.18)

Moreover, we are also interested in the apparent mass densities of mineral and
collagen, i.e. the ”bone mineral and collagen mass densities”, the former one being
sometimes referred to as vBMD [214]. Therefore, we convert constituent volume
fractions into apparent mass densities of hydroxyapatite, collagen, and water and
non collageneous proteins,

ρ∗,ec
HA = f ec

HA × ρHA (4.19)

ρ∗,ec
col = 0.9× f ec

org × ρcol (4.20)

ρ∗,ec
H2O+ncp = ρec − ρ∗,ec

HA − ρ∗,ec
col (4.21)

where we consider that 90% of the organic matter in extracellular bone matrix
is collagen [276]. The apparent mass densities (19) - (21) are upscaled from the
extracellular to the macroscopic level through

ρ∗HA = ρec
HA × (1− φlac)× (1− φvas)

ρ∗col = ρec
col × (1− φlac)× (1− φvas)

ρ∗H2O+ncp = ρmacro − ρ∗col − ρ∗HA

(4.22)

4.1.3 Results

Evaluation of all grey values found in the investigated clinical CT image in form
of the normalized histogram or probability density function depicted in Figure
4.5 allows for identification of the anatomical landmark values related to adipose
tissue, as GVf at = 72, to soft tissues from inner organs, as GVso f t = 84, and to bone
tissue, as GVbone = 101, see Figure 4.5. In addition, the histogram provides the seg-
mentation threshold as GVthr = 93. From the landmark grey values for fat and soft
tissue, Eq.(4.1) to (4.6) allow for identification of the energy-dependent slope and
intercept parameters a and b, see Figure 4.6. As illustrated in Figure 4.7, the maxi-
mum grey value occurring in the corpus vertebrae amounts to GVmax = 164, and its
densest neighbor exhibits a grey value of GVmax−1 = 156. According to Eqn.(4.8)
and (4.9), this allows for identification of the grey value related to extravascular
bone as GVev=298. A unique relation between grey values and X-ray attenuation
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Figure 4.5.: Frequency distribution plot of the attenuation information in terms of
grey values of the vertebral body L3

Figure 4.6.: Slope and intercept parameters a and b, as functions of the photon
energy E

coefficients can be only obtained for an extracellular mass density of 1.67 g/cm3,
being assigned to an X-ray energy of 24 keV, as is evident from Fig.4.1, drawn
on the basis of Eqn.(4.10) to (4.13). This mass density agrees very well with the
one measured by Archimedes’ principle as determined in Section 4.1.2.3; the latter
amounting to 1.71±0.11 g/cm3 (mean value ± standard deviation). Evaluation of
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Figure 4.7.: Grey value distribution throughout vertebral cross section where the
densest voxel (with GVmax) and its neighbor (with GVmax−1) occur

Figure 4.8.: Extracellular mass density as function of photon energy, according to
Eqn. (4.1)-(4.17), with a(E) and b(E) as depicted in Figure 4.6

.

the energy-dependent functions of Fig. 4.6 for the photon energy as 24 keV yields
the grey value-to-attenuation conversion factors a and b as a = 0.0107 cm−1 and
b = -0.4154 cm−1. Evaluation of relations (4.17) and (4.22) for the grey value of
each and every voxel of the scanned object yields density and hydroxyapatite/col-
lagen/water content maps throughout the vertebral body, see Figure 4.9 and 4.10,
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as well as frequency plots of the aforementioned quantities, see Figure 4.11. The ex-
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Figure 4.9.: Property maps in CT slices orthogonal to the superior-inferior direc-
tion ez: (a) X-ray attenuation coefficient in terms of grey value, (b)
vascular porosity, (c) macroscopic mass density; (d) locations of the
mapped cross sections; (e) mean values of the previous quantities
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pected (i.e. most frequently occurring) values for macroscopic mass density, min-
eral and collagen content amount to ρ

exp
macro=1.04 g/cm3, ρ

∗,exp
HA =54.1 mg/cm3, and

ρ
∗,exp
col =39.2 mg/cm3, while their averages over the entire vertebral body amount to

ρmacro=1.07 g/cm3, ρ∗HA=87.8 mg/cm3, and ρ∗col=24.2 mg/cm3.
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Figure 4.10.: Property maps in CT slice orthogonal to the superior-inferior direc-
tion ez: (a) Mineral content, (b) collagen content, (c) water and non-
collageneous proteins content; (d) locations of the mapped cross sec-
tions; (e) mean values of the previous quantities
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(a) (b)

(c)

Figure 4.11.: Probability density plots of (a) the macroscopic mass density, (b) the
mineral content, and (c) the collagen content.

4.1.4 Discussion

Two different techniques, namely Archimedes’ principle and evaluation of clin-
ical CT images based on energy-dependent, intravoxel attenuation averaging in
conjunction with ”universal” compositional rules for soft and hard tissues, deliv-
ered the same extracellular bone mass density, when applied to two differently
old human vertebrae characterized at different hospitals. This strongly underlines
the organ-specificity, but location- and age-independence of extracellular tissue
properties (when averaged over one-to-several-millimeter-sized domains). This re-
markable extracellular tissue characteristic is also evident from age-independent
nanoindentation moduli on human proximal femora [126,241,299], as well as from
age- and location-independent mineral contents, as obtained from computerized
quantitative contact radiography of whole human iliac bone [23], as observed by
means of quantitative backscattered electron imaging of iliac and vertebral trabec-
ular samples [26], as seen under Raman microscopy of femoral cortices [6], or as
investigated through a Micro Computer Tomograph of an entire human radius.
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Agreement of our tissue mass density result with all these prior investigations
nurtures the confidence in our new method, which delivers fully patient- and site-
specific data on bone tissue composition, resolved down to the single voxel level.
At this stage, it already drives forward the highly desired knowledge on local bone
composition characteristics, as it was achieved by HR-pqCT acquisition schemes
on radial bones [114, 214, 216], delivering, as a result, bone mineral densities as
averages over cortical or trabecular compartments, with values lying well within
the ranges illustrated in Figure 4.10. Our method, however, while not being de-
pendent on HR-pqCT (which is only applicable to extremities), but just based on
standard clinical CTs, gives not only compartment averages, but bone composition
gradients resolved down to a voxel size of 0.324×0.324×1.25 mm3. The identifed
mass density of 1.67 g/cm3 underlines that vertebral tissues is remarkably less
dense than femoral or tibial tissue, with reported extracellullar mass densities ly-
ing between 1.9 and 2.0 g/cm3 [18, 172, 285]. This is consistent with ultrasonic
waves traveling slower through vertebral as compared to femoral tissues [190].

Moreover, our mineral contents derived from in vivo CT data without the need of
any type of phantom, agree remarkably well with ex vivo QCT studies on vertebral
autopsies [78]: for an age slightly below 20 years, the latter reference reports bone
mineral contents relating to a similarly aged patient between 70 and 200 mg/cm3,
in which interval is lying the mean value in Figure 4.10(e). Hence, we provided
a new in vivo access to values for the so-called ”volumetric Bone Mineral Density
- vBMD”. The latter are very valuable indicators for clinical decisions, as they
have been shown to significantly correlate to the occurrence of bone fracture [163],
i.e. they are valuable indicators for bone fracture risk. However, such correlations
[204,286,305] do not consider the wealth of knowledge on how materials break, as
it has been gained in the fields of material physics and mechanics over centuries.
How to trigger this knowledge as well, in order to come up with bone fracture
risk analysis tools exceeding the reliability and precision of the purely statistical
ones by orders of magnitude, is what the companion paper, Part II, is all about.
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nomenclature

Variables
a slope of linear relation between grey values and X-ray attenuation coefficients

b intercept of linear relation between grey values and X-ray attenuation coeffi-
cients

E photon energy
ez unit base vector in the vertical direction
f j
i volume fraction of phase i (if specified, in the RVE j; otherwise, in the macro-

scopic RVE)
GV X-ray attenuation-related grey value
l characteristic length
µi X-ray intensity attenuation coefficient of constituent i
NC number of constituents in the volume
R Ratio
ρ

j
i ”real” mass density of material constituent i, expressed in the phase j

ρ average mass density
φi porosity of constituent i
W weight

Subscripts
a ... dried in air
bone ... of bone
col ... of collagen
cort ... of cortical shell
ec ... of extracellular bone matrix
ev ... at extravascular scale
f at ... of adipose tissues
HA ... of hydroxyapatite
H2O ... of water
H2O ... of water and non collageneous proteins
lac ... of lacunae
macro ... of macroscopic bone
max ... maximum value
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max− 1 ... penultimate maximum value
org ... of organic matter
s ... submerged in water
so f t ... of soft tissues
thr ... at threshold value
vas ... of vascular porosity
voxel ... of one voxel of the CT image

Superscripts
ec ... in the extracellular bone RVE
exp ... expected
up ... upscaled
∗ ... apparent

4.2 part ii : micro-elastoplasticity for composition to safety fac-
tor conversion

4.2.1 Introduction

The broad scattering of ultimate forces bearable by human vertebrae [42, 62, 198,
225] has motivated the quest for indicators of the actual, i.e. patient-specific,
strength exhibited by a particular vertebral body of interest; and the most accepted
indicator in this context remains the ”bone mineral density - BMD” [19,203]. How-
ever, it is much less clear how and to which extent BMD (alone) would govern
bone fracture risk, and there is an ongoing discussion on additional or alternative
risk indicators [77, 133, 134, 138, 246, 266], based on quite comprehensive statistical
analyses. At the same time, it is clearly felt that an engineering mechanics-based
assessment of fracture risk, as it is the basis for structural design in civil and me-
chanical engineering, should hold the capacity to overcome the shortcomings of
the purely statistics-based, population-related approaches referred to above. In a
particularly notable engineering mechanics-based approach [85, 258], elastic prop-
erties derived from CT- and mass density-based calibration schemes [107,153,206],
are mapped onto Finite Element meshes, and for a variety of load cases, strains as
obtained from an elastic simulation are assessed with respect to a failure criterion
based on a constant maximum principal strain. This approach was specifically
developed for human femora, where a certain consensus has been gained in the
community as regards CT-to-mechanics calibration schemes [273, 274, 303], and
the existence of an invariant ultimate principal strain bearable by human femoral
bone [64].
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Such a consensus (or even enough data for potentially reaching it) is hard to
find for other types of bone; and this provides a very pragmatic motivation for the
present contribution. Namely, we here aim at opening the way towards a more
generally applicable, engineering science-based, patient-specific bone fracture risk
analysis tool. This is done (i) by employing fundamental mechanics and physics
principles for explicit quantification of the hierarchical microstructure of bone, and
its effect on the unique mechanical properties of this biological material - and (ii)
by extending a safety assessment philosophy which is used very successfully in
everyday steel or concrete engineering, towards the needs of a very intricate life
science problem: the breaking of bones.

As regards the use of fundamental principles, X-ray physics-derived (voxel-
specific) mineral, collagen, and water contents determined in companion paper
Part I [21] for a human vertebra will be fed into a homogenization theory-based
multiscale mechanics representation of bone [96, 210], which has been extensively
validated experimentally for both elastic and strength properties. This will provide
calibration- and phantom-free conversion of CT data into mechanical properties.

As regards the safety assessment concept, voxel-specific elastic properties gained
by means of the aforementioned conversion method will enter linear elastic Fi-
nite Element simulations, so as to deliver organ-wide stress distributions related
to a typical load case. These local, i.e. element-specific, stress states are subse-
quently increased in a proportional fashion, so as to check which elastoplastic
events would develop in the hydrated mineral crystals, before brittle fracture of
molecular collagen would mark ultimate material failure. The corresponding pro-
portionality factors quantify the element-specific safety against fracture, which is
a lower bound to the overall organ fracture risk.

4.2.2 Methods

4.2.2.1 Intravoxel tissue elasticity

The ultrastructural mass density and the spatial distribution of vascular porosities
determined from a CT scan of a patient by means of a series of X-ray physics
considerations, as described in Part I [21] (see in particular Fig. 4.9), are now
converted into voxel-specific elastic properties, on the basis of the multiscale ho-
mogenization scheme depicted in Figure 4.12. This scheme, described in great
detail in [90, 117, 118, 210], quantifies how the elementary mechanical constituents
of bone, namely hydroxyapatite, collagen, and water with some non-collageneous
organics, as well as their dosages within the extracellular bone matrix, determine
the elastic properties of bone at different length scales. It has been extensively val-
idated experimentally, through an ultrasound data base stemming from a wealth
of bone sources - equine cortical bone [199], bovine tibia [175], drug-treated rab-
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Figure 4.12.: Multiscale micromechanical representation of bone material, accord-
ing to Morin and Hellmich [210]

bit bone [177], whale malleus, incus, stapes, periotic and t. bulla [176], fin whale
t. bulla [168], dugong rib, elephant radius, human femur, deer antler [172] - in
combination with ”universal” composition and mineralization rules for bone tis-
sues [119, 208, 209, 285]. The latter were derived from a wealth of biophysical,
biochemical, and biomechanical experimental sources [15, 18, 24, 32, 106, 112, 125,
148, 167, 169, 171, 174, 179, 200, 231, 248, 310]. In this context, bone is represented
by a series of representative volume elements, the size of which is significantly
larger than that of the inhomogeneities found within such a volume (see e.g.
Figure 4.12(f) with the vascular pores’ diameters being scale-separated from the
millimeter-size of the cortical or trabecular RVE). Also, representation of the mi-
crostructure within the RVE is reduced to the bare minimum needed for elasticity
homogenization: the domain within the RVE is subdivided into the minimum
number of material phases with distinctively differing physical properties: their
volume fractions [such as the vascular porosity in Figure 4.12(f)], their (average)
elastic properties [such as those of the vascular pores and of the extravascular
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bone matrix in Figure 4.12(f)], the most fundamental shape characteristics (cylin-
ders representing vascular pores in the case of cortical/trabecular bone), and their
interaction [pore inclusions embedded into a solid matrix in Figure 4.12(f)]. This
representation implies the following Mori-Tanaka-scheme-type expression for the
stiffness of cortical/trabecular bone [120],

Cmacro =
{

φvasCH2O[I+Pcyl : (CH2O −Cexvas)]
−1 + (1− φvas)Cexvas

}
:

:
{

φvas[I+Pcyl : (CH2O −Cexvas)]
−1 + (1− φvas)I

}−1 (4.23)

with φvas the vascular porosity, Cexvas and CH2O the elastic stiffness of the extravas-
cular bone matrix and water, I the fourth-order identity tensor with components
Iijkl =

1
2 (δikδjl + δilδjk), with the Kronecker delta δij being 1 for i = j and zero other-

wise; and Pcyl the fourth-order Hill tensor accounting for the cylindrical shape of
the inclusions embedded into a transversely isotropic matrix [118]. Within the in-
vestigated vertebral body, the vascular porosity is varying from voxel to voxel, as
depicted in Figure 4.9 of the paper Part I [21]; all other quantities in Eqn.(4.23) are
constant. Particularly, the extravascular stiffness follows from feeding the homog-
enization scheme of Figure 4.12 with an ultrastructural mass density identified in
companion paper Part I [21], amounting to 1.67 g/cm3 (and corresponding ultra-
structural volume fractions of mineral, collagen, and water as given in Figure 4.9
of paper Part I [21]), and with a lacunar porosity of 10 % [210, 270], yielding

Cexvas =



C1111 C1122 C1133 0 0 0
C1122 C2222 C2233 0 0 0
C1133 C2233 C3333 0 0 0

0 0 0 2C2323 0 0
0 0 0 0 2C1313 0
0 0 0 0 0 2C1212


=

=



10.56 4.82 5.30 0 0 0
4.82 10.56 5.30 0 0 0
5.30 5.30 13.06 0 0 0

0 0 0 5.99 0 0
0 0 0 0 5.99 0
0 0 0 0 0 5.75


in GPa

(4.24)

The stiffness tensor of water reads as CH20 = 3IvolkH20, with the bulk modulus of
water amounting to kH2O=2.3 GPa [109], and with Ivol as the volumetric part of the
fourth-order identity tensor, with components Ivol,ijkl =

1
3 δijδkl .
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4.2.2.2 Linear Finite Element simulations

The used Finite Element model is based on earlier work published in [255], see
Figure 4.13: It consists of 125253 solid elements accounting for the trabecular bone
tissue, and 17185 shell elements accounting for the cortical bone tissue. For the
present study, we realized a cortical shell thickness of lcort=0.23 mm [245,263,295];
while the caudal and cranial (bony) endplates were assigned thicknesses of lend =
1 mm [291, 302]. In order to investigate the effect of heterogeneity at the finite ele-

Figure 4.13.: Finite Element mesh of the patient-specific vertebral body

ment level (i.e. with gradients measured along a few millimeters), we considered
two ways of assigning material properties to the Finite Element model of Figure
4.13:

• For the so-called ”homogeneous model”, the entire trabecular bone compart-
ment is assigned the same elastic stiffness tensor, namely that related to the
average vascular porosity found in that compartment, φtrab

vas =0.86. More pre-
cisely, given the ”short-beam”-type nature of our structure, we assign the
longitudinal Young’s modulus

Emacro,3 =
1

C−1
macro,3333

= 1322 MPa (4.25)

with C−1
macro,3333 as the component of the compliance tensor C−1

macro and the
longitudinal Poisson’s ratio

ν31 = −C−1
macro,1133 × Emacro,3 = 0.19 (4.26)

as ”formally isotropic” material properties to the FE model, as is normally
considered as an appropriate approximation in bone organ mechanics [20,59,
280]. As regards the very thin cortical shell around the organ, whose thick-
ness of 230 microns does not quite allow for accommodation of Haversian
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systems (and hence of the vascular porosity), we adopt the ”macroscopic”
stiffness tensor Cmacro related to zero-porosity, i.e. that of the extravascular
bone matrix according to Eqn.(4.24). More precisely, as before, we assign
as formally isotropic properties, a Young’s modulus and a Poisson’s ratio of
9406 MPa and of 0.28, respectively, to the shell finite elements.

• For the ”heterogeneous model”, the cortical shell treatment does not differ,
while the element-specific stiffness tensors are computed from the vascular
porosity values assigned to the centroids of the finite elements. The interpo-
lation between the CT data and the Finite Elements is made by finding the
three CT pixels closest to the finite element centroid, and by assigning the
porosity values to the element as if its centroid would be the barycentre of
these three points.

Since the focus of the present study is on the effect of material properties rather
than on different loading conditions, we consider a very basic load case, related to
a ”static deadload”: 1 MPa pressure applied to the cranial endplate, while pinning
the caudal endplate in all space directions. The pressure magnitude is indeed
related to ”quasi-physiological conditions”: the half body weight of a person of
75 kg mass in the gravitational field of the earth would results in a pressure of
0.75 MPa, when evenly distributed across the surface area Aend=869 mm2 of the
cranial endplate.

In order to test the robustness of our model, we compare the computation results
of four models with increasing element sizes, i.e. decreasing amount of elements,
namely 229138, 143159, 105763, and 82848 elements. More precisely, we compute,
for all element sizes, the strain energy density in one element n as:

ψn =
1
2

εn : Cmacro,n : εn (4.27)

so that the average strain energy over the entire organ reads as:

ψorgan =
1

Vorgan

N

∑
n=1

ψn ×Vn (4.28)

4.2.2.3 Local safety assessment based on multiscale elastoplasticity

The results of the linear elastic Finite Element simulations are then used for safety
assessment of the investigated structure. More precisely, we check by which pro-
portionality factor the determined element-specific macroscopic stresses needed
to be increased, so as to reach ultimate macroscopic bone material failure. This
stress increase, however, is subjected to macroscopic bone RVEs in an incremental
fashion, allowing for elastoplastic deformation states prior to the ultimate material
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failure (which obviously depends on these elastoplastic deformations). In order
to quantify them, we extend the hierarchical scheme depicted in Figure 4.12 to
the realm of elastoplasticity, extending earlier work published in [96]. There, the
liquid crystal-type water interfaces between the mineral crystals and/or crystal
clusters in the extrafibrillar space [see Figure 4.12(c)], have been identified as the
major nanoscopic origin of bone elastoplasticity, both from the high interaction
energies between water and hydroxyapatite as evidenced by several molecular dy-
namics and nuclear magnetic resonance studies [16,17,221,296,307], and more im-
portantly, by successfully predicting, based on experimentally obtained upscaling
mineral and collagen strengths [37, 46, 103], the macroscopic strengths of different
types of bone [33–35, 39, 67–70, 76, 84, 121, 160, 166, 193, 233, 234, 244, 289].

Thereby, the elastoplasticity of the hydrated hydroxyapatite mineral phases,
which are oriented uniformly in space directions given through Eulerian angles
φ and θ related to spherical coordinates, are governed by the following constitu-
tive equations: The needle-shaped mineral phase oriented in space direction (φ, θ)
follows an elasto-plastic stress-strain relation,

σHA,φθ = CHA : (εHA,φθ − ε
p
HA,φθ) (4.29)

with CHA = 3kHAIvol + 2µHAIdev as the isotropic elasticity of hydroxyapatite,
kHA=82.6 GPa and µHA=44.9 GPa [149], Idev = I− Ivol , εHA,φθ and ε

p
HA,φθ as the

(average) total and plastic strains in the (φθ)-oriented needle-shaped phase, and
σHA,φθ as the corresponding average stress. Plastic events are quantified by means
of a Mohr-Coulomb criterion,

FHA,φθ = F (σHA,φθ) = βσI
HA,φθ − σI I I

HA,φθ − σ
y
HA 6 0 (4.30)

with β as the ratio between the compressive and the tensile yield stresses (β = 12),
σ

y
HA as the compressive yield stress (σy

HA=570 MPa), and σI
HA,φθ > σI I

HA,φθ > σI I I
HA,φθ

as the (sorted) principal stresses in the (φθ)-oriented mineral phase. The strength
parameters follow from tests on porous hydroxyapatite polycrystals [5,9,40,73,92,
186, 191, 223, 262], mimicking those occurring in the extrafibrillar space of Figure
4.12(c). Potential occurence of plastic events follows the Kuhn-Tucker conditions
[264] (actually proposed already in 1938 by Melan [202])

λ̇HA,φθ > 0, FHA,φθ 6 0 and λ̇HA,φθ ×FHA,φθ = 0 (4.31)

in conjunction with the following, non-associative, isochoric flow rule:

ε̇
p
HA,φθ = λ̇HA

∂G
∂σHA,φθ

with G(σHA,φθ) = σI
HA,φθ − σI I I

HA,φθ (4.32)
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whereby the dot denotes the time derivative, G denotes the flow potential, the
derivative of which accounts for the plastic flow direction, and λ̇HA,φθ denotes the
plastic multiplier quantifying the amount of plastic strain.

Such plastic events imply more and more micro-stresses to be transferred to
the molecular collagen of Figure 4.12(a), which finally fails in a brittle manner,
according to a Rankine-type criterion,

Fcol = max
i∈{I,I I,I I I}

|σi
col | − σult

col 6 0 (4.33)

with σi
col , i = I...I I I, as the eigenstresses in the molecular collagen assembly at the

wet collagen (microfibrillar) scale, and σult
col as the strength of molecular collagen.

The latter quantity is derived from experiments on rat tail tendon, which, under
wet conditions, exhibits a strength of 106.1 MPa [103]. We consider the close
packing of collagen, so as to get access to properties of molecular collagen. It
is known from neutron diffraction studies [170, 179] that diffractional spacing (a
measure for the lateral distance of collagen molecules) reduces from 1.52 nm (for
wet collagen) to 1.09 nm (for maximally packed (dry) collagen). Accordingly, the
cross sectional area of a tensile specimen would reduce by the ratio (1.52/1.09)2,
so that the strength of molecular collagen follows to be (1.52/1.09)2 times higher
than that of wet collagen, i.e. 206 MPa.

These elastoplastic and failure laws need to be homogenized over the RVEs de-
picted in Figure 4.12, so as to determine the elastoplastic behavior of a piece of
cortical/tabecular bone illustrated in Figure 4.12(f). This is achieved in the frame-
work of continuum micromechanics [308] by means of stress and strain averaging
rules [115, 123] and concentration-influence relations [182]; applied to each of the
RVEs depicted in Figure 4.12. As regards the extrafibrillar RVE, homogeneous
strains Ee f are prescribed in terms of displacements

ξ(x) = Ee f · x (4.34)

at the boundary of the RVE - x is the ”microscopic” location vector with a resolu-
tion much smaller than the RVE. This boundary condition implies that kinemati-
cally compatible microstrains ε(x)

ε(x) = ∇sξ(x) (4.35)

fulfill the following strain average rule [91, 308]

Ee f = f e f
HA

∫ 2π

φ=0

∫ π

θ=0
εHA,φθ

sin θ

4π
dφdθ + (1− f e f

HA)εic (4.36)
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with f e f
HA as the volume fraction of hydroxyapatite within the extrafibrillar RVE,

and εic as the (average) strains in the inter crystalline space. Moreover, when
applying the principle of virtual powers to this RVE, resulting in the so-called
Hill’s lemma [308], one arrives at an additional stress average rule for macroscopic
stresses acting on the extrafibrillar RVE,

Σe f = f e f
HA

∫
φ

∫
θ

σHA,φθ
sin θ

4π
dφdθ + (1− f e f

HA)σic (4.37)

with the microstresses σ(x) fulfilling the equilibrium condition

div σ(x) = 0 (4.38)

Linearity of Eqn. (4.38), (4.35),(4.34), and (4.29) implies the strains in the (φθ)-
oriented mineral phase to depend multi-linearly on the homogeneous strains Ee f
and on the plastic (micro-)strains ε

p
HA,φθ found in all other mineral phases,

εHA,φθ = AHA,φθ : εe f +
∫

Φ

∫
Θ

DφθΦΘ : ε
p
HA,ΦΘ

sin Θ
4π

dΦdΘ (4.39)

similarly, the total microstrains εic found in in the intercrystalline pores read as

εic = Aic : εe f +
∫

Φ

∫
Θ

Dic,ΦΘ : ε
p
HA,ΦΘ

sin Θ
4π

dΦdΘ (4.40)

with AHA,φθ as the concentration tensor of the hydroxyapatite phase oriented in
direction (φθ), and DφθΦΘ accounting for the influence of plastic strains occurring
in the (ΦΘ)-oriented phase, on the total strains occurring in the mineral phase
oriented in (φθ)-direction. These concentration and influence tensors are derived
from extended ”eigenstressed” Eshelby problems [83,308]; as given in more detail
in [94,226]. Finally, repeated use of Hill’s lemma yields the upscaled ”macroscopic”
elastoplastic constitutive equation as

Σe f = Ce f : (Ee f − Ep
e f ) (4.41)

where Ce f is the homogenized stiffness tensor of the extrafibrillar space, reading
as

Ce f = f e f
HACHA :

∫
θ

∫
φ
AHA,φθ

sin θ

4π
dφdθ + (1− f e f

HA)CH2O : Aic (4.42)

and the extrafibrillar plastic strains Ep
e f fulfill

Ep
e f = C

−1
e f : f e f

HA

∫
φ

∫
θ

t
AHA,φθ : CHA : ε

p
HA,φθ

sin θ

4π
dφdθ (4.43)
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whereby the superscript t denotes the transpose of the concentration tensor (t
Aijkl =

Aklij). Equations (4.29–4.43) allow one to determine the plastic events in the hy-
drated crystal phases caused by extrafibrillar loading - once Eqn. (4.36, 4.37, 4.39,
4.42, 4.43) are discretized in space, here by means of the numerical scheme pro-
posed in [13], and Eqn. (4.31) and (4.32) are discretized in (chronological) time,
here by means of the return mapping algorithm [264, 265]. In particular, the mul-
tisurface plasticity concept is realized for Mohr-Coulomb plasticity [47]. This is
done for all RVEs depicted in Figure 4.12, so as to relate macroscopic loading at
the level of cortical/trabecular bone, to plastic strains in the crystalline, extrafib-
rillar, extracellular, and extravascular phases in Figure 4.12, until the molecular
collagen stresses fulfill failure criterion (4.33).

Within this theoretical framework, two types of ”safety factors”, ”loading de-
grees”, or ”distances to failure” are determined:

• The macroscopic, trabecular bone-related stresses Σmacro determined in each
finite element are first multiplied with a factor χy related to just reaching the
yield limit defined by equality in Eqn. (4.30);

Σmacro,y = χyΣmacro (4.44)

This factor is called the yield safety factor; it is larger than one for elastic
deformation states, and reduces to one once yielding starts. Its inverse is the
”yield loading degree” or ”distance to yielding”, being smaller than one for
elastic deformation states, and increasing towards one when approaching
yielding states.

• Secondly, the aforementioned element-specific macroscopic stresses are mul-
tiplied with a factor χult related reaching the ultimate load defined by equal-
ity in Eqn. (4.33);

Σmacro,ult = χultΣmacro (4.45)

This factor is called the (local, material-based) ultimate safety factor; it is
larger than one for deformation states the macroscopic bone material can
still withstand, and reduces to one once the material fails (through collagen
tearing). Its inverse is the ”ultimate loading degree” or ”distance to fail-
ure”, being smaller than one for bearable deformation states, and increasing
towards one when approaching material failure.

4.2.3 Results

The micromechanics-based porosity-stiffness relations based on the hierarchical
representation depicted in Figure 4.12, see also Eq. (4.23) and (4.24), in combi-
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nation with the X-ray physics-based grey value-to-porosity conversion scheme de-
scribed in companion paper Part I [21], yields organ-specific grey value-to-stiffness
relations as depicted in Figure 4.14.

Combination of the latter with the porosity maps illustrated in Figure 4.9 of the
companion paper Part I [21], allows for assembly of mechanical property maps as
depicted in Figure 4.16. The latter evidences the very inhomogeneous nature of
the organ: The left side of the vertebra organ is less porous, and hence, denser
and stiffer than its right-hand side. Feeding these properties into the differently
fine Finite Element models described in Section 4.2.2.2 and Figure 4.13, yields
very similar results in terms of the strain energy density (see Figure 4.17), which
underlines the sufficient accuracy of the employed Finite Element meshes. How-
ever, there are truly significant differences between the homogeneous and het-
erogeneous simulations. Given the employed traction boundary conditions, this
indicates that the homogeneous simulations by far overestimate the stiffness of
the investigated organ. Stress levels obtained, under axial ”dead load”, in both
homogeneous and heterogeneous simulations reach the level of material yielding
(see Figure 4.18), more pronouncedly so in the heterogeneous simulations [com-
pare Figure 4.18(a-c) to Figure 4.18(d-e)]; while this load level is characterized by
a ”safety factor” of about 10 (for homogeneous simulations) and 5 (for heteroge-
neous simulations) from material failure [compare Figure 4.19(a-c) to 4.19(a-d)].
Corresponding element-wise increase of the linear elastically determined stress
tensors up to the level of material failure is evoking remarkably non-linear strain
evolutions, as is seen in Figure 4.15.

4.2.4 Discussion

To the best knowledge of the authors, we here provided the first calibration-free, X-
ray physics- and multiscale mechanics-based fracture risk analysis tool applied to
human vertebrae. The results obtained for a human lumbar vertebra aged 15 years
indicate plastic deformations to even occur under normal physiological loading,
while the safety factor against ultimate fracture is around five. The corresponding
ultimate load amounts to 4614 N, which lies well within the broad range of values
determined experimentally on different human vertebrae [42, 62, 198, 225]. Our
ultimate load particularly well agrees with the values of ultimate load measured
on vertebrae of similar mean BMD [42, 62, 77], and for a bone of similar mean
porosity [138, 225]. It is very interesting that our failure also agrees very well
with those determined for femurs, both experimentally [258] and by means of FE
strength computations [85]. This indicates larger domains of the skeleton to be
designed for bearing the same level of loading. Thereby, the critical load may
well be attained in extreme sport activities, as compressive forces of 8676 N in the
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4.2 part ii : micro-elastoplasticity

(a)

(b)

(c)

Figure 4.14.: Translation of X-ray attenuation information into tissue elasticity: (a)
stiffness tensor components, (b) Young’s and shear moduli, and (c)
Poisson’s ratios; 1,2 ... transverse direction, 3 ... axial direction
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4.2 part ii : micro-elastoplasticity

Figure 4.15.: (a) Evolution of the principal stresses along the loading degree; (b)
Evolution of the principal strains along the loading degree; (c) Stress-
strain curve; (d) Location of the chosen element on a cross section of
the vertebral body

block action of an american football player, 7500 N during a golf swing, or 7756 N
during torso weight lifting [100].

A particular feature of our new method is the consistent consideration of het-
erogeneous elasticity and strength properties throughout the organ - importance
of heterogeneity for fracture loads has been repeatedly stated [31]. In our case, the
heterogeneity results from the bone remodeling induced by the natural asymetry
of the human body, with the right part of the middle section of the vertebra be-
ing less porous, and therefore stiffer than the left-hand part, see Figure 4.16(a).
Resulting stress concentrations govern the organ’s compliance and safety margin
against fracture: stiffness and strength properties based on an averaged homoge-
neous vascular porosity would overestimate the strain energy density by a factor
of 5, and the safety factor by a factor of 2.
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Figure 4.16.: Property maps in CT slice orthogonal to ez:(a) axial Young’s modulus,
and (b) axial Poisson’s ratio; (c) locations of the mapped cross sections

Figure 4.17.: Convergence study: strain energy density averaged over all finite ele-
ments of the investigated FE mesh.
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Figure 4.18.: Maps of the ”yield loading degree” [MPa−1]: across the sagittal plane
through the vertebral body, for (a) homogeneous, and (d) heteroge-
neous Finite Element model, across the coronal plane, for (b) homo-
geneous, and (e) heterogeneous FEM; across the transverse plane, for
(c) homogeneous, and (f) heterogeneous FEM. (g) 3D representation
of the organ and position of the slices. Cross-sectional dimensions
are in millimeters
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Figure 4.19.: Maps of the ”ultimate loading degree” [MPa−1]: across the sagit-
tal plane through the vertebral body, for (a) homogeneous, and (d)
heterogeneous Finite Element model, across the coronal plane, for
(b) homogeneous, and (e) heterogeneous FEM; across the transverse
plane, for (c) homogeneous, and (f) heterogeneous FEM. (g) 3D rep-
resentation of the organ and position of the slices. Cross-sectional
dimensions are in millimeters
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4.2 part ii : micro-elastoplasticity

nomenclature

Variables
A area
A strain concentration tensor
C stiffness tensor
Cijkl stiffness tensor component
Dic,ΦΘ influence tensor accounting for the influence of plastic strains in the Phi

Theta-oriented hydrated mineral phase on the total strains in the inter-
crystalline pores

DφθΦΘ influence tensor accounting for the influence of plastic strains in the
(Φ, Θ)-oriented hydrated mineral phase on the total strains in the (φ, θ)-
oriented phase

C−1
ijkl compliance tensor component

E macroscopic strain
E Young’s modulus
f j
i volume fraction of phase i (if specified, in the RVE j; otherwise, in the macro-

scopic RVE)
F yield function
G flow potential
I fourth-order identity tensor
ki bulk modulus of constituent i
l characteristic length
P Hill tensor or morphological tensor
Vn volume of the n-th finite element
x (microscopic) position vector inside the RVE
β proportionality constant
δij Kronecker delta
ε microscopic strain tensor
λ̇ plastic multiplier
µi shear modulus of constituent i
ν Poisson’s ratio
ξ displacement
σ microscopic stress
Σ macroscopic stress
φ

j
i porosity of space i (if specified, in the RVE j; otherwise, in the macroscopic

RVE)
χ risk factor
ψ macroscopic strain energy density
ψ strain energy density averaged over organ
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4.2 part ii : micro-elastoplasticity

Subscripts
1 ... in radial direction
2 ... in circumferential direction
3 ... in axial direction
col ... of collagen
cort ... of cortical bone
cyl ... of cylindrical inclusions
dev ... deviatoric part
end ... of the bony endplate
e f ... of the extrafibrillar space
exvas ... at extravascular scale
HA ... of hydroxyapatite
H2O ... of water
hom ... homogenized
ic ... of the inter crystalline space
lac ... of lacunae
macro ... at macroscopic scale
org ... of organic matter
organ ... of the full organ
sph ... of spherical inclusions
vas ... of vascular porosity
vol ... volumetric part
ult ... ultimate
y ... at start of yield
φ, θ, Φ, Θ ... Euler angles defining the orientation of the crystal needles

Superscripts
I,I I,I I I ... eigenvalues
e f ... in the extrafibrillar space
iso ... in an isotropic phase
p ... plastic
trab ... of trabecular bone
ult ... ultimate
y ... at start of yield
∞ ... at infinite boundary of auxiliary matrix in Eshelby’s inclusion problem
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A M U LT I S C A L E A N A LY T I C A L A P P R O A C H F O R B O N E
R E M O D E L I N G S I M U L AT I O N S : L I N K I N G S C A L E S F R O M
C O L L A G E N T O T R A B E C U L A E ( C O L L O C A E T A L . , 2 0 1 4 )

A U T H O R E D B Y M . C O L L O C A , R . B L A N C H A R D , C . H E L L M I C H , B . VA N

R I E T B E R G E N , A N D K . I T O

P U B L I S H E D I N B O N E , V O L U M E 6 4 , PA G E S 3 0 3 – 3 1 3

type of collaboration

This paper results from a collaboration between the Institute for Mechanics of
Materials and Structures of TU Wien and the TU Eindhoven. Keito Ito and Bert
van Rietbergen set up the research strategy, in particular the development of an
analytical bone remodeling scheme realized by Michele Colloca, and also took
the lead in research and result presentation. Michele Colloca also performed all
the Finite Element analyses and their comparisons to the analytical scheme. The
latter is essentially informed through a bone micromechanics model developed at
TU Wien, and adapted and re-programmed by the thesis author for the coupling
with the remodeling algorithms developed at TU Eindhoven,- she also provided
support in research documentation. Christian Hellmich supported the conceptual
design and the documentation of the aforementioned coupling strategy.

5.1 introduction

Bone is a dynamic porous material which is continuously resorbed and subse-
quently formed built and rebuilt in a process called bone remodeling influenced
by both mechanical and biological factors [60,98,180,228,256]. Moreover, it is a hi-
erarchical material whose architecture differs at each level of hierarchy and whose
mechanical properties can vary considerably, even on the same specimen, due to
bone heterogeneity [71,117,240]. The density of bone is modulated by two groups
of cells: the osteoclasts which resorb bone and osteoblasts which deposit new
bone [222]. The actions of these actor cells are thought to be mediated by osteo-
cytes which are the most numerous cells in bone. It has been hypothesized that the
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5.1 introduction

osteocytes can sense the local mechanical stimulus, in turn controlling the activity
of osteoblasts and osteoclasts within a basic multicellular unit (BMU) [8, 82, 146].
Several mathematical models have been proposed in an attempt to elucidate the
features of bone adaptation at the different scales, though at the organ, tissue and
cell level, these models merely exist in isolation [292]. By integrating numerical
equations into finite element models, it was shown that the load-driven bone re-
modeling algorithm based on mechanosensory theory can explain many features
of bone adaptation at the tissue- and cell-level [132, 249], e.g. the formation of
load-adapted microstructures, as well as the loss of bone mass and microstructural
integrity after disuse or increased osteoclast activity (associated with decreased es-
trogen levels). However, using such analyses for patient-specific predictions of
bone remodeling is difficult because of the limited resolution of in-vivo imaging
techniques and the huge computational cost involved for such detailed bone re-
modeling analyses. A method to reduce the computational time in the above
mentioned analyses and to deal with the fact that at most sites (e.g. hip and spine)
no patient bone microarchitecture can be measured would be to implement the
bone remodeling theory in a multi-scale framework that can translate structural
changes at the cell-level to changes in bone density at the organ level. By using an
analytical formulation of the bone remodeling equation integrated with multiscale
micromechanical models, that use generalized structural models at each level of
organization [95], such multi-step homogenization schemes can provide a very
flexible framework to derive mechanical properties at any level. By integrating
such models with bone remodeling equations, it will be possible to predict bone
remodeling at these different levels in a very efficient manner. The concept of inte-
grating multi-scale modeling and bone remodeling has been introduced in earlier
studies. Coelho et al. [50] presented a multiscale model for bone tissue adap-
tation that considered two levels, whole bone and trabecular architecture. The
bone density distribution predictions were evaluated at the macroscale level, tak-
ing into account mechanical properties as well as surface density and permeability
of the trabecular structure at the microscale level. Hambli et al. [110] developed
a multiscale approach for bone remodeling simulation integrating finite element
models at the macro level and 3D neural network computation techniques at the
mesolevel. The authors did not, however, include in their bone remodeling for-
mulation cellular activities and biological factors that affect bone apposition and
resorption. In their investigation, Podshivalov et al. [230] presented a new 3D mul-
tiscale FE method based on domain-based multiresolution hierarchical geometric
modeling and multiscale material properties of trabecular bone. The goal was to
design a computational tool as infrastructure for computerized systems aiming at
interactively analyzing bone structures. None of these models can explicitly ac-
count at the nanolevel for collagen and hydroxyapatite contributions on stiffness
and volume fraction of the bone tissue at higher levels. Also, most of these studies
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5.2 methods

rely on computational tools to solve equations at each included level, whereas a
true multiscale approach would benefit from an analytical description that spans
multiple levels. Going in the direction to integrate bone structural information at
different scales and the remodeling process, in recent works [53, 54] we proposed
an analytical model in which the bone remodeling process was studied on the ba-
sis of two connected scales, tissue and cell levels respectively, with the dependency
on osteoblast and osteoclast activities in terms of bone apposition and resorption
rates and on the estimation of strain energy density (SED), as mechanical stimulus.
In that work, we were able to show that organ-level bone remodeling models that
represented the bone microstructure by a simplified regular structure could pre-
dict bone density changes in good agreement with micro-structural models that
represented the actual micro-architecture. However, the results were limited to
two levels only and the remodeling signal was based on the average tissue-level
SED, whereas for the bone remodeling more accurate SED values at the bone ma-
trix surfaces are necessary. In the present study we therefore extendt this work
by combining the earlier developed remodeling theory with a multi-scale frame-
work that can account for (changes in) bone mechanical properties at all levels of
bone structural organization (Fig. 5.1). Using this model it is possible to get more
accurate estimates of the stresses that the osteocytes sense by using more elabo-
rate models of the bone microstructure and bone tissue composition. In particular,
specific goals of this study are: 1) to derive, as mechanical stimulus sensed by the
osteocytes, the micromechanics-derived SED based on an Eshelby matrix-inclusion
problem in order to accurately and efficiently predict the stress distributions in a
representative volume element of trabecular bone; 2) to test the accuracy of the
multiscale analytical model by comparing the bone volume fraction predictions
to those obtained from the earlier computational models that represent the full
bone microstructure; 3) to demonstrate its multiscale capabilities by investigating
in children bones the effects of age-dependent changes in collagen and hydroxya-
patite content that are defined at the nanometer scale on the bone volume fraction
at the millimeter scale.

5.2 methods

5.2.1 Analytical approach for bone remodeling simulations

In the bone remodeling theory adopted for this study, it is assumed that the osteo-
cytes inside the bone tissue sense mechanical loading and transmit a signal to the
osteoblasts on the bone matrix surface to form bone properly. while the osteoclasts
are assumed to be attracted by effects of local micro-damage [86].The formulation
of this theory as implemented in a validated analytical model [53] is expressed
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in terms of net linear rate dlBM(x, t)/dt of bone apposition or resorption of bone
matrix at a particular trabecular surface location x at time t determined by

dlBM

dt
=

dlOBL(x, t)
dt

− dlOCL(x, t)
dt

(5.1)

where dlOBL(x, t)/dt and dlOCL(x, t)/dt are the linear bone formation rate (µm/day)
and linear bone resorption rate (µm/day), respectively. Bone remodeling is as-
sumed to occur on the internal surfaces of the bone matrix or on the walls of
the voids and the rate of change of bone volume fraction is influenced by the
amount of internal surface available for cellular activity as experimentally evi-
denced [82, 222]. In the proposed multiscale analytical framework proposed in
this study, remodeling equations at the tissue level, that can account for bone tis-
sue properties as determined by lower levels (cell and collagen levels) and that
can represent the bone density evolution at higher levels (e.g. organ level), are
developed (Fig. 5.1). As a starting point, we consider the analytical expression of
the rate of change of bone volume fraction in the RVE of trabecular bone at the
tissue level, when modulated by mechano-biological and geometric feedback as
given in [52], can be expressed by:

d(BV/TV)

dt
=

dlOBL(x, t)
dt

− dlOCL(x, t)
dt

· α · BS/TV (5.2)

with α as a fraction of the bone specific surface BS/TV [µm2/µm3] that is avail-
able for the cellular activities and expressed as a function of the bone volume
fraction (BV/TV) by adopting the relationship of Martin [192]

BS
TV

= 0.0323(1− BS
TV

)− 0.0939(1− BS
TV

)2 + 0.134(1− BS
TV

)3 − (5.3)

−0.101(1− BS
TV

)4 + 0.0288(1− BS
TV

)5

For the bone apposition activity through osteoblasts dlOBL/dt, we adopt the fol-
lowing expression

dlOBL

dt
= τ · µ · ψBM (5.4)

where τ is the bone formation time constant [µm3/(nmol·day], µ the osteocyte
mechanosensitivity [nmol/(MPa·µm2)] and ψBM [MPa] is the ”microscopic” strain
energy density as ”felt” by the osteocytes being uniformly dispersed into the bone
matrix. It is derived from a continuum micromechanics model based on Eshelby’s
matrix-inclusion problem, as described in the following section in more detail. For
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the bone resorption activity through osteoclasts, we adopt the following relation-
ship

dlOCL(x, t)
dt

= Aocl (5.5)

with a constant resorption rate Aocl [µm/day]. Eq. (5.2) represents a non linear
differential equation of the first order that, in addition to the initial condition
BV/TV(t = 0), forms an initial value problem to be solved numerically.

Collagen	
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Level	
  	
  

Organ	
  	
  
Level	
  	
  

[mm] 

BV/TV (t) 

fcol, fHA,fH2O  

CBM 

Figure 5.1.: Block-diagram of the proposed multiscale analytical model. Volume
fraction of hydroxyapatite ( fHA), collagen ( fcol) and water ( fH2O) at the
nano scale affect the stiffness of the bone matrix (CBM) at the micro
scale which in turn affect the strain energy density and bone volume
fraction change over time (t) at the millimeter scale.

5.2.2 Micromechanics-derived strain energy density as mechanobiological stimulus

The microscopic strain energy density in the trabecular bone RVE (Fig. 5.2) is as-
sumed as the mechanical stimulus sensed by the osteocytes regulating the bone
remodeling process. It is defined by means of an Eshelby-problem micromechan-
ics model [308], similar to that undergoing extensive experimental validation in
Ref. [117] and to that used for micromechanics-supported finite element models
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of human mandibles to simulate the effects of atrophy on the bone density distri-
bution [120].

RVE 

LRVE	
  	
  =	
  2	
  mm	
  

2 3 

1 

3 1 

2 RVE 

cylindrical	
  	
  
pores	
  

Figure 5.2.: Trabecular bone RVE modeled as a two-phase material: bone matrix
and cylindrical inclusions. In the base frame 1 is the radial direction,
2 the circumferential direction and 3 the axial direction.

Moreover, it is assumed that the macroscopic stress states act on the boundary
of a trabecular bone RVE with their magnitudes equivalent to the maximum strain
energy density rate [249], and the directions of principal stresses eI , eI I , eI I I (with
stress tensors Σ = Σ11eI ⊗ eI + Σ22eI I ⊗ eI I + Σ33eI I I ⊗ eI I I) coincide with the ma-
terial directions of the transversely isotropic material. For this specific case, the
”microscopic” strain energy density at the level of the solid bone matrix reads as

ψBM =
1
2

εBM : CBM : εBM (5.6)

where εBM is the average (microscopic) strain tensor in the solid bone matrix,
which is related to the macroscopic strain tensor E through the fourth-order con-
centration tensors ABM

εBM = ABM : E (5.7)

where
ABM =

[
φ[I+P

BM
cyl : (CP −CBM)]−1 + (1− φ)I

]−1
(5.8)

and it is function of the volume fraction of the porosity φ, the stiffness tensor of the
bone matrix CBM, the stiffness tensor of the porosity CP and of Hill’s morphology
tensor expressed by

P
BM
cyl =

 PBM
1111 = PBM

2222 PBM
1122 PBM

1133 = 0
PBM

2211 = PBM
1122 PBM

2222 = PBM
1111 PBM

2233 = 0
0 0 0


eI ,eI I ,eI I I

(5.9)

with the components of PBM
ijkl according to Eq.(76) to (81) of Ref. [117]

PBM
1111 = PBM

2222 =
1
8

5C1111 − 3C1122

(C1111 − C1122) · C1111
(5.10)
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PBM
1122 =

−1
8

C1111 + C1122

(C1111 − C1122)C1111
(5.11)

PBM
2323 = PBM

1313 =
1
8

C2323 (5.12)

PBM
1212 =

1
8

3C1111 − C1122

(C1111 − C1122)C1111
(5.13)

Choosing the base frame to coincide with the aforementioned material direc-
tions, the stiffness of the bone matrix reads as

CBM =

 C1111 C1122 C1133

C1122 C1111 C1133

C1133 C1133 C3333


eI ,eI I ,eI I I

(5.14)

In fact, the bone matrix is characterized by a transversely isotropic elasticity
tensor and modeled as mineral foam of hydroxyapatite which is ”reinforced” pre-
dominantly in the longitudinal direction by collagen fibrils, while the transverse
stiffness is mainly governed by the mineral concentration. Relevant values for this
tensor will be introduced in Section 5.3.3. The stiffness tensor of the porosity CP

was chosen as that of fat C f at and expressed in function only of the bulk modulus
k f at by using the corresponding elastic constants given in [185]

cFat = 3kFatJ (5.15)

with J the volumetric part of fourth-order identity tensor I where

Jijkl =
1
3

δijδkl with

{
δij = 1 if i = j

δij = 0 otherwise
(5.16)

Hence

CFat = 3kFatJ = 3kFat

 1/3 1/3 1/3
1/3 1/3 1/3
1/3 1/3 1/3

 =

 kFat kFat kFat

kFat kFat kFat

kFat kFat kFat

 (5.17)
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Collecting all the terms entering Eq. (5.6), a closed-form expression for the
microscopic strain energy density can be found:

ψBM =
1
2
[(A2

1111 + A2
1122)(2CBM

1122E11E22 + CBM
1111(E2

11 + E2
22))+

+ 2A1122 A1133(CBM
1111 + CBM

1122) + CBM
1133)(E11 + E22)E33+

+ (2A2
1133(C

BM
1111 + CBM

1122) + 4A1133CBM
1133 + CBM

3333)E2
33 + 2A1111]

(A1122(2CBM
1111E11E22 + CBM

1122(E2
11 + E2

22)) + A1133(CBM
1111 + CBM

1122)C
BM
1133)

(E11 + E22)E33]

(5.18)

and it is a function of φ, C1111, C1122,C1133, C3333 and kFat. The components of the
concentration tensor ABM can be found in the Appendix.

5.2.3 Micromechanics-derived bone matrix stiffness in adults and children

The stiffness of the bone matrix is time- and space-invariant in adult healthy tissue
[87, 120, 126] and depends on its composition, i.e. on the volume fractions of
its principal constituents, namely hydroxyapatite (HA), collagen (col), and water
(H2O). In [190], the average tissue elasticity properties were successfully identified
through a coupled approach comprising 10 MHz pulse transmission ultrasound
with universal rules governing the composition and the hierarchical mechanical
functioning of mineralized tissues, resulting in the following stiffness tensor of
extracellular bone tissue:

C
adult
BM =



C1111 C1122 C1133 0 0 0
C1122 C1111 C1133 0 0 0
C1133 C1133 C3333 0 0 0

0 0 0 2C2323 0 0
0 0 0 0 2C2323 0
0 0 0 0 0 2C1212


=

=



12.7 6.2 6.4 0 0 0
6.2 12.7 6.4 0 0 0
6.4 6.4 20.2 0 0 0
0 0 0 7.9 0 0
0 0 0 0 7.9 0
0 0 0 0 0 6.5


in GPa

(5.19)

Although this composition is rather constant in healthy adults, it is known to
vary during development and with diseases, e.g. osteogenesis imperfecta. This
variation stems from a variation in the bone tissue composition, i.e. from its min-
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eral, collagen, and water contents. The latter were derived from age-dependent
weight fractions of ash per mass of dry bone WFdry

ash , as provided by Currey [65],
through the following steps: First, the ash fraction was converted into a mineral
fraction [285],

WFdry
HA = WFdry

ash 1.066 (5.20)

considering 6.6% of the bone mineral burning at ashing temperatures well be-
yond 600 centigrades [105], as encountered with a Bunsen burner as used by Cur-
rey [65]. This quantity is related to the apparent mineral mass density ρ∗HA in
physiological tissue, being proportional to the mineral concentration, through

ρ∗HA = WFdry
HA(ρ

BM − ρ∗H2O) (5.21)

where ρBM is the mass density of the extracellular bone matrix, and ρ∗H2O is the
apparent mass density of water, i.e. the mass of water per volume of extracellular
bone tissue. The extracellular mass density and the apparent mass densities of
mineral ρ∗HA, of water ρ∗H2O, and of organics ρ∗org = ρBM − ρ∗HA − ρ∗H2O, are all
related by bilinear functions, see Fig. 5.3(a), so that Eq. (5.21) allows for assigning
to each of Currey’s experimental value for WFdry

HA, values for ρBM, ρ∗HA, ρ∗H2O, and
ρ∗org, see Table 5.1. We observe that the tissue mass densities nicely approach the
”adult” value of ρBM = 1.90 g/cm3 identified in [190]. The aforementioned ap-
parent mass density values give access to the volume fractions of hydroxyapatite,
of collagen, and of water, via: with ρ∗H2O the apparent mass density of water and
considering the relationship ρ∗org = ρBM− ρ∗H2O− ρ∗HA. The bone matrix mass den-
sity and the apparent mass densities of mineral, water and organics are related by
bilinear relationships explicited by [285], see Fig. 5.3(a) and Table 5.1. The afore-
mentioned apparent mass density values give access to the volume fractions of
hydroxyapatite, collagen and water via:

fHA =
ρ∗HA
ρHA

, fcol = 0.9×
ρ∗org

ρorg
, fH2O =

ρ∗H2O

ρH2O
(5.22)

with the real mass densities of water, organics and hydroxyapatite amounting
to ρH2O=1 g/cm3, ρorg = 1.41 g/cm3 [170], and ρHA = 3 g/cm3 [105,118,170]. From
the volume fractions of (5.22), we retrieve the age-dependent tissue mass density
ρBM according to ρBM = fHAρHA + forgρorg + fH2OρH2O, which we approximate
by means of a linear fit between age and mass density ρBM (coefficient of determi-
nation R2 = 0.72). Then, the general compositional rules given in [285] give access
to tissue mineral and collagen content at any age, see Table 5.2 for chosen ages
between 6 and 13 years. Based on this linear relation occurring during growth, we
here investigated the effects of such compositional changes on the bone volume
fraction for children of ages between 6 and 13 years, see Table 5.2.
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Table 5.1.: Constituent volume fractions in juvenile femoral bone tissue tested by
Currey [65] (HA= Hydroxyapatite, col=collagen, H2O=water)

Age (year) WFdry
ash WFdry

HA ρB M ρ∗col ρ∗HA ρ(H2O)∗

[65] given [65] Eq. (5.20) Eq. (5.21) Fig. 5.3 Fig. 5.3 Fig. 5.3
4.1 0.605 0.645 1.541 0.359 0.652 0.531

5.9 0.617 0.658 1.606 0.384 0.738 0.484

9.7 0.640 0.682 1.773 0.447 0.960 0.366

11.8 0.632 0.674 1.705 0.421 0.870 0.414

14 0.619 0.659 1.613 0.386 0.748 0.479

14.8 0.649 0.692 1.865 0.482 1.083 0.300

16.8 0.648 0.691 1.854 0.478 1.068 0.308

26.5 0.664 0.708 1.947 0.496 71.201 0.251

Table 5.2.: Constituent volume fractions of bone tissues of children (HA= Hydrox-
yapatite, col=collagen, H2O=water)

Age (year) ρBM fHA [-] fcol [-] fH2O [-]
6 1.6 0.244 0.241 0.515

8 1.65 0.266 0.253 0.481

10 1.69 0.284 0.263 0.454

12 1.73 0.302 0.272 0.426

13 1.75 0.310 0.277 0.413

The corresponding age-dependent volume fractions of mineral, water, and colla-
gen components served as inputs for the 4-step micromechanical homogenization
scheme developed in [285], from which the stiffness tensors for the extracellular
bone matrix were obtained, see Fig. 5.3(b) and Table 5.3.

The stiffness increase with age as predicted in Table 5.3 agrees well with that
observed in in-vivo ultrasound experiments on the os calcis bones of children aged
6 through 13 years [137].

5.2.4 Three-dimensional micro-FE and analytical test models for bone modeling and re-
modeling simulations

The test model represented a 2×2×2 mm bone cubic region consisting of 226981

cubic voxels. Each voxel was considered as a hexahedral element containing eight
integration points. An element-by-element FE solver was used to calculate the
strain energy density in each cubic voxel by which the domain of interest was
discretized [280]. The bone sample was loaded by tensile loading distributions in
the orthogonal x, y and z directions, as displayed in Fig. 5.4. The applied loading
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a b 

Figure 5.3.: a) Apparent mass densities of water, hydroxyapatite, and organic mat-
ter, as functions of the overall mass density of extracellular bone
matrix, according to [285]; b) four-step homogenization scheme af-
ter [285].

Table 5.3.: Model-predicted stiffness tensor components of young healthy bone tis-
sues

Age C1111 C3333 C1122 C1133 C2323 C1212
[year] [GPa] [GPa] [GPa] [GPa] [GPa] [GPa]

6 10.514 13.390 4.855 5.402 2.946 2.826

8 11.708 14.811 5.142 5.754 3.415 3.283

10 12.779 16.098 5.401 6.065 3.837 3.690

12 13.696 17.548 5.692 6.407 4.307 4.138

13 14.613 18.343 5.853 6.592 4.562 4.380

magnitudes were chosen by means of a numerical model developed to estimate
in vivo bone loading based on bone morphology [45]. In the analytical model the
same stresses were assumed to work on the sides of the RVE, and the correspond-
ing (micro-)stresses and (micro-)strains at the bone tissue level were determined
to obtain the tissue level SED. Using the earlier developed computational bone
remodeling simulation model that implements the micro-FE model, the develop-
ment and adaptation of bone micro-architecture were simulated and, at each time
point, the volume fraction was calculated and compared to the volume fraction
predicted by the analytical model. In particular, in order to study the evolution
of bone volume fraction by solving both the analytical and micro-FE initial value
problems with their own initial conditions, two simulation series were performed.
In the first one, the bone modeling simulation was obtained by starting from a
regular grid (Fig. 5.4) as initial configuration. In the second one, starting with
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Table 5.4.: Parameter values used in the proposed multiscale analytical model. (a)
[185], (b) [190]

Parameter Symbol Value Unit
Bone formation time constant τ 18 µm3/(nmol·day)
Osteocyte mechanosensitivity µ 1.0 nmol/(MPa·µm2)

Bone resorption rate Aocl 0.17 µm/day

Applied stresses
σx
σy
σz

1.1
0.7
1.5

MPa

Bone specific surface fraction α 0.8 -
Bulk modulus kFat 1.33

(a) MPa

Bone matrix elastic constants

C1111
C1122
C1133
C3333

7 · 103(b)

6.2 · 103(b)

6.4 · 103(b)

20.2 · 103(b)

. MPa

Radial and circumferential Young’s moduli E∗1=E∗2 9·10
3(b) MPa

Axial Young’s modulus E∗3 15.8·10
3(b) MPa

the equilibrium condition reached in the first simulation series, changes in bone
cellular activity, mechanotransduction and loading parameters were set to study
their effects on the remodeling system response.

y 

z 
x 

Figure 5.4.: Three-dimensional initial bone microstructure as a regular grid.
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5.3 results

In the following, we will use the term ”analytical solution” when referring to the
analytical model [Eq.(5.2)] and to the ”numerical solution”, which is taken as the
reference, when referring to the bone remodeling algorithm that implements the
micro-FE model, see Sect 5.3.4. In all cases, the % difference relative to the numer-
ical predictions of bone volume fraction evolution was evaluated at equilibrium.
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Figure 5.5.: Evolution of bone volume fraction (a) starting from a bone regular grid
(b) and final adapted bone microstructure (c) during bone modeling.

5.3.1 Bone modeling

The evolution of the RVE bone volume fraction is displayed in Fig. 5.5a where
the numerical and analytical solutions are compared. Model parameters adopted
in this simulation were defined according to bone physiological values as listed
in Table 5.4. A regular grid (Fig. 5.5b) represented the initial configuration. Af-
ter a transient period, the system reached an equilibrium condition in which the
amount of bone formation was balanced by the amount of bone resorption; hence
the bone volume fraction became constant. Initially BV/TV increased quickly
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as an effect of high mechanical signals, while resorption of poorly loaded tissue
lagged behind as in [249]. Good agreement between analytical and numerical
curves was found, with a difference less than 4% at the equilibrium, even though
the transient behavior was different. In Fig. 5.5c, the final developed and adapted
bone microstructure at equilibrium is shown.
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Figure 5.6.: Evolution of the bone volume fraction (a,c) and adaptation of the bone
microstructure (b,d) when the initial osteoclast activity (Aocl) is in-
creased (a,b) and the initial osteoblast activity (τ) is decreased (c,d)
by a factor of 10.

5.3.2 Bone remodeling

Starting from the homeostatic bone microstructure of Fig. 5.5c, a second simula-
tion was performed in which the osteoclast activity Aocl was increased and the
osteoblast activity τ was decreased by a factor of 10 with respect to the initial
value. Such changes could, e.g. represent the effect of estrogen deficiency as in
post-menopausal osteoporosis [80] in the first case, and the result of bone degen-
erative diseases [282] in the second one. In Fig. 5.6 the analytical and numerical
outcomes with their corresponding adapted microstructures are compared, show-
ing the expected bone loss in case of increased osteoclast activity (Fig. 5.6a-b) with
a difference of 14.4% between predictions of the analytical and numerical model,
and in case of decreased osteoblast activity (Fig. 5.6c-d) with a difference 1%. Dur-
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ing the transient phase, the analytical solution somewhat underestimated the bone
density in case of τ decreasing. A new simulation series was designed to predict
changes in bone volume fraction after increasing the loading magnitude and the
osteocyte mechanosensitivity µ to 200%, or decreasing them to 50% of the origi-
nal value, respectively (Figs. 5.7-5.8). The numerical model showed the expected
increase in bone mass with increased mechanosensitivity and loading magnitude,
and the decrease after the reduction of the same parameters. The analytical models
predicted these changes quantified in 13.3% difference for the increased loading
case (Fig. 5.7a-b) and in 0.6% for the decreased loading case (Fig. 5.7c-d). As far
as the osteocyte mechanosensitivity is concerned, by comparing the two models
the calculated difference were 11.7% (Fig.5.8 a-b) when was increased and 10.1%
(Fig. 5.8c-d) when it was decreased.
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Figure 5.7.: Evolution of the bone volume fraction (a,c) and adaptation of the
bone microstructure (b,d) when the loading magnitude (σx, σy, σz) is
increased by 200% (a,b) and decreased by 50% (c,d).

5.3.3 Effect of changes in bone tissue level composition on bone volume fraction

For the bone matrix stiffness tensors given in Table 5.3, the bone volume frac-
tion evolution in a mm-sized trabecular bone sample was predicted and plotted
in Fig. 5.9a by adopting the multiscale analytical model presented in Sect. 5.3.1
and the loading conditions and mechano-transduction parameters listed in Table
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Figure 5.8.: Evolution of the bone volume fraction (a,c) and adaptation of the bone
microstructure (b,d) when the the osteocyte mechanosensitivity (µ) is
increased by 200% (a,b) and decreased by 50% (c,d).

5.4. Each bone volume fraction evolution curve in Fig. 5.9a is characterized by a
different volume fraction of collagen (nanometer scale) in the range of 0.243-0.277

and different volume fractions of water and hydroxyapatite see Table 5.2. Due to
these differences in composition, a different elasticity tensor of the bone matrix
(micrometer scale) results, and after remodeling, differences in bone volume frac-
tion (millimeter scale) are found, ranging from 0.155-0.130 in the equilibrium state
(Fig. 5.9b).

5.4 discussion

In this study, a multiscale analytical model is proposed to simulate the bone adap-
tation at the tissue level while accounting for cell activity and material composition
parameters at lower levels. The implementation of the multi-scale framework en-
abled us to describe the bone composition as a two-phase material at different
levels. At the tissue level, it was modeled as a bone matrix with cylindrical voids.
This assumption allowed for finding a closed-form solution for the mechanical
stimulus sensed by the osteocytes. Such a mechanical stimulus was represented
by a micromechanics-derived strain energy density based on an Eshelby matrix-
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Figure 5.9.: (a) Evolution of the BV/TV at the millimeter scale as function of the
volume fraction of collagen ( fcol) at the nanometer scale during bone
remodeling; (b) Predictions of bone volume fraction equilibrium val-
ues as function of the age of healthy children. In the plot legend,
the nomenclature of each investigated case begins with the letter ”C”
(child), followed by the age of the child in year and the corresponding
volume fraction of the collagen in brackets.

inclusion problem that linked two different scales, typical RVE (mm) and pore
(µm) scales, respectively, and accurately predicted the stress/strain states on the
trabecular surface where it is hypothesized the bone remodeling is taking place.
At the bone matrix level, the material was considered as a mineral foam of hy-
droxyapatite which is ”reinforced” predominantly in the longitudinal direction by
collagen fibrils as shown in [90, 117]. This enabled us to describe the anisotropic
elastic properties at higher levels as a function of this basic composition. Hence,
the first goal of this study was accomplished even though the closed-form so-
lution for the strain energy density was only possible when the inclusions dis-
persed in the matrix are assumed to have spherical or cylindrical geometry. The
analytical results in terms of bone volume fraction evolution were compared to
the corresponding numerical ones coming from a previously validated micro-FE-
based bone remodeling algorithm [52, 53]. In the investigated cases (see Figs. 5.5-
5.8), the percentage difference between the results of the micro-FE model and the
present multi-scale model at equilibrium was between 0.6 and 14.4%. Such agree-
ment indicates that the micromechanics-derived strain energy density based on
an Eshelby matrix-inclusion problem well represented the energy calculated in
the micro-FE numerical while reducing the computational time by a factor of al-
most one million. The best agreement between analytical and numerical results
is found with 0.6% difference at the equilibrium for the bone remodeling simula-
tion (see Fig. 5.7) and 1% difference at the equilibrium when the bone formation
time constant initial value is decreased by a factor of 10 (see Fig. 5.6). How-
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ever, it should be noted that in the micro-FE model of bone remodeling trabecular
bone material properties were assumed to be isotropic whereas in the multi-scale
model they were anisotropic, with a higher stiffness in the trabecular longitudi-
nal direction in which the collagen is oriented. The fact that good agreement in
results was obtained is likely because the mechanical behavior at the bone tissue
level is dominated by the modulus in the trabecular longitudinal direction: for
the most common loading modes (compression, tension and bending), only the
modulus in the longitudinal direction plays a role [183]. Hence, by specifying
an isotropic modulus in the micro-FE models equal to the longitudinal modulus
in the anisotropic multi-scale model, good agreement in mechanical behavior is
expected. As a consequence, based on these observations it is further possible to
implement easily the analytical model for whole bones applications (e.g. radius,
femurs and vertebras) in which micro or continuum FE analysis and correspond-
ing meshes under isotropic material assumption are exploited for the calculation
of the micromechanics-based strain energy density. Looking at the dynamic re-
sponse of the analytical bone remodeling system, the model is found temporally
stable and consistent with experimental observations of bone density changes dur-
ing disuse and aging [43,99]. However, in the analytical simulations of Fig. 5.6c-d
and Fig. 5.7c-d the BV/TV was not in agreement with the numerical results dur-
ing the transient phase. This might relate to difference in the available free surface
for both cell types between the analytical and numerical model. The response of
the bone system in transient behavior can be further improved by changing pa-
rameters related to this free surface or by choosing optimal values for the time
constant. The third goal of this paper was to investigate the effects of collagen and
hydroxyapatite changes at the nanometer scale on the bone volume fraction at
the millimeter scale. Since the bone matrix of adult healthy tissue exhibits a stiff-
ness which is time- and space-invariant when averaged over a millimeter-sized
domain [87, 120, 126], and hence CBM in Eq. (5.6) is constant for adult healthy
tissue, it is interesting to also investigate diseased, medicated, or juvenile tissue,
where this constancy is not observed. Since the elasticity of bone tissue in chil-
dren changes with respect to age, the stiffness-dependent micro-mechanical signal
sensed by the osteocytes is age-dependent as well, so that even age-independent
osteocyte behavior cannot impede bone volume fractions from depending on age
during development. This goal was accomplished as demonstrated by the out-
come of the micromechanical model and the multistep homogenization scheme
adopted in this study which allowed to take into account the volume fraction of
the elementary components (hydroxyapatite, collagen and water) of healthy chil-
dren and to derive from this composition the elastic constants of the bone matrix.
In turn, the elasticity tensors of the bone matrix determined different and associate
strain energy density levels stored in the trabecular bone sample (millimeter level)
and hence different predictions for the evolution of the bone volume fraction at
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the equilibrium state in the range of 0.13-0.15 (Fig. 5.9). These results suggest that
the age-dependent nano-level properties in the bone matrix composition affect the
cellular activities independently from the pre-existing architecture. The evolution
of the bone volume fraction over the time is different in the range of age 6-13

years because of the increase in bone tissue mineralization during growth. The in-
creased mineralization leads to an increase in bone tissue stiffness and thus lower
strains in the bone tissue. As a consequence, the mechanical signal sensed by the
osteocytes is reduced, which, in turn, affects the osteoblast activity. These results
also suggest that younger healthy children have denser bones (i.e. lower vascular
porosity) with respect to older healthy children. A reduction of bone density (i.e.
an increase of vascular porosity) with age is also shown in [269] where the authors
determined microstructural and strength variables of the distal radius of healthy
girls by high-resolution peripheral computerized tomography and micro-finite el-
ement analysis and quantified low trabecular vBMD and thickness in the distal
radius associated with reduced bone strength and increased fracture risk during
growth. The aforementioned increase of vascular porosity is also consistent with
the decrease of bone formation with increased age between 3 and 18 months, as
evidenced by de Pollak et al. [72] in terms of histomorphometric indices. A few
limitations of the present study should be mentioned as well. First, at the tissue
level the bone was modeled as a closed structure build of bone matrix with cylin-
drical voids whereas in reality it is an open structure and the voids shape is more
complex. The reason for this simplification is that it enables finding analytical so-
lutions. It would be possible to include more realistic microstructural models for
the bone at this level. However, such models would require numerical approaches
for the calculation of the SED and thus will require more CPU time. Since the solu-
tions of the numerical and analytical model based on the cylindrical voids model
are very close, this model seems adequate. Second, in our study only the activity
of the osteoblast cells was mechano-regulated, while the osteoclast activity was
assumed to be not dependent on the mechanical stimulus. However, in the liter-
ature it is suggested that the osteocytes control both the osteoblast and osteoclast
activities [164, 277]. This choice was made to stay in agreement with the remod-
eling theory used in earlier numerical studies [132]. It should be noted, however,
that it would be straightforward to also make osteoclast activity dependent on the
mechanical signal, but in earlier studies this did not lead to large differences in
the result [30]. Third, as in these earlier studies, we used strain energy density as
the mechanical stimulus, whereas others have proposed other stimuli such as fluid
flow and microdamage [11, 51]. However, it was shown earlier that the results of
the bone remodeling simulations are not very sensitive to the actual signal cho-
sen [249]. Also, it should be mentioned that the framework developed here would
enable analyses of fluid flow as well as microdamage, which take place at much
lower levels than that of the bone structure. Fourth, we did not explicitly model
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the actual biochemical messenger pathways. Accounting for this in more detail
as proposed by others [228, 256] may further improve the simulations. Here also,
we would like to emphasize that the framework developed in this investigation
would enable accounting for such biochemical interactions. Still, we expect the
main results of our study remain unaltered by introduction of the aforementioned
further details. Fifth, the osteocyte lacunae microporosity was not included in the
present formulation since it is assumed that the mechanical stimulus sensed by the
osteocytes is the strain energy density in the extracellular matrix. The multi-step
homogenization scheme based on micromechanics and adopted in this study, how-
ever, enables the inclusion of as many phases as required and could also represent
the porosity of the lacunar-canalicular network. For example, lacunar porosity was
considered in multiscale models for bone strength [92] as well as for fast and slow
wave propagation and attenuation through the hierarchical lacunar-vascular pore
system in bone [210]. Our present choice to take, as mechanical stimulus, the strain
energy density in the extravascular bone matrix, is consistent with our approach
to let the cells always deposit bone matrix of the same quality, i.e. with a con-
stant osteocyte density (or lacunar porosity) per volume element of extravascular
bone matrix. Interestingly, such a constant lacunar porosity across bone matrices
of different ages or species actually suggests itself when one compares scanning
electron micrographs from different anatomical sites [28, 270]. Accordingly, when
keeping the aforementioned idea of a constant ”working mode” of the osteoblastic
cells, then the additional explicit introduction of the lacunar-canalicular network
would not alter any of our results. This is why we did not implement them for
the scope and the contents of the present study. Coincidently, this choice has been
also made in a recent multiscale systems biology-micromechanics approach [256].
However, extension of the model to the lacunar-canalicular network along the mi-
cromechanical lines sketched further above does make a lot of sense if one also
wishes to test the effect of using alternative hypotheses for load adaptive bone
remodeling at lower scales, e.g. fluid-flow and microdamage, on the density dis-
tribution at the organ level. Finally, although our discussion was mainly focusing
on trabecular bone, the analytical approach can be straightforwardly applied to
cortical bone. Actually, the micromechanical representation depicted in Fig. 5.2
also holds for the latter, as was evidenced by various studies reporting satisfactory
agreement between respective model predictions and corresponding experimental
results [108, 111, 117].

5.5 conclusions

The multiscale analytical model developed in this study for the simulation of
bone remodeling relates the effects of structural changes at the nanometer level to
changes in bone density at higher levels. Such an analytical formulation includes
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the feedback from the osteoclast/osteoblast activity and includes influences from
mechanical stimuli and surface area available for remodeling. Furthermore, the
multiscale analytical model allows for 1) coupling dynamic loading variables at
the time scale of seconds to the adaptive processes at the scale of year; 2) for
simultaneously exploring the effects of mechanobiological and geometric stimuli
relating local loading conditions in the bone matrix to bone cells involved in bone
remodeling; 3) for taking into account of variations of collagen volume fraction
that affects the stiffness of bone matrix linking the above mentioned scales (tis-
sue and cell levels) to the third mineralized collagen level (100-50 nm). To the
knowledge of the authors, it is the first time that in the literature such a novelty is
found. The proposed model provides new insights on how mechanical properties
and structures of bone at the organ level are affected by the mechanical properties
and hierarchical structural levels at lower scales in both healthy and pathological
conditions. Moreover, since our model’s CPU demands are also dramatically, i.e.
by the factor of one million, decreased as compared to conventional approaches
in the field, it also holds the promise to provide an accurate and efficient tool for
large scale simulating patient-specific bone remodeling simulations in a clinical
everyday setting, in particular for organs such as the hip or spine, where an accu-
rate assessment of bone micro-architecture is not possible. In such analyses, the
effect of macroscopic load transfer mechanisms, such as reduced trabecular load
level due to the existence of thickening cortical shells, could be studied as well, in
addition to the microscopic load transfer mechanism focused on this paper.

5.6 appendix

ABM - Strain concentration tensor

ABM
1111 =

C1122(C1122 − 2kFat)(φ− 1) + C2
1111(1 + 2φ) + C1111(2kFat(1 + φ)− C1122φ)

(C1111 + C1122 + 3C1111φ− C1122φ)(C1122 − 2kFat)(φ− 1) + C1111(1 + φ)
(5.23)

ABM
1122 =

C1111(C1111 − 3C1122 + 4kFat)φ

(C1111 + C1122 + 3C1111φ− C1122φ)(C1122 − 2kFat)(φ− 1) + C1111(1 + φ)
(5.24)

ABM
1133 =

kFat − C1133)φ

(C1122 − 2kFat)(φ− 1) + C1111(1 + φ)
(5.25)

ABM
2211 = ABM

1122 (5.26)
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ABM
2222 = ABM

1111 (5.27)

ABM
2233 = ABM

1133 (5.28)

ABM
3311 = ABM

3322 = 0 (5.29)

ABM
3333 = 1 (5.30)
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nomenclature

Variables
A fourth order concentration tensor
Aijkl concentration tensor component
BS bone surface
BV bone volume
C stiffness tensor
Cijkl stiffness tensor component
eI , eI I , eI I I principal direction
E macroscopic strain
Ei Young’s modulus in direction i
f volume fraction
I fourth order identity tensor
J volumetric part of the identity tensor
Jijkl component of the volumetric part of the identity tensor
k bulk modulus
l experimentally measured length
L geometric length
P fourth order Hill tensor
Pijkl hill tensor component
t time
TV total volume
WF weight fraction
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x bone surface location
α fraction of the bone specific surface available for the cellular activities
δij Kronecker delta
ε microscopic strain
µ osteocyte mechanosensitivity
ρ mass density
σ microscopic stress tensor
Σ macroscopic stress tensor
Σii macroscopic stress tensor component in principal direction i
τ bone formation time constant
φ porosity
ψ microscopic strain energy density

Subscripts
ash ... in ashed bone
BM ... of bone matrix
col ... of collagen
cyl ... accounting for cylindrical inclusions
Fat ... of fat
HA ... of hydroxyapatite
H2O ... of water
OBL ... of osteoblasts
OCL ... of osteoclasts
org ... of organic matter
P ... of pores

Superscripts
adult ... for an adult patient
BM ... in the bone matrix
dry ... dried
∗ ... apparent
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6
C O N C L U S I O N A N D O U T L O O K

The clinical need for information and prediction in order to adopt ”softer” meth-
ods for the patients, drives the field of biomechanics to better understand, by
means of non-invasive techniques -such as Computed Tomography-, the biochem-
ical composition and the microstructure of bone.

The use of imaging techniques having different resolutions allows one to look
into different aspects of the bone material. The use of microCT ex vivo yields the
direct assessment of the bone matrix composition, and makes possible to mea-
sure mineralization grade or collagen content, and opens up the investigation of
diseases affecting the bone matrix.

The development of the clinical applications on the other side, although present-
ing lower resolution images, is interesting so as to assess of the patient-specificity
of the measurement. This is of particular importance to understand the mechani-
cal changes endured by the skeleton. As outlined by the results of Chapter 4, the
heterogeneity in bone density resulting from the natural bone remodeling process,
here in the spine of a young patient, is a very important aspect to consider. The
combination of the research work presented in Chapter 5, with the results of the
patient-specific composition maps of Chapter 4 could, in the future, open new ar-
eas of research, particularly in the validation of bone remodeling algorithms. The
clinical problems which could take profit of this research are as broad as low pack
pain, induced by the deformation of the bones and further of the intervertebral
discs, as well as diseases consisting in the disturbance of the bone remodeling,
such as osteoporosis.

Furthermore, the novel combination of microstructural analysis and mechanical
properties applied to a ceramic biomaterial is in line with the extensive research
done on biocompatible materials, aiming to appropriately replace bone or induce
regeneration of bone.
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A
S O F T WA R E C O D E S F O R I N T R AV O X E L B O N E
M I C R O M E C H A N I C S

This chapter gives a selection of computer codes written in Matlab programming
language [197], which are related to the developments described in Chapter 2,
published in (Blanchard et al, 2013).

%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
% %
% mainScript.m: main script to extract voxel−specific material %
% properties from the CT images %
% written by: Romane Blanchard from previous code of A. Fritsch and %
% A. Dejaco %
% dependencies: findpeaks.m, dispHisto.m, fun NIST.m, relation mu GV.m,%
% Ctensor.m, figures.m %
% IMWS−−TU WIEN %
% %
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%

close all; clear all; clc;
disp(['starts analysis of the CT images'])

%% Initialization
images count=536;
pixels count = 720; % it's a square!
photon energy=10; %keV
rho org = 1.41; % g/cm3
rho HA = 3; % g/cm3
rho w = 1; % g/cm3
rho ec rat=2; %g/cm3

%% Finds X air and X solid peak
disp(['run findpeaks.m...'])
[X peak, X air,X threshold, n all, voxels, X solid] =...

findpeaks(images count, pixels count);
disp('done')
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%% Displays the histogram
disp(['*'])
disp(['histogram'])
dispHisto(n all, images count, voxels);
disp(['...done'])

%% Calculates the X−ray attenuation coefficient
disp(['*'])
disp(['calculation of the X−ray attenuation coefficients'])
[mu HA, mu col,mu w]=fun NIST(photon energy);
disp(['calculation...done'])

%% Volume fractions
disp(['*******************************'])
disp(['calculation of a, b and attenuation coefficients mu ec and mu air'])

[exfHA, exforg, exfw, exmu ec, a, b]=relation mu GV(rho ec rat, rho HA,...
rho w, rho org, mu HA, mu col, mu w, X air, X solid)

disp(['volume fractions'])
[fHA, forg, fw, rho T, barfHA, barforg, barfw, muT threshold, rangemuT]=...

volume fractions(rho w, rho org, rho HA, mu HA, mu w, mu col, a, b)

disp(['*'])
disp(['Calculates the stiffness tensor components...'])

[C1111, C3333, C1122, C1133, C2323, rC1111, rC3333, rC1122, rC1133,...
rC2323, rangex]=Ctensor(rho T, rho HA);

disp(['calculation...done'])

disp(['*'])
disp(['Calculates the engineering values...'])
for i=1:256

C=[rC1111(i), rC1122(i), rC1133(i), 0, 0, 0;...
rC1122(i), rC1111(i), rC1133(i), 0, 0, 0;...
rC1133(i), rC1133(i), rC3333(i), 0, 0, 0;...
0, 0, 0, rC2323(i), 0, 0;...
0, 0, 0, 0, rC2323(i), 0;...
0, 0, 0, 0, 0, (rC1111(i)−rC1122(i))/2];

D=inv(C);

E1(i)=1/D(1,1);
E3(i)=1/D(3,3);
nu12(i)=−D(1,2)*E1(i);
nu13(i)=−D(1,3)*E3(i);
G12(i)=E1(i)/(2*(1+nu12(i)));
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end

%% Writes data tables

datatable2=[rangex' rangemuT' rC1111' rC1122', rC1133', rC3333', rC2323'];
fid2=fopen(['Stiffness tensor components'],'w');
fprintf(fid2, 'GS muec C1111 C1122 C1133 C3333 C2323\r\n');
fprintf(fid2,'%3.0f %5.2f %8.4f %8.4f %8.4f %8.4f %8.4f\r\n',datatable2');
fclose(fid2);

datatable=[rangex' rangemuT' barfHA' barforg' barfw' E1' E3' nu12' nu13' G12'];
fid=fopen(['engineering table.txt'],'w');
fprintf(fid,' GS muec fHA fcol fHA E1 E3
nu12...

nu13 G12\r\n');
fprintf(fid, '%3.0f %5.2f %5.4f %5.4f %8.4f %8.4f %8.4f %8.4f %8.4f...

%8.4f\r\n',datatable');
fclose(fid);

figures(E1, E3, G12, rangex, nu12, nu13, rC1111, rC1122, rC1133, rC3333,...
rC2323, barfHA, barforg, barfw);

disp(['calculation...done'])
save(['workspace.mat'])

%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
% %
% Function findpeaks.m %
% %
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%

function [X peak, X air,X threshold, n all,voxels, X solid] =...
findpeaks(images count, pixels count)

% initial values
n all = 0;
voxels = 0;

% frequency count vector for all images (for histogram)
n all = zeros(1,256);
% bins for histogram
bins = 0:255;

pixels count=720;
images count=536;
voxels=pixels count*pixels count;
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tic

% loop over all CT images
for i=1:images count

% read image
slice = imread(['./originalImages/','harry mpfemur rec',num2str(i),...
'.bmp']);

% −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
% collect info for histogram

slice2 = double(slice); % convert to double
slice vec = reshape(slice2,voxels,1); % make vector
[n, xout] = hist(slice vec, bins); % n...frequency count
n all = n all + n;

% −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−

% standard grey values X of pores and solid
array X air(i) = double(min(min(slice)));
array X solid(i) = double(max(max(slice)));

end % next CT image (ii)

% X air = most frequent GS
[xx,indx air] = max(n all);
X air = bins(indx air);

% X peak = local max.
[xx,indx solid] = max(n all(75:255));
X peak = bins(indx solid+74);

% X threshold = local min.
[xx,indx] = min(n all(indx air+1:indx solid));
X threshold = indx solid; %bins(indx+indx air+1−1);

X solid=136; %mean(el grey(:,2));

%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
% %
% Function dispHisto.m %
% %
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%

function []=dispHisto(n all, images count, voxels)
bins=0:255;
figure1=figure
axes1 = axes('Parent',figure1,'FontWeight','bold','FontSize',14);
bar(bins, n all/(images count*voxels),'k');
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box(axes1,'on');
grid(axes1,'on');
hold(axes1,'all');
axis([0 255 0 0.05]);
xlabel('X−ray attenuation (Grey value − GV)','FontSize', 16, 'FontName',...

'Times','FontWeight', 'bold');
ylabel('Probability density','FontSize', 16, 'FontName', 'Times',...

'FontWeight', 'bold');
% Create arrow
annotation(figure1,'arrow',[0.229183841714757 0.229183841714757],...

[0.280155015197568 0.145896656534954]);

% Create textbox
annotation(figure1,'textbox',...

[0.205212604015331 0.279525165737261 0.0475706310861756 0.0395136778115502],...
'String',{'GV {thr}=75'},...
'FitBoxToText','on','FontSize', 16, 'FontName', 'Times');

figure2=figure
axes2 = axes('Parent',figure2,'FontWeight','bold','FontSize',14);
bar(bins,n all/(images count*voxels),'k');
box(axes2,'on');
grid(axes2,'on');
hold(axes2,'all');
axis([75 255 0 0.0015]);
xlabel('X−ray attenuation (Grey value − GV)','FontSize', 16, 'FontName',...

'Times','FontWeight', 'bold');
ylabel('Probability density','FontSize', 16, 'FontName', 'Times',...

'FontWeight', 'bold');

cumFreq=0;

figure4 = figure('XVisual',...
'0x29 (TrueColor, depth 24, RGB mask 0xff0000 0xff00 0x00ff)');

% cumFreq(1)=n all(1);
for i=2:length(n all)
cumFreq(i)=n all(i)+cumFreq(i−1);
end
plot(bins, cumFreq/(images count*voxels−n all(1)),'k', 'Linewidth',3);
grid on
xlabel('X−ray attenuation (Grey scale −GS)','Fontsize', 14');
ylabel('Cumulative frequency','Fontsize', 14);
% axis([0 2000 0 1]);
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%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
% %
% Function fun NIST.m %
% %
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%

function [mu HA,mu col,mu w] = fun NIST(photon energy)
% photon energy in keV

% from NIST database
% column 1 = photon energy [MeV]
% column 2 = mass attenuation coefficient (without coherent scattering)
% [cm2/g]

%photon energy=10;
% HA
NIST HA = ...

[0.0050 313.0000
0.0060 192.0000
0.0080 87.9000
0.0100 47.2000
0.0150 14.9000
0.0200 6.5600
0.0300 2.1000
0.0400 0.9880
0.0500 0.5870
0.0600 0.4070
0.0800 0.2590 ];

% figure
% plot(NIST HA(:,1), NIST HA(:,2),NIST col(:,1), NIST col(:,2) )

% collagen
NIST col = ...

[5.000E−03 3.24E+01
6.000E−03 1.87E+01
8.000E−03 7.86E+00
1.000E−02 4.05E+00
1.500E−02 1.30E+00
2.000E−02 6.50E−01
3.000E−02 3.24E−01
4.000E−02 2.43E−01
5.000E−02 2.10E−01
6.000E−02 1.93E−01
8.000E−02 1.74E−01];

% water
NIST w = ...

[5.000E−03 4.26E+01
6.000E−03 2.46E+01
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8.000E−03 1.04E+01
1.000E−02 5.33E+00
1.500E−02 1.67E+00
2.000E−02 8.10E−01
3.000E−02 3.76E−01
4.000E−02 2.68E−01
5.000E−02 2.27E−01
6.000E−02 2.06E−01
8.000E−02 1.84E−01 ];

% mineral
rho HA = 3.0; % [g/cmˆ3]

% collagen
rho col = 1.41; % [g/cmˆ3]

% water
rho w = 1.0; % [g/cmˆ3]

% spline interpolation HA
energy = NIST HA(:,1)*1000;
mu sur rho HA = NIST HA(:,2);
cfun = fit(energy,mu sur rho HA, 'cubicspline');
% figure
% plot(cfun)
mu sur rho HA = feval(cfun,photon energy);

% spline interpolation collagen
energy = NIST col(:,1)*1000;
mu sur rho col = NIST col(:,2);
cfun = fit(energy,mu sur rho col, 'cubicspline');
mu sur rho col = feval(cfun,photon energy);

% spline interpolation water
energy = NIST w(:,1)*1000;
mu sur rho w = NIST w(:,2);
cfun = fit(energy,mu sur rho w, 'cubicspline');
mu sur rho w = feval(cfun,photon energy);

% X−ray attenuation coefficients [cmˆ(−1)]
mu w = mu sur rho w*rho w;
mu col = mu sur rho col*rho col;
mu HA = mu sur rho HA*rho HA;

%% plot of the NIST curves
figure1 = figure('XVisual',...

'0x29 (TrueColor, depth 24, RGB mask 0xff0000 0xff00 0x00ff)');

axes1 = axes('YScale','log','YGrid','on','XGrid','on','FontWeight',...
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'bold','FontSize',14);
xlim(axes1,[5 25]);
ylim(axes1,[0.1 1000]);
box(axes1,'on');
hold(axes1,'all');

% Create multiple lines plot
plot1=plot(energy, NIST HA(:,2),energy,NIST col(:,2),energy, NIST w(:,2),...

'MarkerFaceColor','auto','LineWidth',3,...
'Parent',axes1);

set(plot1(1),'Marker','>','LineStyle','−.','Color', [0 0.498039215803146 0]);
set(plot1(2),'Marker','square','LineStyle','−−', 'Color', 'r');
set(plot1(3),'Marker','o', 'Color', 'b');

xlabel('Photon energy [keV]','FontWeight','bold','FontSize',14);
ylabel('$\mu i$/$\rho i$ $\mathbf{[cmˆ2/g]}$','Interpreter','latex',...

'FontWeight','bold',...
'FontSize',16);

legend('hydroxyapatite','collagen','water');

%%plot of the NIST curves
figure2 = figure('XVisual',...

'0x29 (TrueColor, depth 24, RGB mask 0xff0000 0xff00 0x00ff)');
axes1 = axes('YScale','log','YGrid','on','XGrid','on','FontWeight',...

'bold','FontSize',14);
xlim(axes1,[5 25]);
ylim(axes1,[0.1 1000]);
box(axes1,'on');
hold(axes1,'all');

% Create multiple lines plot
plot1=plot(energy, NIST HA(:,2)*rho HA,energy,NIST col(:,2)*rho col,energy,...
NIST w(:,2)*rho w,'MarkerFaceColor','auto','LineWidth',3, 'Parent',axes1);
set(plot1(1),'Marker','>','LineStyle','−.','Color', [0 0.498039215803146 0]);
set(plot1(2),'Marker','square','LineStyle','−−', 'Color', 'r');
set(plot1(3),'Marker','o', 'Color', 'b');
xlabel('Photon energy [keV]','FontWeight','bold','FontSize',14);
ylabel('$\mu i$ $\mathbf{[cmˆ{1}]}$','Interpreter','latex',...

'FontWeight','bold',...
'FontSize',16);

legend('hydroxyapatite','collagen','water');

%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
% %
% Function relation mu GV.m %
% %
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%

function[exfHA, exforg, exfw, exmu ec, a, b]=relation mu GV(rho ec rat,...
rho HA, rho w, rho org, mu HA, mu col, mu w, X air, X solid)
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rhoHAcrit=1.18; %g/cm3

rhoHAapp=1.7042*rho ec rat−2.1125;

A=0.29; B=0.17; %g/cm3
Atilde=((A*rhoHAcrit+B)*rho HA)/(rho org*(rho HA−rhoHAcrit));

if rhoHAapp<=rhoHAcrit
exfHA=(rho ec rat−B*(1−(rho w−rho org))−rho w)/(rho HA(1+A−(A*rho w/...
rho org))−rho w);
exforg=(A*rho HA*exfHA+B)/rho org;
exfw=1−exfHA−exforg;

exmu ec=exfHA*mu HA+mu w*exfw+mu col*exforg;
mu air=0;
a=(exmu ec−mu air)/(X solid−X air);
b=(X solid*mu air−X air*exmu ec)/(X solid−X air);

else
exfHA=1+(rho ec rat−rho HA)/(rho HA+rho w*(Atilde−1)−rho org*Atilde);
exforg=Atilde*(1−exfHA);
exfw=1−exfHA−exforg;

exmu ec=exfHA*mu HA+mu w*exfw+mu col*exforg;
mu air=0;
a=(exmu ec−mu air)/(X solid−X air);
b=(X solid*mu air−X air*exmu ec)/(X solid−X air);

end

%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
% %
% Function volume fractions.m %
% %
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%

function[fHA, forg, fw, rho T, barfHA, barforg, barfw, muT threshold, rangemuT]...
=volume fractions(rho w, rho org, rho HA, mu HA, mu w, mu col,a,b)

X threshold=75;
rangeGS=0:255;
rangemuT=rangeGS*a+b;
muT threshold=X threshold*a+b;
mu org=mu col;

for i=1:length(rangemuT)
muT=rangemuT(i)

A=0.29; B=0.17; rhoHAcrit=1.18;
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%volume fraction of hydroxyapatite

fHA=((mu org − mu w)*rho HA*(B + A*rhoHAcrit) + (−muT + mu w)*(rho HA −...
rhoHAcrit)*rho org)/(((mu org − mu w)*rho HA*(B +A*rhoHAcrit) +...
−mu HA+ mu w)*(rho HA−rhoHAcrit)*rho org);

%volume fraction of water
fw=((muT − mu HA)*(B*rho HA + A *rho HA* rhoHAcrit + (−rho HA + rhoHAcrit)...

*rho org))/(−(mu org −mu w) *rho HA *(B + A *rhoHAcrit) +...
(mu HA − mu w) *(rho HA −rhoHAcrit) *rho org);

%volume fraction of organic matter
forg=−(((muT − mu HA)* rho HA *(B +A *rhoHAcrit))/(−(mu org − mu w)*...

rho HA* (B + A *rhoHAcrit) + (mu HA −mu w)* (rho HA − rhoHAcrit)...

*rho org));

barfHA(i)=fHA;
barforg(i)=forg;
barfw(i)=fw;

rho T(i)=fHA*rho HA+forg*rho org+fw*rho w;
end

%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
% %
% Function Ctensor.m %
% %
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%

function[C1111, C3333, C1122, C1133, C2323, rC1111, rC3333, rC1122,...
rC1133, rC2323, rangex]=Ctensor(rho T, rho HA, X threshold)

rangex=linspace(0,255,256)

%Initialization
rC1111=0; rC3333=0; rC1122=0;rC1133=0; rC2323=0;
X threshold=100;

for i=1:256

x=rho T(i)/rho HA;
C1111 HA=137; %GPa

C1111=(4.6826*xˆ3−6.0171*xˆ2+2.8081*x−0.447)*C1111 HA;

C3333=(−6.8447*xˆ4+17.63*xˆ3−13.5048*xˆ2+4.2118*x−0.4573)*C1111 HA;

C1122=(−11.0152*xˆ5+29.7474*xˆ4−28.7144*xˆ3+12.587*xˆ2−2.3375*x+0.1188)...
*C1111 HA;
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C1133=(−5.0088*xˆ4+13.7237*xˆ3−12.4876*xˆ2+4.8307*x−0.6745)*C1111 HA;

C2323=(4.1245*xˆ5−14.9352*xˆ4+21.9578*xˆ3−15.1486*xˆ2+4.9459*x−0.6169)...
*C1111 HA;

rC1111(i)=C1111;
rC3333(i)=C3333;
rC1122(i)=C1122;
rC1133(i)=C1133;
rC2323(i)=C2323;

end

figure
hold on
plot(rho T, rC1111, rho T, rC3333, rho T, rC1122, rho T, rC1133, rho T, rC2323)
legend('C {1111}','C {3333}','C {1122}','C {1133}','C {2323}')
xlabel('\rho T')
ylabel('Stiffness')
grid on

%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
% %
% Function figures.m %
% %
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%

function[]=figures(E1, E3, G12, rangex, nu12, nu13, rC1111, rC1122, rC1133,...
rC3333,rC2323, barfHA, barforg, barfw);

rangeGS=rangex;
close all;

figure0 = figure('XVisual',...
'0x29 (TrueColor, depth 24, RGB mask 0xff0000 0xff00 0x00ff)');

axes0 = axes('Parent',figure0,'FontWeight','bold','FontSize',14);
hold on; grid on;
plot0=plot(rangeGS, barfHA, rangeGS, barforg, rangeGS, barfw);
set(plot0(1), 'Linewidth', 2, 'DisplayName', 'f {HA}','LineStyle',...

'−.','Color', [0 0.498039215803146 0]);
set(plot0(2),'LineStyle','−−','Linewidth', 2,...

'DisplayName', 'f {org}', 'Color', 'r');
set(plot0(3), 'Linewidth', 2, 'DisplayName', 'f {water}',...

'Color', 'b');
xlabel('X−ray attenuation (grey values GV)', 'FontSize', 16, 'FontName', 'Times');
ylabel('Volume fractions [−]', 'FontSize', 16, 'FontName', 'Times' );
legend0=legend('$f {HA}$', '$f {org}$', '$f {water}$');
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set(legend0,'FontSize', 16,'Interpreter','latex');
axis([75 255 0 1])

figure1 = figure('XVisual',...
'0x29 (TrueColor, depth 24, RGB mask 0xff0000 0xff00 0x00ff)');

axes1 = axes('Parent',figure1,'FontWeight','bold','FontSize',14);
hold on;grid on
plot1=plot(rangex,E1, rangex, E3, rangex,G12);
set(plot1(1), 'Linewidth', 2, 'LineStyle', '−−', 'DisplayName', 'E {1}');
set(plot1(2), 'Linewidth', 2, 'DisplayName', 'E {3}');
set(plot1(3), 'Linewidth', 2, 'LineStyle', '−.', 'DisplayName', 'G {12}');
legend1=legend('$E {1}$','$E {3}$','$G {12}$');
set(legend1,'FontSize', 16,'FontWeight','bold',...

'Interpreter','latex');
xlabel('X−ray attenuation (grey values GV)', 'FontSize', 16, 'FontName',...

'Times','FontWeight', 'bold');
ylabel('Young''s and shear moduli [GPa]', 'FontSize', 16,...

'FontName','Times','FontWeight', 'bold');
axis([75 255 0 100]);

figure2 = figure('XVisual',...
'0x29 (TrueColor, depth 24, RGB mask 0xff0000 0xff00 0x00ff)');

axes2 = axes('Parent',figure2,'FontWeight','bold','FontSize',14);
hold on; grid on;
plot2=plot(rangex, nu12, rangex, nu13);
set(plot2(1), 'Linewidth', 2, 'LineStyle', '−−', 'DisplayName', 'nu {12}');
set(plot2(2), 'Linewidth', 2, 'DisplayName', 'nu {13}');
legend2=legend('$\nu {12}$','$\nu {13}$')
set(legend2,'FontSize', 16,'Fontweight',...

'bold','Interpreter','latex');
xlabel('X−ray attenuation (grey values GV)', 'FontSize', 16, 'FontName',...
'Times', 'FontWeight', 'bold');
ylabel('Poisson''s ratios [−]', 'FontSize', 16, 'FontName', 'Times',...

'Fontweight','bold');
axis([75 255 0 0.8])

figure3 = figure('XVisual',...
'0x29 (TrueColor, depth 24, RGB mask 0xff0000 0xff00 0x00ff)');

axes3 = axes('Parent',figure3,'FontWeight','bold','FontSize',14);
hold on; grid on;
plot3=plot(rangex, rC1111, rangex, rC3333, rangex, rC1122, rangex, rC1133,...

rangex, rC2323);
set(plot3(1), 'Linewidth', 2, 'DisplayName', 'C {1111}');
set(plot3(2), 'Linewidth', 2, 'LineStyle', '−−', 'DisplayName', 'C {3333}');
set(plot3(3), 'Linewidth', 2, 'LineStyle', '−.', 'DisplayName', 'C {1122}');
set(plot3(4), 'Linewidth', 2, 'LineStyle', ':', 'DisplayName', 'C {1133}');
set(plot3(5), 'Linewidth', 2,'MarkerSize',6,'Marker','.', 'LineStyle',...

'none', 'DisplayName', 'C {2323}');
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legend3=legend('$C {1111}$','$C {3333}$','$C {1122}$','$C {1133}$','$C {2323}$')
set(legend3,'FontSize', 16,'Interpreter','latex');
xlabel('X−ray attenuation (grey values GV)', 'FontSize', 16, 'FontName', 'Times')
ylabel('Stiffness tensor components [GPa]', 'FontSize', 16, 'FontName', 'Times')
axis([75 255 0 100])

end
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B
S O F T WA R E C O D E S F O R I N T R AV O X E L A N A LY S I S O F
C E R A M I C B I O M AT E R I A L S

This chapter gives a selection of computer codes written in Matlab programming
language [197], which are related to the developments described in Chapter 3, to
be published in (Czenek et al, 2014).

%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
% %
% mainScript Efunction.m: main script to backcompute the photon energy %
% from histogram landmarks %
% %
% dependencies:fun NIST A, import images %
% last update: June 2014 %
% IMWS−−TU WIEN %
% %
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%

close all; clear all; clc;
disp(['starts script'])

% Loop over the scaffolds:
% (to study only one scaffold, erase/comment "for scaffold iteration=1:12"
% and assign scaffold iteration=number of the scaffold (from 1 to 12))
for scaffold iteration=1:12

switch scaffold iteration
% cases 1−6: empty
case 1 %I

folder='empty 8bit'
scaffold number=1 %used for calculation a and b; 1−20
scaffold='scaffold1'
images count=1170

case 2 %II
folder='empty 8bit'
scaffold number=2 %used for calculation a and b; 1−20
scaffold='scaffold2'
images count=994
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case 3 %III
folder='empty 8bit'
scaffold number=4 %used for calculation a and b; 1−20
scaffold='scaffold4'
images count=854

case 4 %IV
folder='empty 8bit'
scaffold number=5 %used for calculation a and b; 1−20
scaffold='scaffold5'
images count=804

case 5 %V
folder='empty 8bit'
scaffold number=7 %used for calculation a and b; 1−20
scaffold='scaffold7'
images count=880

case 6 %VI
folder='empty 8bit'
scaffold number=8 %used for calculation a and b; 1−20
scaffold='scaffold8'
images count=802

% cases 7 and 8: 3 weeks
case 7 %I

folder='3weeks 8bit'
scaffold number=11 %used for calculation a and b; 1−20
scaffold='scaffold1 3w'
images count=770

case 8 %II
folder='3weeks 8bit'
scaffold number=12 %used for calculation a and b; 1−20
scaffold='scaffold2 3w'
images count=1000
% cases 9 and 10: 6 weeks

case 9 %II
folder='6weeks 8bit'
scaffold number=14 %used for calculation a and b; 1−20
scaffold='scaffold4 6w'
images count=906

case 10 %IV
folder='6weeks 8bit'
scaffold number=15 %used for calculation a and b; 1−20
scaffold='scaffold5 6w'
images count=918

% cases 11 and 12: 8 weeks
case 11 %V

folder='8weeks 8bit'
scaffold number=17 %used for calculation a and b; 1−20
scaffold='scaffold7 8w'
images count=1015

case 12 %VI
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folder='8weeks 8bit'
scaffold number=18 %used for calculation a and b; 1−20
scaffold='scaffold8 8w'
images count=826

end

% Directory name to read the images −− Agnes
dir=['/ct images/',folder,'/',scaffold];
% Directory name −− Romane
%dir=['˜/Documents/Agnes/BACKUP/ct images/',folder,'/',scaffold];

% If the .mat file exists, loads the file, else run the script
% import images to save the .mat file
if exist(['raw volume/',folder,' ',scaffold,' ','raw volume.mat'])==0;

import images;
else

load(['raw volume/',folder,' ',scaffold,' ','raw volume.mat']);
end

% Table 1
GV AIR = [77; 55; 70; 44; 42; 59; 64; 65; 39; 36; 37; 57; 80; 56; 71; 44;...
71; 39; 55; 62; 82];
GV AL = [165;157;159;168;165;167;163;144;180;184;184;133;185;155;171;179;...
177;122;169; 105; 130];
GV max = [245;240;0;239;246; 0; 240;235; 0; 0;240; 167; 0; 198;212;...
0; 227;157;0;0];
GV SC vec =[204;193;188;190;203;195;196;191;185;189;194;138; 194; 163; ...
178; 188; 191;128;180; 198]; %peak of GV

% Mass densities
rho bTCP = 3.07; % g/cm3 mass density of CaP scaffold
rho ETH = 0.789; % g/cm3 mass density of ethanol

% Loop over the energies [kev]
disp(['loop over energy...']);

for ii=1:100
photon energy=ii;

% Computes the X−ray attenuation coefficient depending on energies (Fig. 3)
fun NIST A;

% Saves the attenuation coefficients as vectors
mu bTCP vec(ii)=mu bTCP theoretical; mu ETH vec(ii)=mu ETH theoretical;
mu AL vec(ii)=mu AL theoretical; mu AIR vec(ii)=mu AIR theoretical;

end
disp(['done']);
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%% Assignements
% Peaks from histogram, to be modified
GV left=GV AIR(scaffold number); % left peak (air)
GV phantom= GV AL(scaffold number); % GV of the phantom that you recorded

% after cropping
GV right= GV SC vec(scaffold number); % maximum grey value of the histogram

% assigns attenuation coefficients
mu left vec=mu AIR vec;
mu phantom vec=mu AL vec;
mu right vec=mu bTCP vec;

% Computes coefficients a and b, still depending on the energy [Eq.(2)]
b vec= (mu left vec*GV phantom−mu phantom vec*GV left)./(GV phantom−GV left)
a vec=(mu left vec−mu phantom vec)./(GV left−GV phantom)

% Computes the attenuation coefficient at the top of the scaffold peak
mu peak vec=a vec*GV right+b vec;

% ratio to find energy as minimum of the curve Eq.(7)
ratio=mu peak vec./mu bTCP vec;
ratio4plot(scaffold iteration,:)=ratio;

% nanoporosity at the peak of scaffold Eq.(4) and (5)
if scaffold number<=10

phi peak vec=(mu peak vec−mu bTCP vec)./(mu AIR vec−mu bTCP vec);
else

phi peak vec=(mu peak vec−mu bTCP vec)./(mu ETH vec−mu bTCP vec);
end
% saves the nanoporosity for each scaffold in an vector
phi4plot(scaffold iteration, :)=phi peak vec;

% Finds the maximum of the curve, or unique value
[maxR, maxIndex]=max(phi peak vec(5:100));
% Saves in a vector the scaffold number (1 to 12), the value at the
% maximum of the curve and the index of the maximum
uniquePoint(scaffold iteration,:)=[scaffold iteration, maxR, maxIndex];

end

disp(['Plotting...']);
%% Plots
% energy values
xaxis=1:100;
% time (in weeks)
xaxis2=[0 0 0 0 0 0 3 3 6 6 8 8];

% Nanoporosity as function of the energy for all 12 scaffolds
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figure0=figure;
axes0 = axes('Parent',figure0,'FontWeight','bold','FontSize',14);
hold(axes0,'all');
grid (axes0,'on');
plot(xaxis, phi4plot(1,:),'LineWidth',3,'Color',[0 0 0]);
plot(xaxis, phi4plot(2,:),'LineWidth',2,'LineStyle','−−','Color',[0 0 0]);
plot(xaxis, phi4plot(3,:), 'Marker','o','LineWidth',1,'LineStyle','none',...
'Color',[0 0 0]);
plot(xaxis, phi4plot(4,:),'LineWidth',3,'LineStyle',':','Color',[0 0 0]);
plot(xaxis, phi4plot(5,:),'LineWidth',2,'LineStyle','−.','Color',[0 0 0]);
plot(xaxis, phi4plot(6,:), 'LineWidth',1,...

'Color',[0.0392156876623631 0.141176477074623 0.415686279535294]);
plot(xaxis, phi4plot(7,:),'LineWidth',3,'Color',...
[1 0.694117665290833 0.39215686917305]);
plot(xaxis, phi4plot(8,:), 'LineWidth',2,'LineStyle','−−',...

'Color',[1 0.694117665290833 0.39215686917305]);
plot(xaxis, phi4plot(9,:),'Marker','o','LineWidth',1,'LineStyle','none',...
'Color',[0 0 1]);
plot(xaxis, phi4plot(10,:),'LineWidth',3,'LineStyle',':','Color',[0 0 1]);
plot(xaxis, phi4plot(11,:), 'LineWidth',2,'LineStyle','−.',...

'Color',[0.847058832645416 0.160784319043159 0]);
plot(xaxis, phi4plot(12,:), 'Color',[0.847058832645416 0.160784319043159 0]);
xlim([5 50]);
ylim([0 0.6]);
% Create xlabel
xlabel({'Energy [keV]'},'FontWeight','bold','FontSize',16,...

'FontName','Times');
% Create ylabel
ylabel({'Nanoporosity [cmˆ{−1}]'},'FontWeight','bold','FontSize',16,...

'FontName','Times');
% Create legend
legend0 = legend({'scaffold I', 'scaffold II', 'scaffold III', 'scaffold IV',...

'scaffold V', 'scaffold VI', 'scaffold I, 3 weeks after culture',...
'scaffold II, 3 weeks after culture', 'scaffold III, 6 weeks after culture',...
'scaffold IV, 6 weeks after culture', 'scaffold V, 8 weeks after culture', ...
'scaffold VI, 8 weeks after culture'}, 'Fontname', 'Times',...
'Location','EastOutside', 'Fontsize', 14);

hold off;
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%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
% main.m : main script for determination of the linear relation %
% between grey values and attenuation coefficients, %
% convertion the voxel−specific grey values to %
% voxel−specific attenuation coefficients, voxel−specific %
% nanoporosities and elastic properties %
% %
% Written by: Romane Blanchard, Agnes Czenek, and Alexander Dejaco %
% Dependencies: import images.m, fun NIST A.m, images cleaning.m, %
% hom func.m, generate grey el.m, generate color rhoec.m %
% IMWS−TU WIEN %
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%

clear all
close all
clc

% PARAMETERS

folder='8weeks 8bit'
scaffold number=17 %used for calculation a and b; 1−20
scaffold='scaffold7 8w'
images count=1015
dir=['/ct images/',folder,'/',scaffold];

rho bTCP = 3.07; % g/cm3 mass density of CaP scaffold
rho ETH = 0.789; % g/cm3 mass density of ethanol

% List of grey value landmarks for all stacks of images
% GV = [1.e;2e;3e; 4e; 5e; 6e; 7e; 8e; 9e; 10e;1.3w;2.3w;3.3w;4.6w;5.6w;6.6w;
% 7.8w;8.8w;9.8w; 10.8w]
% 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16
% [0:255] !!
GV AIR vec = [77; 55; 70; 44; 42; 59; 64; 65; 39; 36; 37; 57; 80; 56;
71;...

44; 71; 39; 55; 62];
GV ETH vec = [77; 55; 70; 65; 60; 59; 76; 65; 62; 62; 58; 68; 95; 70;
85;...

63; 84; 50; 68; 62];
GV AL vec = [165;157;159;168;165;167;163;144;180;184;184;133; 185; 155; 171;...
179; 177;122;169; 105];
GV SC vec = [204;193;188;190;203;195;196;191;185;189;194;138; 194; 163; 178;...
188; 191;128;180; 198];

%Maximum value of GV for Gaussian distrib.
% GV = [1.e;2e;3e; 4e; 5e; 6e; 7e; 8e; 9e; 10e;1.3w;2.3w;3.3w;4.6w;5.6w;
% 6.6w;7.8w;8.8w;9.8w; 10.8w]
% 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16
GV E21 = [266;274;0;310;306; 0; 276;234; 0; 0;352; 220; 0; 268;286;...

0; 298;217;0;0]
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GV max = [245;240;0;239;246; 0; 240;235; 0; 0;240; 167; 0; 198;212;...
0; 227;157;0;0]

% Single grey values of the selected scaffold
GV AIR= GV AIR vec(scaffold number);
GV ETH= GV ETH vec(scaffold number);
GV AL= GV AL vec(scaffold number);
GV SC= GV SC vec(scaffold number);

% Photon energy determined in mainScript Efunction
photon energy=21;

% Imports 8−bit CT images
import images
%save(['raw volume/',folder,' ',scaffold,' ','raw volume.mat'])

%load(['raw volume/',folder,' ',scaffold,' ','raw volume.mat'])

% Gets attenuatuion coeffcients for the computed photon energy
fun NIST A

% Computatuion of the linearity constants
b=(mu AIR theoretical*GV AL−mu AL theoretical*GV AIR)/(GV AL−GV AIR)
a=(mu AIR theoretical−mu AL theoretical)/(GV AIR−GV AL)

% Computation of the nanoporosity
[nanop,threshold]=nanopores(a, b, GV ETH, GV AL, GV E21, GV max, hist all,...
mu ETH theoretical, mu AIR theoretical, mu bTCP theoretical,folder,scaffold,...
scaffold number);

% Application of the threshold onto the images
image cleaning

% grey value vector of bone material
GV vector=(threshold:GV max(scaffold number));
% nanoporosity of the bone
nanop clean=nanop(GV vector);

%% Homogenization step for discs of hydroxyapatite in air
hom func

%% Write data tables
datatable=[GV vector' nanop clean' E hom' nu hom'];
fid=fopen(['engineering table ',folder,scaffold,'.txt'],'w');
%fprintf(fid,' GV porosity Ehom nuhom \r\n');
fprintf(fid, '%3.0f %2.4f %3.4f %3.4f \r\n',datatable');
fclose(fid);

%% Reduction of image size by grouping of voxels + Generation of txt files
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% with element number and porosity/Young's modulus/Poisson's ratio
generate grey el

%% Generation of color maps
generate color rhoec

%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
% %
% Subscript import images.m %
% %
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%

slice=imread([dir,'/raw/',scaffold,' 0000.tif']);
%slice=imread([dir,'/raw/',scaffold,' 0000.tif']);

build dimx=size(slice,1);
build dimy=size(slice,2);
build dimz=images count;
voxels=build dimx*build dimy;

volumes=zeros(build dimx,build dimy,images count,'uint8');
hist all=zeros(1,256); %empty variable for matlab to be quicker

for i=1:images count
if i<11

slice = imread([dir,'/raw/',scaffold,' 000',num2str(i−1),'.tif']);
elseif i>10 && i<101

slice = imread([dir,'/raw/',scaffold,' 00',num2str(i−1),'.tif']);
elseif i>100 && i<1001

slice = imread([dir,'/raw/',scaffold,' 0',num2str(i−1),'.tif']);
else

slice = imread([dir,'/raw/',scaffold,' ',num2str(i−1),'.tif']);
end
volumes(:,:,i)=uint8(slice);
disp(['imported ',num2str(i),'/',num2str(images count)]);

slice2 = double(slice); % convert to double
slice vec = reshape(slice2,voxels,1); % make vector
n = hist(slice vec, 0:255); % n...frequency count
hist all = hist all + n;

end

%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
% %
% Subscript image cleaning.m %
% %
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
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% Loop over the three dimentions of the space through the CT images
for z=1:(build dimz)

for y=1:build dimy
for x=1:build dimx

if (volumes(x,y,z) < threshold)
volumes(x,y,z) = 0; % Below threshold is put to zero

else
if (volumes(x,y,z) > GV max(scaffold number));

% above GV max is put to equal to GV max to get [0:255]
volumes(x,y,z) = GV max(scaffold number);

end
end

end
end
disp(['running ',num2str(z),'/',num2str(build dimz)])

end

save(['cleaned volume/',folder,' ',scaffold,' ','cleaned volume.mat'])

% Writes "clean" images
for z=1:build dimz

disp(['running ',num2str(z),'/',num2str(build dimz)])
imwrite(volumes(:,:,z),[dir,'/cleaned/',scaffold,' ',num2str(z),'.tif']);

end

%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
% %
% Function nanopores.m %
% %
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%

function [nanop,threshold]=nanopores(a, b, GV ETH, GV AL, GV E21, GV max,...
hist all, mu ETH theoretical, mu AIR theoretical, mu bTCP theoretical,...
folder,scaffold,scaffold number)

% Array [0 GVmax]
bins=0:GV max(scaffold number);

% Translation from GV to attenuation coefficients using a and b
mu = bins*a+b

% Condition if the scaffolds were scanned in air or ethanol
if scaffold number <= 10 %scaffolds before cell culture (scaffolds used are: 1,2,4,5,7, and 8)

nanop = (mu−mu bTCP theoretical)/(mu AIR theoretical−mu bTCP theoretical);
else

nanop = (mu−mu bTCP theoretical)/(mu ETH theoretical−mu bTCP theoretical); % scaffolds after cell culture (scaffolds used are: 11,12,14,15,17, and 18)
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end

% min value should always be between GV ethanol and GV aluminium !?
indx lower=GV ETH; % ethanol
indx higher=GV AL; % aluminium

% Computes the minimum between the peak of ethanol and the peak of
% bone=threshold
[xx,indx]=min(hist all(indx lower:indx higher));
threshold=(indx lower+indx)−1

%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
% %
% Function hom func.m %
% Power functions from Fritsch et al., ASME 2013 to compute %
% homogenized Young's modulus and Poisson's ratio %
% %
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%

% Values from Liang et al., Acta Biomaterialia 6 (2010)
E s= 110.3; %[GPa]
nu s= 0.276;

%% Data from Fritsch et al., ASME 2013 (Tables 3 and 5) for disks
% coefficients for Young's modulus
Be=0.9867; Ce=2.053;

% coefficients for Poisson's ratio
Av=−1.0521*nu s+0.2197;
Bv=2.2684*nu s−0.4645;
Cv=−0.8121*nu s+0.1662;
Dv=0.3602*nu s−0.0718;
Ev=0.2394*nu s+0.1496;

%% Loop over the nanoporosities between threshold and maximum GV
for i=1:length(nanop clean)

phi=nanop clean(i); % phi is the porosity

%Displays advancement
if mod(i, 50)==0

disp([num2str(i),'/', num2str(length(nanop clean))]);
end

% Homogenized Young's modulus [Eq.(37), Fritsch et al.]
E hom(i)=E s*Be*(1−phi)ˆCe;

% Homogenized Poisson's ratio [Eq.(50), Fritsch et al.]
nu hom(i)=Av*(1−phi)ˆ4+Bv*(1−phi)ˆ3+Cv*(1−phi)ˆ2+Dv*(1−phi)+Ev;
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end
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C
S O F T WA R E C O D E S F O R F R A C T U R E R I S K A S S E S S M E N T O F
V E RT E B R A E

This chapter gives a selection of computer codes written in Matlab [197], Python
[247] and Fortran [4] programming languages, which are related to the develop-
ments described in Chapter 4, to be published in (Blanchard et al, 2014).

%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
% %
% energy cort.m: script to find the peak of energy and %
% the mass density of extracellular bone material %
% dependencies: − fun NIST.m %
% − relation mu GV.m %
% IMWS−−TU WIEN %
% %
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%

close all; clear all; clc;
disp(['starts script'])

%% Initialization
% from Malandrino et al., 2011
rho HA=3; % g/cm3
rho org=1.42; % g/cm3 from Morin et al., 2013
rho w=1; % g/cm3
rho soft=1.04; % g/cm3 mean mass density of the tissues surrounding

% the spine: muscle, blood, kidney, Liver, spleen
% and spinal cord from Mast, 2000

rho fat=0.95; % g/cm3 from Mast, 2000

% Porosities
phi lac=0.1; % lacunar porosity
phi vas cort=0; % macroscopic cortical porosity

% Characteristic lengths
l cort=0.26; %mm
l pixel=0.324; %mm
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% Peaks from histogram
GV fat=72;
GV soft=84;
GV max=164;
GV ante max=156;
GV air=0;

% System of equations [Eq. (1)]
% syms l1 l2 GVev lpixel GVsoft lcort GVmax GVmax 1
% S=solve((l1/lpixel)*GVev+(1−l1/lpixel)*GVsoft==GVmax,...
% (l2/lpixel)*GVev+(1−l2/lpixel)*GVsoft==GV ante max,...
% l1+l2==lcort, l1, l2, GVev);

% Theoretical GV BM considering the size of the cortical shell and the
% pixel size [Eq. (2)]
GV ev=(l pixel/l cort)*(GV max+GV ante max−2*GV soft)+GV soft;
l1=(l cort*(GV max − GV soft))/(GV max + GV ante max − 2*GV soft);
l2=(l cort*(GV ante max − GV soft))/(GV max + GV ante max − 2*GV soft);

% volume fraction of water in the middle peak (soft tissues) as composite
%of water and collagen [Eq. (6)]
phi w soft=(rho soft−rho org)/(rho w−rho org);

%% Loop over the energies
disp(['loop over energy...']);
for ii=1:100

close all
photon energy=ii;

% Computes the X−ray attenuation coefficient depending on energies
fun NIST;

% computes the attenuation coefficient of the soft material from average
% laws for attenuation coefficients and mass densities (Eq. (4))
mu soft=mu w*phi w soft+mu col*(1−phi w soft);

% Computes coefficients a and b with values assigned to left and right
% peaks (consequence of Eq. (2a)−(2b))
a= (mu fat−mu soft)/(GV fat−GV soft);
b= (mu fat*GV soft−mu soft*GV fat)/(GV soft−GV fat);

% arrays of a and b for all energies for plotting
a vec(ii)=a; b vec(ii)=b;

% Computes the attenuation coefficient of the max GV (Eq. (2c))
mu BM=a*GV ev+b;
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% Computation of volume fractions fHA, forg, fH2O
% critical apparent mass density of HA (see Vuong & Hellmich between Eq. 24
% and 25).
rhoHAcrit=1.18; %g/cm3

% variation of extracellular mass density between 1,5 and 2 in 100
% steps
rho ec vec=linspace(1.5,2,100);

% Loop over the mass density of extracellular bone matrix
for jj=1:length(rho ec vec)

curr rho ec=rho ec vec(jj);

% slope of Jenny's curve computed by Claire
rhoHAapp=1.7042*curr rho ec−2.1125;

% constants of the first branch of the bilinear relation between rhoˆ* org
% and rho HAˆ*
A=0.29; B=0.17; %g/cm3

% volume fractions from Vuong and Hellmich
if rhoHAapp<=rhoHAcrit

% expression of forg=(A*rhoHA*fHA+B)/rhoorg and fw=1−fHA−forg
% in fHA*rhoHA=rhoec−forg*rhoorg−fw*rhow
exfHA=(curr rho ec−B*(1−(rho w/rho org))−rho w)/(rho HA*(1+A−(A*rho w/...

rho org))−rho w);
%Eq. 22 Vuong and Hellmich
exforg=(A*rho HA*exfHA+B)/rho org;
exfw=1−exfHA−exforg;

%expression from Eq. 23 of Vuong and Hellmich without apparent
%mass densities

Atilde=((A*rhoHAcrit+B)*rho HA)/(rho org*(rho HA−rhoHAcrit));

else
% simplification of fHA from forg=Atilde*(1−exfHA) and fw=1−fHA−forg
% in fHA*rhoHA=rhoec−forg*rhoorg−fw*rhow
exfHA=1+(curr rho ec−rho HA)/(rho HA+rho w*(Atilde−1)−rho org*Atilde);
% from Eq. 23 of Vuong and Hellmich
exforg=Atilde*(1−exfHA);
exfw=1−exfHA−exforg;

end

% attenuation coefficient of extracellular bone matrix [Eq.(7)]
mu ec vec(jj)=exfHA*mu HA+exforg*mu col+exfw*mu w;

end

% attenuation of extravascular bone matrix when zero vascular porosity
mu exvas comp=mu BM;

192



software codes for fracture risk assessment of vertebrae

% attenuation of extravascular bone matrix [Eq. (8)]
mu ev vec=phi lac*mu w+ (1−phi lac)*mu ec vec;

% Ratio R [Eq. (9)]; on lines: evolution by increasing mass density,
%on columns: evolution by increasing energy
ratio mu(ii,:)=mu exvas comp./mu ev vec;

% Saves the attenuation coefficients as vectors for all energies
mu HA vec(ii)=mu HA;
mu col vec(ii)=mu col;
mu w vec(ii)=mu w;
mu fat vec(ii)=mu fat;

end

% Computation of points for Fig. 6(b)
%Selects ratio mu very close to 1 for each combination of mass density and
%energy
n=1;
for kk=1:100

for ll=1:length(rho ec vec)
if ratio mu(kk,ll)<1.005 && ratio mu(kk,ll)>0.995

%[energy, rho ec, R]
curve rho ec(n,:)=[kk rho ec vec(ll) ratio mu(kk,ll)]
n=n+1;

end

end
end

%Finds minimum of points close to 1 for each energy step and assign one
%point per energy step
n=1
for ll=2:length(curve rho ec)

curr e=curve rho ec(ll,1);
if curr e==curve rho ec(ll−1,1);

continue
else
[idx]=find(curve rho ec(:,1)==curr e);
[minval, minidx]=min(curve rho ec(idx,2));
curve rho ec final(n,:)=[curr e, minval];
n=n+1
end

end

disp(['Plotting...']);

%% Plots
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xaxis=1:100;

%Plots Fig. 6(b)
figure1=figure
axes1 = axes('Parent',figure1,'FontWeight','bold','FontSize',16,...
'XMinorTick','on');

grid(axes1,'on');
hold(axes1,'all');
plot1=plot(curve rho ec final(:,1), curve rho ec final(:,2),'k', 'Linewidth',...
3, 'Markersize',5);

set(plot1(1), 'MarkerFaceColor',[0 0 0],'MarkerEdgeColor',[0 0 0]);
xlabel('\textbf{Energy [keV]}','FontSize',18, 'interpreter', 'latex');
ylabel({'\textbf{Extracellular Mass density $\rho {ec}$ [g/cm$ˆ{3}$]}'},...
'FontSize',16, 'interpreter', 'latex');
axis([1 50 1.5 2])
%Create arrow
annotation(figure1,'arrow',[0.593181385421325 0.593181385421325],...

[0.426070592139572 0.116209168918599]);
%Create arrow
annotation(figure1,'arrow',[0.594016109962227 0.319699499165275],...

[0.425307305741241 0.425316455696203]);
hold off

% Plots Fig. 3
figure2=figure
axes21 = axes('Parent',figure2,'FontWeight','bold','FontSize',16);
grid(axes21,'on');
hold(axes21,'all');
plot21=plot(xaxis, a vec, xaxis, b vec);
set(plot21(1), 'Color', 'k' , 'Linewidth', 2);
set(plot21(2), 'Color', 'k' , 'Linewidth', 2, 'LineStyle','−−');
xlabel({'\textbf{Energy [keV]}'},'FontName','Times','FontSize',16,...
'interpreter', 'latex');

ylabel({'\textbf{Proportionality constants [cm$ˆ{−1}$]}'},'FontName',...
'times','FontSize',16, 'interpreter', 'latex');
legend2 = legend({'$a(\mathcal{E})$', '$b(\mathcal{E})$'}, 'Fontname', ...
'times', 'interpreter', 'latex');
axis([1 100 −50 20])
hold off

% Plots Fig. 6(a)
figure3=figure
axes1 = axes('Parent',figure3,...

'FontWeight','bold',...
'FontSize',16, 'XTick',[0 10 20 30 40 50 60 70 80 90 100]);

grid(axes1,'on');
hold(axes1,'all');
for kk=1:length(rho ec vec)

plot1(kk)=plot(xaxis, ratio mu(:,kk));
end
set(plot1(1), 'Color', 'k' , 'Linewidth', 2);
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set(plot1(2),'LineStyle',':', 'Color', 'k' , 'Linewidth', 2 );
set(plot1(3),'LineStyle','−−', 'Color', 'k' , 'Linewidth', 2);
set(plot1(4),'Marker','.','LineWidth',0.5, 'Color', 'k');
set(plot1(5),'Marker','>','LineWidth',0.5, 'Color', 'k' );
set(plot1(6),'LineStyle','−.', 'Color', 'k' , 'Linewidth', 2);
xlabel('\textbf{Energy [keV]}','FontSize',18, 'interpreter', 'latex');
ylabel('\textbf{Ratio R [−]}','FontSize',18, 'interpreter', 'latex');
legend1 = legend({'$\rho {ec}$=1.5 g/cm$ˆ3$', '$\rho {ec}$=1.6 g/cm$ˆ3$',...

'$\rho {ec}$=1.7 g/cm$ˆ3$','$\rho {ec}$=1.8 g/cm$ˆ3$',...
'$\rho {ec}$=1.9 g/cm$ˆ3$','$\rho {ec}$=2 g/cm$ˆ3$'} , 'interpreter', 'latex');
axis([0 100 0.5 2])
hold off;
% save('fig energy 104.fig','figure3')

%plot of the NIST curves
figure4 = figure('XVisual',...

'0x29 (TrueColor, depth 24, RGB mask 0xff0000 0xff00 0x00ff)');
axes4 = axes('YScale','log','YGrid','on','XGrid','on','FontWeight',...

'bold','FontSize',14);
xlim(axes4,[5 80]);
ylim(axes4,[0.1 10000]);
box(axes4,'on');
hold(axes4,'all');
% Create multiple lines using matrix input to semilogy
plot4=semilogy(xaxis, mu HA vec ,xaxis, mu col vec ,xaxis, mu w vec,...

xaxis, mu fat vec ,'MarkerFaceColor','auto','LineWidth',3,'Parent',axes4);
% semilogy1 = semilogy(energy,NIST col(:,2),NIST HA(:,2),NIST w(:,2),...
% 'MarkerFaceColor','auto','LineWidth',3,...
% 'Parent',axes1);
set(plot4(1),'LineStyle','−.','Color', [0 0.498039215803146 0]);
set(plot4(2),'LineStyle','−−','LineStyle','−−', 'Color', 'r');
set(plot4(3),'Marker','o', 'Color', 'b');
set(plot4(4), 'Color', 'k');
xlabel({'\textbf{Photon energy [keV]}'},'FontSize',16, 'fontname', 'times',...

'interpreter', 'latex');
ylabel({'\textbf{$\mu i$ [cm$ˆ{−1}$]}'},...

'FontSize',16, 'fontname', 'times', 'interpreter', 'latex');
legend({'hydroxyapatite','collagen','water', 'adipose tissue'},'FontSize',...
16, 'fontname',...

'times', 'interpreter', 'latex');
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%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
% %
% mainScript.m: main script to extract voxel−specific material %
% properties from the CT images %
% written by: Romane Blanchard from previous codes of A. Fritsch and %
% A. Dejaco %
% dependencies: − fun NIST.m %
% − relation mu GV.m %
% − hom micro elas.m %
% − plots.m %
% IMWS−−TU WIEN %
% %
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%

close all; clear all; clc;
disp(['starts script'])

micromecha path=addpath('˜/Documents/TU/micromechanics/');
%% Initialization

% CT parameters
photon energy=24;%keV back−computed
GV cort=298;
GV fat=72;
threshold=93;
% Bone
rho ec=1.67; % mass density of extracellular bone

% in g/cm3 from Malandrino, 2011
rho HA=3; % g/cm3
rho org=1.42; % g/cm3
rho w=1; % g/cm3
rho fat=0.95; % g/cm3 from Mast, 2000
rho soft=1.052; % g/cm3 from Mast, 2000

phi lac=0.1; % lacunar porosity
phi vas cort=0; % macroscopic cortical porosity

% Stiffness tensors

% Stiffness derived by Claire from the back−computed density
c1111=10.343; c2222=10.343; c3333=12.804;
c1122=4.757; c1133=5.239; c2233=5.239;
c2323=5.817/2; c1313=5.817/2; c1212=5.586/2;

cExvas=[c1111 c1122 c1133 0 0 0;
c1122 c2222 c2233 0 0 0;
c1133 c2233 c3333 0 0 0;
0 0 0 2*c2323 0 0;
0 0 0 0 2*c1313 0;
0 0 0 0 0 2*c1212];
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% Pores

I=[1 0 0 0 0 0;
0 1 0 0 0 0;
0 0 1 0 0 0;
0 0 0 1 0 0;
0 0 0 0 1 0;
0 0 0 0 0 1];

Ivol=[1/3 1/3 1/3 0 0 0;
1/3 1/3 1/3 0 0 0;
1/3 1/3 1/3 0 0 0;
0 0 0 0 0 0;
0 0 0 0 0 0;
0 0 0 0 0 0];

Idev=I−Ivol;
kPores=2.3;
muPores=1E−05;
cPores=2*muPores*Idev+3*kPores*Ivol;

%% Calculates the X−ray attenuation coefficient
disp(['*'])
disp(['calculation of the X−ray attenuation coefficients'])
fun NIST;

disp(['calculation...done'])

disp(['*******************************'])
disp(['calculation of a, b and attenuation coefficients mu ec and mu air'])

relation mu GV;

mu cort=mu w*phi vas cort+mu ev*(1−phi vas cort);

%coefficients a and b with soft
a= (mu fat−mu cort)/(GV fat−GV cort);
b= mu cort− (mu fat−mu cort)/(GV fat−GV cort)*GV cort;

%% Elastic properties

GV range=threshold:GV cort;
mu range=a*GV range+b;

fPoresRange=(mu range−mu ev)/(mu w−mu ev);

hom micro elas;

%% Plot
plots;
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fileResults=fopen('elasticityValues.txt','w');
%fprintf(fileResults,'GV Porosity E1 E2 E3 nu12 nu31 nu23 G12 G13 G23\r\n');
for ll=1:length(GV range)
fprintf(fileResults, '%d %d %d %d %d %d %d %d %d %d %d\r\n', GV range(ll),...

fPoresRange(ll),E1 range(ll), E2 range(ll), E3 range(ll),...
nu12 range(ll), nu13 range(ll), nu23 range(ll), G12 range(ll),...
G13 range(ll), G23 range(ll));

end
fclose(fileResults);

save('engineeringvalues.mat')

%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
% %
% Base script for generation of input files %
% written by: Romane Blanchard %
% %
% dependencies: centroids.m, interp.m, barycentricCoordinates.m, %
% generation elementSet.m %
% IMWS−−TU WIEN %
% %
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%

close all; clear all; clc

%% Vertebral body L3
% Finite Element model
el size=0; % 3 25 2 15 or 0
Path=['./Model es',num2str(el size),'/'];
analysis type='ho'; % ho or he

% Nodes coordinates
N=importdata([Path,'L3−nodes.txt']);

% Element list
L3=importdata([Path,'clean solid es',num2str(el size),'.txt']);
L3 cort shell=importdata([Path,'clean cortical es',num2str(el size),'.txt']);
L3 superend=importdata([Path,'clean superEP es',num2str(el size),'.txt']);
L3 inferend=importdata([Path,'clean inferEP es',num2str(el size),'.txt']);

% Images
dimx=512;
dimy=512;
dimz=34;
pixel length=0.3242;

% grey value−specific material properties
el val=load('elasticityValues.txt');
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% computes centroids of elements
centroids

disp(['centroids done']);

switch analysis type
case 'he'

% Assign grouping factor depending on the ratio of the average FE element
% length over the pixel size
grouping factor=floor(FE element size/pixel length);

% Loads information from images
load(['./JPGfiles/clean mf1','.mat']);

% Generates point cloud from images
interp

% Interpolation between point cloud and FE mesh
listcentroidsL3=load([Path, 'listcentroidsL3 es',num2str(el size),...

'.txt']) ;
pointcloud=load([Path, 'pointcloud es',num2str(el size),'.txt']);

barycentricCoordinates

case 'ho'

end

% Imports list of centroids with their corresponding GV
elGV=importdata([Path, 'elementCentroidGV es', num2str(el size),'.txt']);
% Finds mean GV value in the model and gets the corresponding Young's
% modulus and Poisson's ratio
[lineGVmean, colGVmean]=find(el val(:,1)==floor(mean(elGV(:,2))));

%% generation of abaqus input file

inputfile=fopen([Path, 'L3', analysis type, ' es', num2str(el size),...
'.inp'],'w');

% Title
fprintf(inputfile, '************************************************\r\n');
fprintf(inputfile, '** Script for model of a vertebral body L3\r\n');
fprintf(inputfile, '** from Dr. Z. Sant, University of Malta\r\n');
fprintf(inputfile, '** written by R. Blanchard, TU WIEN/ IMWS\r\n');
fprintf(inputfile, '************************************************\r\n');

%Heading
fprintf(inputfile,'*Heading\r\n');
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fprintf(inputfile, '** Job name: L3 es%i\r\n', el size);
fprintf(inputfile,'*Preprint,echo=NO,model=NO,history=NO,contact=NO\r\n');

% Parts
fprintf(inputfile,'**PARTS\r\n');
fprintf(inputfile,'*Part, name=L3BODY\r\n');
fprintf(inputfile, '*Node\r\n');

% prints nodes with coordinates

fprintf(inputfile,' %6.0f, %4.8f, %4.8f, %4.8f\r\n', N(:, 1:4)');
fprintf(inputfile, '**\r\n');
%prints solid elements with nodes
fprintf(inputfile, '*Element, type=C3D4, elset=SOLIDVERTEBRA\r\n');
fprintf(inputfile,'%7.0f, %7.0f, %7.0f, %7.0f, %7.0f\r\n', L3(:, 1:5)');
fprintf(inputfile, '**\r\n');
%prints cortical shell elements with nodes
fprintf(inputfile, '*Element, type=S3, elset=CORTICALSHELL\r\n');
fprintf(inputfile,'%7.0f, %7.0f, %7.0f, %7.0f\r\n',L3 cort shell(:, 1:4)');
fprintf(inputfile, '**\r\n');
%prints endplates shell elements with nodes
fprintf(inputfile, '*Element, type=S3, elset=LOWERENDPLATE\r\n');
fprintf(inputfile,' %7.0f, %7.0f, %7.0f, %7.0f\r\n', L3 inferend(:, 1:4)');
fprintf(inputfile, '**\r\n');
fprintf(inputfile, '*Element, type=S3, elset=UPPERENDPLATE\r\n');
fprintf(inputfile,' %7.0f, %7.0f, %7.0f, %7.0f\r\n', L3 superend(:, 1:4)');
fprintf(inputfile, '**\r\n');

% Solid sections
fprintf(inputfile, '***************************** SOLID SECTIONS *******');
fprintf(inputfile, '*************************\r\n');

switch analysis type
case 'ho'

fprintf(inputfile, '** Section: Section−3−SOLIDVERTEBRA\r\n');
fprintf(inputfile, '*Solid Section, elset=SOLIDVERTEBRA,');
fprintf(inputfile, 'material=TRABECULARBONE\r\n');
fprintf(inputfile, ',\r\n');

case 'he'
end
fprintf(inputfile,'** Section: Section−3−ENDPLATES\r\n');
fprintf(inputfile,'*Shell Section, elset=UPPERENDPLATE, material=ENDPLATEBONE\r\n');
fprintf(inputfile,'1.,5\r\n');
fprintf(inputfile,'*Shell Section, elset=LOWERENDPLATE, material=ENDPLATEBONE\r\n');
fprintf(inputfile,'1.,5\r\n');
fprintf(inputfile,'*Shell Section, elset=CORTICALSHELL, material=CORTICALBONE\r\n');
fprintf(inputfile,'0.23,5\r\n');

switch analysis type
case 'ho'
case 'he'
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tot count=0;
counter=0;
E3=el val(:,5);
nu13=el val(:,7);

for i=1:length(E3)
n=i+99;
curr indexes=find(elGV(:,2)==n);
curr elSet=elGV(curr indexes,1);
counter=counter+length(curr indexes);

if isempty(curr elSet)==0
fprintf(file,'*Elset, elset= Gray');
fprintf(file,'%d',n);
fprintf(file,', internal\n');
a=0;
for j=1:length(curr elSet)

a=a+1;

fprintf(file,'%7.0f', curr elSet(j));
if j<length(curr elSet)

fprintf(file,',');
end

if a==16
fprintf(file,'\n');
a=0;

end

end
fprintf(file,'\n');
fprintf(file,'*Solid Section, elset= Gray');
fprintf(file,'%3.0f',n);
fprintf(file,', material=Gray');
fprintf(file,'%3.0f',n);
fprintf(file,'\n');
fprintf(file,'1.,\n');

end
end

end
fprintf(inputfile, '*End Part\r\n');
fprintf(inputfile, '**\r\n');
fprintf(inputfile, '**\r\n');

% Assembly
fprintf(inputfile, '********************************** ASSEMBLY ********');
fprintf(inputfile, '**************************\r\n');
fprintf(inputfile, '*Assembly, name=Assembly\r\n');
fprintf(inputfile, '*Instance, name=L3BODY, part=L3BODY\r\n');
fprintf(inputfile, '*End Instance\r\n');
fprintf(inputfile, '*Nset, nset=PINNEDSURF, elset=L3BODY.LOWERENDPLATE\r\n');

201



software codes for fracture risk assessment of vertebrae

fprintf(inputfile, '*Surface, type=ELEMENT, name=LOADSURF\r\n');
fprintf(inputfile, 'L3BODY.UPPERENDPLATE, SPOS\r\n');
fprintf(inputfile, '*End Assembly\r\n');

% Materials
fprintf(inputfile, '********************************** MATERIAL ********');
fprintf(inputfile, '**************************\r\n');

fprintf(inputfile, '*Material, name=CORTICALBONE\r\n');
fprintf(inputfile, '*Elastic\r\n');
% Assigns last value of the GV/elastic properties look−up table, porosity=0
fprintf(inputfile, '%d, %d \r\n', el val(length(el val), 5)*1e3,...

el val(length(el val), 7));
switch analysis type

case 'ho'
fprintf(inputfile, '*User Output Variables\r\n');
fprintf(inputfile, '1,\r\n');
fprintf(inputfile, '*Material, name=ENDPLATEBONE\r\n');

case 'he'
fprintf(inputfile, '*Material, name=ENDPLATEBONE\r\n');
fprintf(inputfile, '*User Output Variables\r\n');
fprintf(inputfile, ' 1,\r\n');

end

fprintf(inputfile, '*Elastic\r\n');
% Assigns last value of the GV/elastic properties look−up table, porosity=0
fprintf(inputfile, '%d, %d \r\n', el val(length(el val), 5)*1e3,...

el val(length(el val), 7));

switch analysis type
case 'ho'

fprintf(inputfile, '*Material, name=TRABECULARBONE\r\n');
fprintf(inputfile, '*Elastic\r\n');
% Assigns the elastic properties of the mean GV of the model
fprintf(inputfile, '%d, %d \r\n', el val(lineGVmean,5)*1e3,...

el val(lineGVmean,7));
case 'he'

tot count=0;
counter=0;
E3=el val(:,5);
nu13=el val(:,7);
% Loop over all grey values
for i=1:length(E3)

n=i+99;
curr indexes=find(elGV(:,2)==n);
curr elSet=elGV(curr indexes,1);
counter=counter+length(curr indexes);
fprintf(inputfile,'*Material, name=Gray');
fprintf(inputfile,'%3.0f',n);
fprintf(inputfile,'\n');
fprintf(inputfile,'*Elastic,TYPE=ISOTROPIC\n');
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fprintf(inputfile,'%10.3f',E3(i)*1e3);
% Ehome * e9 => [Pa] [N/mˆ2]
fprintf(inputfile,',');
fprintf(inputfile,'%10.3f',nu13(i));
fprintf(inputfile,'\n');

end
end

% Step definition
fprintf(inputfile, '******************************* STEP DEFINITION ***');
fprintf(inputfile, '**************************\r\n');
fprintf(inputfile, '** STEP: Step−1\r\n');
fprintf(inputfile, '*Step, name=Step−1\r\n');
fprintf(inputfile, '*Static\r\n');
fprintf(inputfile, '1., 1., 1e−05, 1.\r\n');

% Boundary conditions definition
fprintf(inputfile, '********************************BOUNDARY CONDITIONS');
fprintf(inputfile, '**************************\r\n');
fprintf(inputfile, '** BOUNDARY CONDITIONS\r\n');
fprintf(inputfile, '** Name: Disp−BC−1 Type: Symmetry/Antisymmetry/Encastre\r\n');
fprintf(inputfile, '*Boundary\r\n');
fprintf(inputfile, 'PINNEDSURF, PINNED\r\n');
fprintf(inputfile, '** LOADS\r\n');
fprintf(inputfile, '** Name: SURFFORCE−1 Type: Pressure Unit pressure:1 MPa\r\n');
fprintf(inputfile, '*Dsload\r\n');
fprintf(inputfile, 'LOADSURF, P, 1\r\n');

% Controls
fprintf(inputfile, '** CONTROLS\r\n');
fprintf(inputfile, '*Controls, reset\r\n');
fprintf(inputfile, '*Controls, analysis=discontinuous\r\n');

% Outputs
fprintf(inputfile, '************************************ OUTPUTS ********');
fprintf(inputfile, '**************************\r\n');
fprintf(inputfile, '** OUTPUT REQUESTS\r\n');
fprintf(inputfile, '*Restart, write, frequency=1\r\n');
fprintf(inputfile, '** FIELD OUTPUT: F−Output−1\r\n');
fprintf(inputfile, '*Output, field, variable=ALL\r\n');
fprintf(inputfile, '*Element Output, directions=YES\r\n');
fprintf(inputfile, 'UVARM\r\n');
fprintf(inputfile, '** HISTORY OUTPUT: H−Output−1\r\n');
fprintf(inputfile, '*Output, history, variable=ALL\r\n');
fprintf(inputfile, '*End Step\r\n');

% End Input file

disp(['input file generated!'])
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%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
% %
% User subroutine to print the orientation of the elements building %
% up the cortical shell %
% written by: Romane Blanchard, with the support of Markus Lukacevic %
% IMWS, TUWIEN %
% %
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%

SUBROUTINE UVARM(UVAR,DIRECT,T,TIME,DTIME,CMNAME,ORNAME,
1 NUVARM,NOEL,NPT,LAYER,KSPT,KSTEP,KINC,NDI,NSHR,COORD,
2 JMAC,JMATYP,MATLAYO,LACCFLA)
INCLUDE 'ABA PARAM.INC'

C
CHARACTER*80 CMNAME,ORNAME
CHARACTER*3 FLGRAY(15)
DIMENSION UVAR(NUVARM),DIRECT(3,3),T(3,3),TIME(2)
DIMENSION ARRAY(15),JARRAY(15),JMAC(*),JMATYP(*),COORD(*)

C The dimensions of the variables FLGRAY, ARRAY and JARRAY
C must be set equal to or greater than 15.

open (unit = 10, file = '˜/Documents/VertebraProject/usefulThings/
orient0c.txt', status='unknown', position='append')
write(10, "(2I8, 9F16.8)" ) NOEL, NPT, DIRECT(1:3,1), DIRECT(1:3,2),
DIRECT(1:3,3)

C print *,'NOEL, NPT', NOEL, NPT, T(1:3,1)
close (unit = 10)

RETURN
END

%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
% %
% User subroutine to print the orientation of the elements building %
% up the endplates %
% written by: Romane Blanchard, with the support of Markus Lukacevic %
% IMWS, TUWIEN %
% %
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%

SUBROUTINE UVARM(UVAR,DIRECT,T,TIME,DTIME,CMNAME,ORNAME,
1 NUVARM,NOEL,NPT,LAYER,KSPT,KSTEP,KINC,NDI,NSHR,COORD,
2 JMAC,JMATYP,MATLAYO,LACCFLA)
INCLUDE 'ABA PARAM.INC'

C
CHARACTER*80 CMNAME,ORNAME
CHARACTER*3 FLGRAY(15)
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DIMENSION UVAR(NUVARM),DIRECT(3,3),T(3,3),TIME(2)
DIMENSION ARRAY(15),JARRAY(15),JMAC(*),JMATYP(*),COORD(*)

C The dimensions of the variables FLGRAY, ARRAY and JARRAY
C must be set equal to or greater than 15.

open (unit = 10, file = '˜/Documents/VertebraProject/usefulThings/...
orient0e.txt', status='unknown', position='append')
write(10, "(2I8, 9F16.8)" ) NOEL, NPT, DIRECT(1:3,1),...
DIRECT(1:3,2), DIRECT(1:3,3)

C print *,'NOEL, NPT', NOEL, NPT, T(1:3,1)
close (unit = 10)

RETURN
END

%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
% %
% Python script to import the results from abaqus in one command %
% written by: Romane Blanchard IMWS−TUWIEN %
% %
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%

#import abaqus functions
#from abaqus import *
from odbAccess import *
from abaqusConstants import *
from odbMaterial import *
from odbSection import *

#import python functions
#from tabular import tabular

el size=raw input('el size?')
analysis=raw input('analysis type?')

#set the path
odbPath='./Model es{0}/L3{1} es{2}.odb'.format(el size, analysis, el size)

#open odb file
odb=openOdb(path=odbPath)

#create variable for the first step
lastFrame=odb.steps['Step−1'].frames[1]

#variable which refers to displacement U, stress S, and strain E
displacement=lastFrame.fieldOutputs['U']
stress=lastFrame.fieldOutputs['S']
strain=lastFrame.fieldOutputs['E']
#variable which refers to volume of elements
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volumes=lastFrame.fieldOutputs['EVOL']

#variables which refers to element sets
cortical=odb.rootAssembly.instances['L3BODY'].elementSets['CORTICALSHELL']
trabecular=odb.rootAssembly.instances['L3BODY'].elementSets['SOLIDVERTEBRA']
upperendplate=odb.rootAssembly.instances['L3BODY'].elementSets['UPPERENDPLATE']
lowerendplate=odb.rootAssembly.instances['L3BODY'].elementSets['LOWERENDPLATE']

#variable that refers to the stress tensor of the element set in the last frame
# of the first set
field U trab=displacement.getSubset(region=trabecular, position=NODAL)
fieldValues U trab=field U trab.values

f trab=open('./Model es{0}/U{1} trab es{2}.txt'.format(el size, analysis,
el size), 'w')

#print field output for trabecular core
for v in fieldValues U trab:

f trab.write(str(v.elementLabel)+' '),
for component in v.data:

f trab.write(str(component)+' '),
f trab.write('\r\n')

#close the txt files
f trab.close()

#variable that refers to the stress tensor of the element set in the last
#frame of the first set
field V trab=volumes.getSubset(region=trabecular, position=WHOLE ELEMENT)
fieldValues V trab=field V trab.values

#variable that refers to the stress tensor of the element set in the last
# frame of the first set
field V cort=volumes.getSubset(region=cortical, position=WHOLE ELEMENT)
fieldValues V cort=field V cort.values

#variable that refers to the stress tensor of the element set in the last frame
# of the first set
field V upperend=volumes.getSubset(region=upperendplate, position=WHOLE ELEMENT)
fieldValues V upperend=field V upperend.values

#variable that refers to the stress tensor of the element set in the last frame
# of the first set
field V lowerend=volumes.getSubset(region=lowerendplate, position=WHOLE ELEMENT)
fieldValues V lowerend=field V lowerend.values

#opens the txt files with the results
f trab=open('./Model es{0}/V{1} trab es{2}.txt'.format(el size, analysis,
el size), 'w')
f cort=open('./Model es{0}/V{1} cort es{2}.txt'.format(el size, analysis,
el size), 'w')

f upperend=open('./Model es{0}/V{1} superend es{2}.txt'.format(el size,
analysis, el size), 'w')
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f lowerend=open('./Model es{0}/V{1} inferend es{2}.txt'.format(el size,
analysis, el size), 'w')

#print field output for trabecular core
for v in fieldValues V trab:

f trab.write(str(v.elementLabel)+' '),
f trab.write(str(v.data)+' '),
f trab.write('\r\n')

#close the txt files
f trab.close()

#print field output for cortical shell
for v in fieldValues V cort:

f cort.write(str(v.elementLabel)+' '),
f cort.write(str(v.data)+' '),
f cort.write('\r\n')

#close the txt files
f cort.close()

#print field output for upper endplate
for v in fieldValues V upperend:

f upperend.write(str(v.elementLabel)+' '),
f upperend.write(str(v.data)+' '),
f upperend.write('\r\n')

#close the txt files
f upperend.close()

#print field output for upper endplate
for v in fieldValues V lowerend:

f lowerend.write(str(v.elementLabel)+' '),
f lowerend.write(str(v.data)+' '),
f lowerend.write('\r\n')

#close the txt files
f lowerend.close()

#variable that refers to the stress tensor of the element set in the last
# frame of the first set
field S cort=stress.getSubset(region=cortical, position=INTEGRATION POINT)
field S trab=stress.getSubset(region=trabecular, position=INTEGRATION POINT)
field S upperend=stress.getSubset(region=upperendplate,
position=INTEGRATION POINT)
field S lowerend=stress.getSubset(region=lowerendplate,
position=INTEGRATION POINT)

fieldValues S cort=field S cort.values
fieldValues S trab=field S trab.values
fieldValues S upperend=field S upperend.values
fieldValues S lowerend=field S lowerend.values

#opens the txt files with the results
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f trab=open('./Model es{0}/S{1} trab es{2}.txt'.format(el size, analysis,
el size), 'w')
f cort=open('./Model es{0}/S{1} cort es{2}.txt'.format(el size, analysis,
el size), 'w')

f upperend=open('./Model es{0}/S{1} superend es{2}.txt'.format(el size,
analysis, el size), 'w')
f lowerend=open('./Model es{0}/S{1} inferend es{2}.txt'.format(el size,
analysis, el size), 'w')

#print field output for trabecular core
for v in fieldValues S trab:

f trab.write(str(v.elementLabel)+' '),
for component in v.data:

f trab.write(str(component)+' '),
f trab.write('\r\n')

#print field output for cortical shell
for v in fieldValues S cort:

f cort.write(str(v.elementLabel)+' '),
for component in v.data:

f cort.write(str(component)+' '),
f cort.write('\r\n')

#print field output for upper endplate
for v in fieldValues S upperend:

f upperend.write(str(v.elementLabel)+' '),
for component in v.data:

f upperend.write(str(component)+' '),
f upperend.write('\r\n')

#print field output for lower endplate
for v in fieldValues S lowerend:

f lowerend.write(str(v.elementLabel)+' '),
for component in v.data:

f lowerend.write(str(component)+' '),
f lowerend.write('\r\n')

#close the txt files
f trab.close()
f cort.close()
f upperend.close()
f lowerend.close()

#variable that refers to the strain tensor of the element set in the last
# frame of the first set
field E cort=strain.getSubset(region=cortical, position=INTEGRATION POINT)
field E trab=strain.getSubset(region=trabecular, position=INTEGRATION POINT)
field E upperend=strain.getSubset(region=upperendplate,
position=INTEGRATION POINT)
field E lowerend=strain.getSubset(region=lowerendplate,
position=INTEGRATION POINT)
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fieldValues E cort=field E cort.values
fieldValues E trab=field E trab.values
fieldValues E upperend=field E upperend.values
fieldValues E lowerend=field E lowerend.values

#opens the txt files with the results
f trab=open('./Model es{0}/E{1} trab es{2}.txt'.format(el size, analysis,
el size), 'w')
f cort=open('./Model es{0}/E{1} cort es{2}.txt'.format(el size, analysis,
el size), 'w')

f upperend=open('./Model es{0}/E{1} superend es{2}.txt'.format(el size,
analysis, el size), 'w')
f lowerend=open('./Model es{0}/E{1} inferend es{2}.txt'.format(el size,
analysis, el size), 'w')

#print field output for trabecular core
for v in fieldValues E trab:

f trab.write(str(v.elementLabel)+' '),
for component in v.data:

f trab.write(str(component)+' '),
f trab.write('\r\n')

#print field output for cortical shell
for v in fieldValues E cort:

f cort.write(str(v.elementLabel)+' '),
for component in v.data:

f cort.write(str(component)+' '),
f cort.write('\r\n')

#print field output for upper endplate
for v in fieldValues E upperend:

f upperend.write(str(v.elementLabel)+' '),
for component in v.data:

f upperend.write(str(component)+' '),
f upperend.write('\r\n')

#print field output for lower endplate
for v in fieldValues E lowerend:

f lowerend.write(str(v.elementLabel)+' '),
for component in v.data:

f lowerend.write(str(component)+' '),
f lowerend.write('\r\n')

#close the txt files
f trab.close()
f cort.close()
f upperend.close()
f lowerend.close()
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%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
% %
% Subscript centroids.m %
% Computes centroids of elements %
% dependencies: clean solid esX.txt and L3−nodes.txt %
% written by: Romane Blanchard, IMWS, TUWIEN %
% %
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%

% Initialization
el size counter=0;
% opens txt file
file centroids=fopen([Path, 'listcentroidsL3 es', num2str(el size),...
'.txt'],'w');

% Node numbers
N1 L3=L3(:,2); N2 L3=L3(:,3); N3 L3=L3(:,4); N4 L3=L3(:,5);
% Element number
elnum L3=L3(:,1);
% Node number
Nnumber=N(:,1);

tic;
% Loop over the elements
for i=1:length(L3)

if (mod(i,1000)==0)
clc
disp([(num2str((i*100)/length(L3))),'%'])
toc

end

% Reallocation to current node and element number
curr el=elnum L3(i);
curr node1=N1 L3(i);
curr node2=N2 L3(i);
curr node3=N3 L3(i);
curr node4=N4 L3(i);

% finds the node coordinates of the 4 nodes of the current element
[idx1, val]=find(N(:,1)==curr node1);
x1=N(idx1,2); y1=N(idx1,3); z1=N(idx1,4);
[idx2, val]=find(N(:,1)==curr node2);
x2=N(idx2,2); y2=N(idx2,3); z2=N(idx2,4);
[idx3, val]=find(N(:,1)==curr node3);
x3=N(idx3,2); y3=N(idx3,3); z3=N(idx3,4);
[idx4, val]=find(N(:,1)==curr node4);
x4=N(idx4,2); y4=N(idx4,3); z4=N(idx4,4);

% computes coordinates of the center of the element
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xg=(x1+x2+x3+x4)/4;
yg=(y1+y2+y3+y4)/4;
zg=(z1+z2+z3+z4)/4;

% computes length of the element edges
l1=norm([x2−x1, y2−y1, z2−z1]);
l2=norm([x3−x2, y3−y2, z3−z2]);
l3=norm([x1−x3, y1−y3, z1−z3]);
l4=norm([x4−x1, y4−y1, z4−z1]);
l5=norm([x4−x2, y4−y2, z4−z2]);
l6=norm([x4−x3, y4−y3, z4−z3]);

% sum of the sizes for averaging
el size counter=el size counter+(l1+l2+l3+l4+l4+l6)/6;

% prints the coordinates in the txt file
fprintf(file centroids, '%7.0f %7.6f %7.6f %7.6f\r\n',...
curr el, xg, yg, zg);

end

% closes txt file
fclose(file centroids);

% averages the edge length
FE element size=el size counter/length(L3);
% display mean edge length in the command window
disp(['mean element edge length: ', num2str(FE element size), ' mm.']);

%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
% %
% Subscript interp.m %
% Generation of the point cloud for the interpolation %
% dependencies: clean34.mat and listcentroidsL3 esX.txt %
% written by: Romane Blanchard, IMWS, TUWIEN %
% %
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%

% all the measures are in millimeters

% Creation of the pointcloud for the vertebra
dX=pixel length*grouping factor; % X indent
offsetZ=−10; % offset
dZ=1.25; % Z indent
curr xp=dX; % current point

% opens the text file
filePC=fopen([Path, 'pointcloud es',num2str(el size),'.txt'],'w');
tic;
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% loop over the x axis
for x=floor(dimx/grouping factor):−1:1

if (mod(x,10)==0)
clc
disp([(num2str((x*100)/(dimx/grouping factor))),'%'])
toc

end

curr yp=dX;
curr xp=curr xp+dX;

% loop over y axis
for y=1:floor(dimy/grouping factor)

curr zp=offsetZ;
curr yp=curr yp+dX;

%loop over z axis
for z=dimz:−1:1

curr zp=curr zp+dZ;
% if the value of the pixel is over the threshold,
% prints point cloud
if reduced voxels(x,y,z)>100

fprintf(filePC, '%6.8f %6.8f %6.8f %6.8f\r\n', curr xp,...
curr yp, curr zp, reduced voxels(x,y,z));

else
continue

end

end
end

end

%close txt file
fclose(filePC);

%% Plots the point cloud and the mesh in 3D for visual check
pointcloud=load([Path, 'pointcloud es',num2str(el size),'.txt']);
listcentroidsL3=load([Path, 'listcentroidsL3 es', num2str(el size), '.txt']);
figure
hold on
plot3(listcentroidsL3(:,2), listcentroidsL3(:,3),listcentroidsL3(:,4),'rx');
plot3(pointcloud(:,2), pointcloud(:,1), pointcloud(:,3),'x');
legend('Finite elements centroids', 'Point cloud')
xlabel('coord x'); ylabel('coord y'); zlabel('coord z');
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%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
% %
% Subscript barycentricCoordinates.m %
% Research of the barycentric coordinates in 3D space %
% −− interpolation mesh/pointcloud %
% written by: Claire Morin and Romane Blanchard −−− IMWS %
% %
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%

%% Initialization

dz=1.25;
dx=pixel length*grouping factor; dy=dx;
zVector=−10:1.25:42.5;

%% Loads data needed for the computation
% list of element with centroids
mesh=listcentroidsL3(:,2:4); %p
% point cloud generated in interp.m
pc = [pointcloud(:,2), pointcloud(:,1), pointcloud(:,3), pointcloud(:,4)];

% opens the text file
file=fopen([Path, 'elementCentroidGV es', num2str(el size), '.txt'],'w');

%% Loop over the centroid of the elements
for i=1:length(mesh)

if (mod(i,50)==0)
clc
disp([num2str(i),'/',num2str(length(mesh))]);

end

%finds the closest plane
curr z= mesh(i,3);
[dist,idx]=sort(abs(curr z−zVector(:)));
z plane=zVector(idx(1));

% selects the points located on the current plane
pointsOnPlane=pc(find(pc(:,3)==z plane),:);

%if it doesn't find points...
while isempty(pointsOnPlane)==1

%...looks at the next plane
z plane=z plane+dz*sign(curr z−zVector(idx(1)));
%and fix the points above and below the 1st and last planes
if z plane>32.5

z plane=32.5;
elseif z plane<−8.75

z plane=−8.75;
end
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pointsOnPlane=pc(find(pc(:,3)==z plane),:);

end

%finds the 3 closest neighbors on the current plane
[neighborIds neighborDistances] = kNearestNeighbors(pointsOnPlane(:,1:3),...

mesh(i,:), 3);

% declares the 3 neighboring points
p1 = pointsOnPlane(neighborIds(1),1:3);
p2 = pointsOnPlane(neighborIds(2),1:3);
p3 = pointsOnPlane(neighborIds(3),1:3);

%if the points are colinear, point 3 is moved out to form a triangle
if p1(1)==p2(1)

p3(1)=p1(1)+dx*sign(mesh(i,1)−p1(1));
p3(2)=p1(2);

elseif p1(2)==p2(2)
p3(2)=p1(2)+dx*sign(mesh(i,2)−p1(2));
p3(1)=p1(1);

end

% calculates the normal to the triangle
n=cross((p2−p1),(p3−p1));

% the triangle is divided in 3 triangles Ta,Tb,Tc
% calculates the normal na, nb, nc to the triangles Ta,Tb,Tc
na=cross((p3−p2),(mesh(i,:)−p2));
nb=cross((p1−p3),(mesh(i,:)−p3));
nc=cross((p2−p1),(mesh(i,:)−p1));

% calculates the barycentric coordinates
lambda(i,1)=sum(n.*na)/sum(n.*n);
lambda(i,2)=sum(n.*nb)/sum(n.*n);
lambda(i,3)=sum(n.*nc)/sum(n.*n);
if norm(n)<1e−5

lambda(i,1)=1;
lambda(i,2)=0;
lambda(i,3)=0;

end

% calculates the coordinates of the barycentric centers
lambdaCoord=lambda;
checkLambda(i,:)=[lambdaCoord(i,1),lambdaCoord(i,1),lambdaCoord(i,1)]...

.*p1+[lambdaCoord(i,2),lambdaCoord(i,2),...
lambdaCoord(i,2)].*p2+[lambdaCoord(i,3),...
lambdaCoord(i,3),lambdaCoord(i,3)].*p3;

% recalculation of the barycentric coordinates if the point is outside the
% triangle (lambda<0)
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if lambda(i,1)<0
sum1=lambda(i,2)+lambda(i,3);
lambda(i,2)=lambda(i,2)/sum1;
lambda(i,3)=lambda(i,3)/sum1;
lambda(i,1)=0;

end
if lambda(i,2)<0

sum1=lambda(i,1)+lambda(i,3);
lambda(i,1)=lambda(i,1)/sum1;
lambda(i,3)=lambda(i,3)/sum1;
lambda(i,2)=0;

end

if lambda(i,3)<0
sum1=lambda(i,2)+lambda(i,1);
lambda(i,2)=lambda(i,2)/sum1;
lambda(i,1)=lambda(i,1)/sum1;
lambda(i,3)=0;

end

% calculates the grey value at each element centroid
GVc(i)= floor(lambda(i,1)*pointsOnPlane(neighborIds(1),4)+...

lambda(i,2)*pointsOnPlane(neighborIds(2),4)+...
lambda(i,3)*pointsOnPlane(neighborIds(3),4));

%prints it to the file elementCentroidGV.txt
fprintf(file,'%7.0f %4.0f \r\n', listcentroidsL3(i,1), GVc(i));

matrixByPlane(i,:)=[mesh(i,1) mesh(i,2) z plane GVc(i)];
end

% close txt file
fclose(file);
% compares the barycentric centers with the actual mesh
diff=checkLambda−mesh;

%% Figure
save('workspace.mat');

% plots the distance between the mesh and the barycenter
figure
hold on
plot1=plot(diff(:,1), 'b');
plot2=plot(diff(:,2), 'r');
plot3=plot(diff(:,3),'g');
xlabel('Element centroids');
ylabel('Mesh−barycenter difference');
title('Distance between the mesh and the barycentric centers');
legend('\lambda x', '\lambda y', '\lambda z');
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%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
% %
% Base script for post−processing of FE analyses, for computation of %
% strain energy density, yielding surfaces and strength %
% written by: Romane Blanchard (the strength model written by %
% Claire Morin) %
% %
% dependencies: python script output2.py, clean orient.m, %
% shellBaseTransformation.m, SEDcomparison.m %
% IMWS−−TU WIEN %
% %
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%

close all; clear all; clc;

method flag=3; %0 for basic result processing,
%1 for SED,
%2 for yielding surfaces,
%3 for strength

% L3 body, variables to be modified
el size=0; % 3, 25, 2, 15, 0
Path=['./Model es', num2str(el size), '/'];
analysis type='he'; % he or ho
part='trab'; %lowerend, upperend, cort, trab
part2='trab'; % inferend, superend, cort, trab

% density ultrastructure
rhoult = 1.67;
%number of points where the strength is computed
res number 4strength=2;
startpoint=1;
% element vs grey values list
el grey=importdata([Path, 'elementCentroidGV es',num2str(el size),'.txt']);

switch method flag
case 0

% Exporting of results from odb database
if exist([Path,'E',analysis type, ' ', part, ' es', el size, '.txt'],...

'file')==0;
status=system('abq6121 python python script output2.py')

end

% Loading of results
% Young's modulus and Poisson's ratio in function of GV
load(['engineeringvalues.mat'])

% strains from abaqus
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strains=load([Path,'E',analysis type,' ', part2,' es',...
num2str(el size),'.txt']);

% Stress components in local base
stressComponents=importdata([Path, 'S',analysis type,' ', part2,...

' es', num2str(el size), '.txt']);

% In case of shell elements, abaqus exports 2x the elements,
% we keep only the first half of the file
switch part2

case 'cort'
strains(length(strains)/2+1:length(strains),:)=[];
stressComponents(length(stressComponents)/2+1:...

length(stressComponents),:)=[];
case 'inferend'

strains(length(strains)/2+1:length(strains),:)=[];
stressComponents(length(stressComponents)/2+1:...

length(stressComponents),:)=[];
case 'superend'

strains(length(strains)/2+1:length(strains),:)=[];
stressComponents(length(stressComponents)/2+1:...

length(stressComponents),:)=[];
case 'trab'

end

% element volumes
el vol=importdata([Path, 'V',analysis type,' ',part2,' es',...

num2str(el size),'.txt']);

%% Checks if the array lengths are coherent
if length(stressComponents)˜=length(strains) | | ...

length(stressComponents)˜=length(el vol)
disp([ 'Warning, different length of arrays '])
break

end

%% Cleans the orientation files, the user subroutine is exporting
%the orientations for the cortical shell (c) when the homogeneous model
% is running, and the endplates shell elements (e) when the
%heterogeneous model is running

switch analysis type
case 'ho'

stack='c';
case 'he'

stack='e';
end
localBaseFrames=importdata ([Path, 'orient', num2str(el size),...

stack, '.txt']);
clean orient

%%
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% Orientation of local base frames
switch part2

case 'cort'
localBases=importdata([Path,'localBaseFrames es',...

num2str(el size), 'c.txt']);
% Transformation of stresses in the global base frame
X=stressComponents; value='S';
shellBaseTransformation
clear X; clear value;

% Transformation of strain in global base frame
X=strains; value='E';
shellBaseTransformation
clear X; clear value;

case 'inferend'
localBases=importdata([Path,'localBaseFrames es',...

num2str(el size), 'e.txt']);
% Transformation of stresses in the global base frame
X=stressComponents; value='S';
shellBaseTransformation
clear X; clear value;

% Transformation of strain in global base frame
X=strains; value='E';
shellBaseTransformation
clear X; clear value;

case 'superend'
localBases=importdata([Path,'localBaseFrames es',...

num2str(el size), 'e.txt']);
% Transformation of stresses in the global base frame
X=stressComponents; value='S';
shellBaseTransformation
clear X; clear value;

% Transformation of strain in global base frame
X=strains; value='E';
shellBaseTransformation
clear X; clear value;

case 'trab'
end

case 1
% element volumes
el vol=importdata([Path, 'V',analysis type,' ',part2,' es',...

num2str(el size),'.txt']);

% Imports strains in global corrdinate system
switch part2

case 'cort'
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strains=importdata([Path, 'E InGlobalCoordinates es',...
num2str(el size), ' ', part, '.txt']);

case 'inferend'
strains=importdata([Path, 'E InGlobalCoordinates es',...

num2str(el size), ' ', part, '.txt']);
case 'superend'

strains=importdata([Path, 'E InGlobalCoordinates es',...
num2str(el size), ' ', part, '.txt']);

case 'trab'
% strains from abaqus
strains=load([Path,'E',analysis type,' ', part2,' es',...

num2str(el size),'.txt']);
end

% elastic properties
load('engineeringvalues.mat');
% Computation of the strain energy density
disp([analysis type,num2str(el size),part]);
SEDcomparison

case 2 % computation of the yielding surfaces

addpath('˜/Documents/micromechanics/strength/')

% Pressure applied on the model [in MPa]
appliedpressure = 1;
% import of data from Abaqus [in MPa]
% Imports strains in global corrdinate system

switch part2
case {'cort', 'inferend','superend'}

fvas=0;

% imports the file for the corresponding part
switch part2

case 'cort'
Sinput=importdata([Path, 'S InGlobalCoordinates es',...

num2str(el size), ' ', part, '.txt']);
case 'inferend'

Sinput=importdata([Path, 'S InGlobalCoordinates es',...
num2str(el size), ' ', part, '.txt']);

case 'superend'
Sinput=importdata([Path, 'S InGlobalCoordinates es',...

num2str(el size), ' ', part, '.txt']);
end

%Stresses in MPa to GPa
Sinput=[Sinput(:,1), Sinput(:,2:7)/1000];
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% strength model for homogeneous properties
main yielding surface;

case 'trab'
Sinput=importdata([Path, 'S', analysis type, ' ', part,...

' es', num2str(el size), '.txt']);
%Stresses in MPa to GPa
Sinput=[Sinput(:,1), Sinput(:,2:7)/1000];
switch analysis type

case 'ho'
% porosity of the homogeneous model
fvas = 0.86;
main yielding surface

case 'he'
GVinput=importdata([Path,'elementCentroidGV es',...

num2str(el size), '.txt']);
poroInput=importdata('elasticityValues.txt');

% strength model for heterogeneous properties
main yielding surface heterogeneous

end

mean(Soutput(:,2))
min(Soutput(:,2))
max(Soutput(:,2))

end

case 3 % computation of the strength for a selection of points

micromecapath=addpath('˜/Documents/micromechanics/strength/');

switch part2
case {'cort', 'inferend','superend'}

fvas=0;

% imports the file for the corresponding part
switch part2

case 'cort'
Sinput=importdata([Path, 'S InGlobalCoordinates es',...

num2str(el size), ' ', part, '.txt']);
case 'inferend'

Sinput=importdata([Path, 'S InGlobalCoordinates es',...
num2str(el size), ' ', part, '.txt']);

case 'superend'
Sinput=importdata([Path, 'S InGlobalCoordinates es',...

num2str(el size), ' ', part, '.txt']);
end
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%Stresses in MPa to GPa
Sinput=[Sinput(:,1), Sinput(:,2:7)/1000];
main strength

case 'trab'
Sinput=importdata([Path, 'S', analysis type, ' ', part,...

' es', num2str(el size), '.txt']);
%Stresses in MPa to GPa
Sinput=[Sinput(:,1), Sinput(:,2:7)/1000];
end

switch analysis type
case 'ho'

%porosity of the homogeneous model
fvas = 0.86;
main strength

case 'he'
GVinput=importdata([Path,'elementCentroidGV es',...

num2str(el size), '.txt']);
poroInput=importdata('elasticityValues.txt');
main strength

end
end

end

%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
% %
% Subscript shellBaseTransformation.m %
% Change of base for stress or strain components from the local base %
% defined for each and every shell elements to the global base defined %
% for the solid elements %
% written by: Romane Blanchard, IMWS, TUWIEN %
% %
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%

% global coordinate systems
vglobal1=[1;0;0];
vglobal2=[0;1;0];
vglobal3=[0;0;1];

% %% Example for first element
% % vectors generated by abaqus, local coordinate system
% vabaq1=[−0.42790074; 0.88853981; 0.16552331];
% vabaq2=[0.36077480 ; 0.00000000; 0.93265296];
% vabaq3=[0.83145263 ; 0.47154805;−0.28865453];

% Definition of the transformation matrix from Festigkeitlehre Skriptum p6
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% dot(vglobal1, vabaq1)=cos(e1', e1), etc
% Q=[dot(vglobal1, vabaq1), dot(vglobal1, vabaq2), dot(vglobal1, vabaq3);...
% dot(vglobal2, vabaq1), dot(vglobal2, vabaq2), dot(vglobal2, vabaq3);...
% dot(vglobal3, vabaq1), dot(vglobal3, vabaq2), dot(vglobal3, vabaq3)];

% In general case:
% Q= | e1,x e2,x e3,x |
% | e1,y e2,y e3,y |
% | e1,z e2,z e3,z |

% Stress matrix:
% sigma= | S11 S12 S13 |
% | S12 S22 S23 |
% | S13 S23 S33 |

% opens text file
file=fopen([Path,value,' InGlobalCoordinates es',num2str(el size),' ', part,...
'.txt'], 'w');

% Initialization of variables
counter=0;
counter error=0;

%% Loop over the shell elements
for i=1:length(X)

% Current element from file containing the stress components
curr el=X(i,1) − (X(1,1)−localBases(1,1));
counter=counter+1;

% Construction of the stress matrix in local base
curr X mat=[X(i,2), X(i,5), 0;...

X(i,5), X(i,3), 0;...
0 , 0 , X(i,4)];

% Coordinates of the element−specific local base in the global base
[idx,val]=find(localBases(:,1)==curr el);
curr local coord1=localBases(idx(1), 3:5);
curr local coord2=localBases(idx(1), 6:8);
curr local coord3=localBases(idx(1), 9:11);

% Transformation matrix
curr Q=[curr local coord1', curr local coord2', curr local coord3'];

% Computation of the stress components in the global base
curr X global=curr Q*curr X mat*curr Q';

% Results table
X global array(counter, 1:7)=[curr el, curr X global(1,1),...
curr X global(2,2), curr X global(3,3), curr X global(1,2),...
curr X global(1,3), curr X global(2,3)];
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end

% Sorting of the result table with ascending element number
[val sort, idx sort]=sort(X global array(:,1), 'ascend');
X global sorted=X global array(idx sort, :);

% prints the new stresses in the text file
fprintf(file, '%i %i %i %i %i %i %i\r\n', X global sorted');
% close text file
fclose(file);

disp(['end']);

%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
% %
% Subscript SEDcomparison.m %
% Strain energy density for homogeneous and heterogeneous %
% computations %
% written by: Romane Blanchard, IMWS, TUWIEN %
% %
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%

% Initialization of variables
elnum=0;
GVnum=0;
counter1=0;counter2=0;counter3=0;

% opens text file
fp strain energy density = fopen([Path,...

'SED ',part2,' ', analysis type,' es',num2str(el size),'.txt'],'w');

%% computation of the isotropic stiffness tensor
for i=1:length(E3 range)

E=E3 range(i)*10ˆ3; % MPa
nu=nu13 range(i);
stiff tensor=(E/(1+nu))*[(1−nu)/(1−2*nu), nu/(1−2*nu),nu/(1−2*nu),0,0,0;...

nu/(1−2*nu), (1−nu)/(1−2*nu),nu/(1−2*nu), 0,0,0;...
nu/(1−2*nu),nu/(1−2*nu),(1−nu)/(1−2*nu),0,0,0;...
0,0,0,1, 0, 0;...
0,0,0,0,1,0;...
0,0,0,0,0,1];

GVnum=i+92;
cell stiff(i,:)={GVnum, stiff tensor};

% computation of the transversally isotropic stiffness in GPa
stiff tensor trans=...
[C1111 range(i) C1122 range(i) C1133 range(i) 0 0 0;
C1122 range(i) C2222 range(i) C1133 range(i) 0 0 0;
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C1133 range(i) C1133 range(i) C3333 range(i) 0 0 0;
0 0 0 2*C2323 range(i) 0 0;
0 0 0 0 2*C1313 range(i) 0;
0 0 0 0 0 2*C1212 range(i)];

cell stiff trans(i,:)={GVnum, stiff tensor trans*1000}; %saves in MPa
end

%% computation of the eigenstrains
tic
% Loop over the strain list (=number of elements)
for ii=1:length(strains)

% display advancement of the computation
if (mod(ii,1000)==0)

toc
clc
disp([num2str(ii),'/', num2str(length(strains))]);
tic

end

% strain matrix
strain tensor=[strains(ii,2), strains(ii,7), strains(ii,6);

strains(ii,7), strains(ii,3), strains(ii,5);
strains(ii,6), strains(ii,5), strains(ii,4)];

% computation of eigenstrains
eig strain tensor(ii,1:3)=eig(strain tensor)'; %in MPa

end

%% ordering of the eigenstrains
[M, idx]=max(eig strain tensor, [], 2);
col1=find(idx==1);
col2=find(idx==2);
col3=find(idx==3);

pstrain(col1,:)=[strains(col1,1), eig strain tensor(col1,1), ...
eig strain tensor(col1,2),eig strain tensor(col1,3)];

pstrain(col2,:)=[strains(col2,1), eig strain tensor(col2,2), ...
eig strain tensor(col2,3),eig strain tensor(col2,1)];

pstrain(col3,:)=[strains(col3,1), eig strain tensor(col3,3), ...
eig strain tensor(col3,1),eig strain tensor(col3,2)];

%% SED for different stacks and types of analysis
for kk=1:length(strains)

if (mod(kk,1000)==0)
toc
clc
disp([num2str(kk),'/', num2str(length(strains))]);
tic
end
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% allocation to current element
curr element=strains(kk,1);
% finds the grey value associated to the current element
curr grey index=find(el grey(:,1)==curr element);
% assigns grey value to current grey value
curr grey = el grey(curr grey index,2);

% allocates the current component of the stiffness tensor of the
% current grey value to the current components
% switches between different computations: homogeneous/heterogeneous
% and cortical/trabecular
switch analysis type

case 'ho'
switch part

case 'trab'
curr cell stiff=cell stiff trans{17,2}(1:3, 1:3);
curr c3=curr cell stiff(3,3);
curr c1=curr cell stiff(1,1);

case {'cort','lowerend','upperend'}
curr cell stiff=cell stiff trans{206,2}(1:3, 1:3);
curr c3=curr cell stiff(3,3);
curr c1=curr cell stiff(1,1);

end
case 'he'

switch part
case 'trab'

curr cell stiff=cell stiff trans{curr grey−93+1,2}(1:3, 1:3);
curr c3=curr cell stiff(3,3);
curr c1=curr cell stiff(1,1);

case {'cort','lowerend','upperend'}
curr cell stiff=cell stiff trans{206,2}(1:3, 1:3);
curr c3=curr cell stiff(3,3);
curr c1=curr cell stiff(1,1);

end
end

curr e1=pstrain(kk,2);
curr e2=pstrain(kk,3);
curr e3=pstrain(kk,4);

% computes the strain energy density
psi paper(kk)=(1/2)*pstrain(kk,2:4)*curr cell stiff*pstrain(kk,2:4)';
fprintf(fp strain energy density, '%i %i\n', curr element, psi paper(kk));

end
%%
vtot=sum(el vol(:,2))
mean psi paper=(1/vtot)*sum(psi paper.*el vol(:,2)');
disp(['Mean SED [Pa]= ',num2str(mean psi paper*1e6)]);

fclose(fp strain energy density);
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