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der Österreichischen Akademie der Wissenschaften (ÖAW)
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Zusammenfassung

Der große Hadronen-Speicherring (LHC) am CERN hat in den Jahren von 2016 bis
2018 eine nie da gewesene Menge an hochenergetischen Proton-Proton-Kollisionen erzeugt.
Daten, welche vom Compact-Muon-Solenoid-Experiment (CMS) in dieser Zeit aufgezeich-
net und zertifiziert wurden, entsprechen 137 fb−1 und werden in dieser Arbeit analysiert.
Kollisionsdaten werden für Präzisionstests des Standardmodells (SM) der Teilchenphysik
verwendet und auch für Suchen nach neuen Phänomenen, welche über das SM hinausge-
hen.

Die in dieser Arbeit vorgestellte Präzisionsmessung befasst sich mit dem SM Higgs-
Boson im Zusammenhang mit seinem Zerfall in ein Paar von Tau-Leptonen. Zudem be-
handeln alle hier vorgestellten Suchen nach neuen Teilchen deren Zerfall in Leptonen. In
jeder Proton-Proton-Kollision werden, in Prozessen der starken Wechselwirkung, jedoch
zahlreiche Teilchen erzeugt. Dass in solchen Kollisionen Teilchen falsch identifiziert wer-
den, ist unumgänglich und derartige Verwechslungen führen zu Untergründen, welche das
Signal in Mess- und Suchregionen stören. Solche Untergründe müssen abgeschätzt wer-
den, wobei sich eine genaue Abschätzung auf Simulationsbasis als schwierig gestaltet. Aus
diesem Grund wurden besondere datenbasierte Methoden entwickelt, welche die Anzahl
an falsch-identifizierten Objekten in Mess- und Suchregionen besser ermitteln können. In
dieser Arbeit werden solche datenbasierte Methoden vorgestellt und deren Anwendung in
mehreren Analysen vorgeführt.

Für den Zerfall des SM Higgs-Bosons in zwei Tau-Leptonen wird eine Messung von
Signalstärken in bis zu zwölf kinematischen Regionen vorgestellt. Eine Signalstärke ist ein
Maß für die relative Stärke eines Signals in Bezug auf die jeweilige Erwartung des SMs.
Die Messung der Signalstärke im Zusammenhang von Higgs-Boson-Produktion mittels
Vektor-Boson-Fusion ergibt einen Wert von 0.81+0.17

−0.16, jene im Zusammenhang von Higgs-
Boson-Produktion mittels Gluon-Gluon-Fusion einen Wert von 0.67+0.20

−0.18. Des Weiteren
werden in dieser Arbeit zwei Suchen nach weiteren Higgs-Bosonen, welche in ein Paar von
Tau-Leptonen zerfallen, vorgestellt. In beiden Fällen wird kein Überschuss gegenüber den
Erwartungen des SMs beobachtet und es werden Modell-unabhängige obere Schranken auf
das Produkt von Produktionswirkungsquerschnitt und Zerfallsbreite des Higgs-Bosons in
zwei Tau-Leptonen berechnet. Eine Suche nach Leptoquarks der dritten Generation mit
zwei Tau-Leptonen im Endzustand wird ebenfalls präsentiert. Alle vorgestellten Analysen
verwenden die in dieser Arbeit gezeigte Methode zur Bestimmung der Anzahl an Un-
tergrundprozessen von falsch-identifizierten Leptonen. Schließlich wird in dieser Arbeit
ebenfalls eine Suche nach, in Paaren produzierten, leichten Top-Squarks besprochen, mit
dem Ziel eine neu entwickelte, datenbasierte Untergrundbestimmungsmethode in dieser
Analyse anzuwenden.
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Abstract

The Large Hadron Collider (LHC) at CERN has produced an unprecedented amount
of high-energy proton-proton collisions during the years 2016 to 2018. Data recorded and
certified by the Compact Muon Solenoid (CMS) experiment from this time period amount
to 137 fb−1 and are analyzed in this thesis. Collision data are used to perform precision
tests of the Standard Model (SM) of particle physics and to search for new phenomena
beyond this model.

The presented precision measurement focuses on the SM Higgs boson decaying into
a pair of tau leptons. Moreover, all presented searches for new particles target their
decay into leptons. Proton-proton collisions, however, lead to abundant particle formation
governed by the strong interaction. Particle misidentifications in collisions with such
numerously produced particles are unavoidable and pose a background in measurement
and search regions alike that needs to be estimated. Modeling particle misidentification
precisely by means of simulation turns out to be difficult. Thus, dedicated data-driven
methods are developed to assess the amount of misidentification entering measurement
and search regions. In this thesis, such data-driven methods are presented and their
application to several analyses is demonstrated.

For the SM Higgs boson decay into two tau leptons, a measurement of signal strength
modifiers, quantifying the signal size relative to the respective SM expectation in up to
twelve kinematic regions, is presented. Results of more inclusive signal strengths yield
0.81+0.17

−0.16 and 0.67+0.20
−0.18 for Higgs boson production via vector boson fusion and gluon-gluon

fusion, respectively. Furthermore, two searches for additional Higgs bosons, decaying into
a pair of tau leptons, are presented in this thesis. No excess over the SM expectation
is observed and model-independent upper limits on the production cross section times
branching ratio to tau pairs are set in both cases. In addition, a search for third-generation
leptoquarks in a di-tau final state is presented. All these analyses adopt the data-driven
background estimates shown in this thesis to evaluate contributions from misidentified
leptons. Lastly, a search for pair-produced light top squarks is reviewed in the context of
applying a newly developed data-driven background estimation technique.
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Chapter 1

Introduction

The Standard Model (SM) of particle physics describes the interactions between funda-
mental particles. It was developed in the second half of the twentieth century and has
led the way to several discoveries of new particles. Worth mentioning are the discovery of
the W and Z bosons [1], the top quark [2] and most recently the Higgs boson (H), which
was discovered in 2012 by the ATLAS1 [3] and CMS2 [4] Collaborations. Interactions
described by the SM span a very wide range of energy scales and theoretical predictions
as well as experimental measurements can reach an extremely high precision [5, 6]. De-
spite this success, it is known that the SM is incomplete and will fail to describe correctly
phenomena at very high energies. Several theoretical models exist that incorporate the
SM and attempt to provide answers to the open questions of the high-energy physics
community like for example the nature of dark matter. Ultimately, gaining knowledge
about which of these models is realized in Nature has to be obtained from experimental
analyses.

The physics program of the Large Hadron Collider (LHC) at the European Organization
for Nuclear Research (CERN) encompasses several precision measurements of the Higgs
boson as well as searches for new particles predicted by different beyond the Standard
Model (BSM) extensions. At LHC experiments, conventionally Higgs boson analyses are
performed according to the different final states the Higgs boson can decay to. One of
those final states is given by the Higgs boson decaying into a pair of tau (τ ) leptons,
H → τ τ . A measurement of differential signal strength modifiers, which quantify the
signal sizes relative to the respective predictions from the SM, for this particular final
state is presented in this thesis. Conducting a precision measurement in the context of
the H → τ τ analysis is mainly possible due to the unprecedented amount of data collected
by the CMS experiment during the years of data-taking from 2016 to 2018. However, it
is crucial to precisely evaluate background contributions to the analysis to extract the
best possible physics result. One major background contribution is made up by processes
where recorded particles get misidentified as leptons, e.g. tau leptons in case of the SM
H → τ τ analysis. The main focus of this thesis is to estimate such contributions. For this
purpose, methods which (mostly) rely on data are exploited and optimized to best match
the analysis setup. While the effort started in the context of the SM H → τ τ analysis,
the developed method can be adjusted to estimate the contributions from misidentified
leptons also in other analyses. As such, the presented method is successfully used to search
for heavy Higgs bosons decaying into a pair of tau leptons. The large amount of data
collected in 2016 to 2018 allows putting more stringent limits on BSM theories, predicting
such heavier Higgs bosons. In addition, searches of more exotic BSM particles with di-

1A Toroidal LHC ApparatuS (ATLAS)
2Compact Muon Solenoid (CMS)
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tau final states can make use of the developed background estimation method as is also
showcased for one such analysis in this thesis. Another application of the method, where
recorded particles are misidentified as light leptons, i.e. electrons or muons, is outlined as
a last example in this thesis. In summary, the main link between the presented analyses
is the background estimation method which was developed me.

Apart from analysis work, I was involved in several qualification tasks. One of
them was to evaluate and report effects of software changes on the reconstruction of
hadronically decaying tau leptons. Another task concerns the development of analysis
code to monitor a detector calibration quantity. This detector calibration study is
briefly presented in Chapter 4. Results of the study are used in the reconstruction
of data serving the vast majority of physics studies of the CMS Collaboration. The
rest of thesis is organized as follows. Chapter 2 serves as introduction to the relevant
parts of the SM and BSM theories. An overview of the experimental setup, the
recording and reconstruction of collision data is given throughout Chapter 3. Higgs
boson measurements are an essential part of this thesis and therefore some relevant
phenomenological aspects are discussed in Chapter 5. Furthermore, in Chapter 5 all
presented analyses are reviewed in terms of experimental signatures of the respective
signal processes and experimental challenges are discussed. All analyses with a di-tau
final state have common analysis ingredients and share the same kind of background
processes that overlay the signal. This is discussed in more detail in Chapter 6. Relevant
analysis ingredients used in a search of BSM particles in a single-lepton final state are
introduced in Chapter 7. Chapter 8 represents the main part of this thesis, describing
in detail the methods developed to estimate contributions from misidentified leptons.
Results from all analyses are presented throughout Chapter 9 in separate sections. A
summary with concluding remarks is given in Chapter 10.

Results of this thesis have contributed to the following publicly available documents:

Measurements of Higgs boson production in the decay channel with a pair
of τ leptons in proton-proton collisions at

√
s = 13 TeV. 4 2022. arXiv:2204.12957

Armen Tumasyan et al. Search for a heavy Higgs boson decaying into two
lighter Higgs bosons in the ττbb final state at 13 TeV. JHEP, 11:057, 2021.
arXiv:2106.10361, doi:10.1007/JHEP11(2021)057

CMS Collaboration. Searches for additional Higgs bosons and vector-like
leptoquarks in ττ final states in proton-proton collisions at

√
s = 13 TeV. 2022. URL:

http://cds.cern.ch/record/2803739

The presented work has been carried out in close collaboration with analysis teams
from HEPHY3, KIT4 and MTA-ELTE5. I developed and validated the data-driven method
for background estimation described in detail in Chapter 8. This method was successfully
applied to several physics measurements performed in collaboration with other CMS mem-
bers [10, 11, 12, 13, 14, 15]. In order to present the full value of the data-driven method,
results of the various experimental analyses, partly performed by other CMS members,
are shown here for completeness.

3Institute of High-Energy Physics of the Austrian Academy of Sciences
4Karlsruhe Institute of Technology
5Hungarian Academy of Sciences and the Eötvös Loránd University
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Chapter 2

The Standard Model and Beyond

If I could remember the names of all these particles, I’d be a botanist.

Enrico Fermi, 1901 to 1954

The SM of particle physics is a theory that aims at describing physics at its most
fundamental level by expressing how elementary particles interact with each other. With
ever higher energies achieved in particle physics experiments, it has been possible to probe
particle substructures on smaller and smaller length scales. Current length scales that
can be probed are in the order of 10−19 m. All particles with no known substructure are
termed elementary. Currently, four fundamental interactions (forces) are known which
are the electromagnetic force, the gravitational force, the weak force and the strong force.
The SM describes all of them with exception of the gravitational force. However, on the
subatomic length scales that can be currently probed, the gravitational force is negligible
because its intensity is about 25 orders of magnitude lower than the weakest of the forces
described by the SM. Nevertheless, at a certain scale – referred to as the Planck scale
– the gravitational force will be comparable to the other forces and the SM will fail to
describe physics at this scale. The Planck length for instance is in the order of 10−35 m
and hence still far away from being reached with current particle physics experiments.

Two types of elementary particles are distinguished in the SM:

Fermions: Fermions obey the Fermi-Dirac statistics and are spin-1⁄2 particles. They
make up the fundamental building blocks of matter and are thus also referred to as
matter particles.

Bosons: Bosons follow the Bose-Einstein statistics and have an integer-valued spin. Spin-
1 particles are also called vector bosons or force carriers1 because they are exchanged
between interacting matter particles. The Higgs boson is the only scalar elementary
particle, having spin-0.

Both theoretical and experimental advances have improved our understanding of Na-
ture, especially during the last hundred years. This has led to the formulation of the SM
as a quantum field theory (QFT). Each elementary particle is viewed as an excitation of
the corresponding quantum field. The Lagrangian formalism is used in QFT because the
dynamics of the theory is encoded in the Lagrangian (density), L. Equations of motion
can be retrieved by means of the Euler-Lagrange equations. Lagrangian densities depend
on quantum fields as well as on their derivatives with respect to Minkowski spacetime,

1Note that the graviton – a hypothetical particle mediating the gravitational force – has spin-2. Thus,
a force carrier does not necessarily have to have spin-1.
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thus incorporating our knowledge of quantum mechanics and special relativity. Further-
more, the SM is a so-called gauge theory. This means that the Lagrangian has to be
invariant under gauge transformations coming from an underlying symmetry of Nature.
It turns out that by imposing the gauge-invariance of the Lagrangian locally at each point
in spacetime, the force carriers appear as a consequence of the symmetry requirement.
This is why the force carriers are also referred to as gauge bosons. By Noether’s theorem,
symmetries of the Lagrangian are directly linked to conserved currents in QFTs2.

This chapter is organized as follows. Section 2.1 gives a more detailed overview of the
particle content of the SM as well as the possible interactions between these particles de-
scribed in the QFT formalism. Special emphasis is given in Section 2.1.4 to the mechanism
of spontaneous symmetry breaking which leads to the postulation of the Higgs boson. In
Section 2.2, several shortcomings of the SM are pointed out. They motivate the search for
new particles predicted in theories BSM. Section 2.3 concludes this chapter by giving an
overview of BSM theories studied in this thesis.

Throughout this thesis, natural units are used

� = c = 1 . (2.1)

Hence, energies, momenta and masses have the same unit. Typical for high energy physics
is the usage of electron-Volt (eV) to measure these quantities, where

1 eV = 1.602 × 10−19 J . (2.2)

Furthermore, Einstein’s summation convention is used in this chapter, meaning that re-
peated indices are summed over

aib
i ≡  

i

aib
i . (2.3)

2.1 Particles and Interactions
An important concept of the SM are charges and conserved currents which result by
imposing gauge invariance on the SM Lagrangian under certain symmetries. For instance,
particles with the same electric charges repel each other. This interaction can be viewed
as an exchange of a mediator particle between the two repelling particles. The mediator
of electromagnetism is the photon (γ). Figure 2.1 illustrates the repulsion of two particles
with the same electric charge, where approaching initial state particles move away from
each other – defining the final state – after interacting with each other. In the figure
the flow of electric charge is highlighted in red and is conserved at any moment in time.
The change of momentum is due to the exchange of a photon between the two particles.
The intermediate state is not observable and it can be easily shown by four-momentum
conservation that the exchanged photon is not real. Since the photon is electrically
neutral, no charged current can flow between the interacting particles.

Every fundamental interaction has an associated charge. Fermions carrying a non-
zero value of that charge can interact with each other via exchange of intermediate vector
bosons mediating the corresponding force. In such a case, it is said that the fermion
couples to the vector boson. There are a total of twelve fermions in the SM, half of which
are quarks and half of them are leptons. The difference between quarks and leptons is
that quarks do interact via the strong force while leptons do not. Quarks and leptons
are grouped in three families or generations, whereby the difference among the families

2This statement also applies to classical field theories.
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time
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initial  
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final  
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Figure 2.1: This figure illustrates schematically, how two charged particles repel each other.
The two particles carry the same charge and are labeled with “1” and “2”, respectively.
Time flows from left to right. Momentum directions are indicated with black arrows. Initial
and final state consist of the two charged particles, whereby the momentum directions
in the final state have changed with respect to the initial state, i.e. the charged particle
interacted. The interaction is mediated by a photon which is the fundamental force carrier of
electromagnetism. Photons can be exchanged between all particles carrying electric charge.
The exchange of the photon defines an intermediate state. The photon is said to be virtual
as indicated by the asterisk because it acquires a mass to guarantee energy-momentum
conservation. Virtual particles are also referred to as off-the-mass-shell or simply off-shell
since they do not obey the relation m2 = E2 + |p|2, where m, E and p are the mass at rest,
energy and momentum of the particle, respectively.
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Figure 2.2: This figure is taken from [16] and shows the particle content of the SM. Mass,
electric charge and spin are displayed for each elementary particle. More details about each
particle are given in the text.

is the mass. Fermions of the first family are the lightest and those of the third one are
the heaviest. The reason behind the copies of heavier elementary particles is unknown.
Particle content together with the mass, electric charge and spin of the SM is pictorially
summarized in Figure 2.2. Within the first generation of fermions are the up quark (u),
the down quark (d), the electron (e−) and the electron neutrino (νe). Note that quarks
have fractional electric charges of +2/3 and −1/3. Quarks form bound states by constant
exchange of gluons (g), the mediators of the strong interaction. The fundamental charge
of the strong interaction is the color charge. Unlike the electric charge (e), the color charge
comes in three variations – red, green and blue. Furthermore, the gluons themselves have
a color charge and can interact with each other. As a consequence, it is impossible to
separate two quarks from each other. Single isolated quarks have never been observed in
Nature due to a phenomenon called color confinement. This means that only color-neutral
states are observable.

One possibility of combining colors to arrive at a color-neutral state is by taking three
quarks with color red, green and blue, respectively. Bound states of three quarks are
called baryons. The baryon (uud) has an electric charge of unity (see the fractional
electric charges of quarks in Figure 2.2) and represents the quark content of the proton.
Neutrons are (udd) systems. Protons and neutrons form atomic nuclei and by adding
electrons, all the elements of the periodic table can be formed. Thus, all the matter we
see around us is made of fermions of the first generation.

For each matter particle of the SM, there exists also an antimatter particle. An-
tifermions have the same mass as their fermionic counterpart but differ in quantum num-
bers. For example the anti-electron is called positron (e+) and has an electric charge
of +1e. Another quantum number is the lepton number (L) and baryon number (B).
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Leptons have L = 1 and their antiparticles L = −1. Quarks have B = 1/3 and antiquarks
B = −1/3. Antiquarks carry anti-color and thus open up a second possibility to form color-
neutral final states – namely by combining color and anti-color. Quark-antiquark systems
are called mesons. The system (ud) for instance, has an electric charge of +1e and forms
the π+-meson. In principle more exotic quark-combinations such as tetraquarks [17] and
pentaquarks [18] are allowed and are studied in dedicated experiments.

Coming back to the particle content of the second and third generation fermions, the
strange quark (s), charm quark (c), the muon (µ−) and the muon-neutrino (νµ) reside
within the second generation. The third generation contains the top quark (t), the bottom
quark (b), the tau lepton (τ ) and the tau-neutrino (ντ ).

Adding up the masses of the quarks making up the proton (uud) and comparing it
to the proton mass of ≈ 1 GeV seems to be in contradiction. Barely one percent of the
proton mass is due to quark masses. The remaining 99% is stored in form of binding
energy that holds the quark system together. Comparing the masses of the vector bosons
in Figure 2.2, it turns out that gluons and photons are massless while the W and Z
bosons – the mediators of the weak interaction – are massive. As will be discussed in
Section 2.1.3, it is impossible to add mass terms for the gauge bosons to the Lagrangian
in a straight-forward way without breaking gauge invariance. A solution to this problem
was proposed in the 1960’s and uses the notion of spontaneous symmetry breaking. As a
result a new particle was predicted – the Higgs boson – and its discovery in 2012 marks a
big milestone in completing the Standard Model of elementary particles. In addition, not
only the mass of W and Z bosons, but also fermion masses can be introduced by coupling
them to the Higgs boson field as detailed in Section 2.1.4. The following theoretical
discussion of the SM is largely based on [19, 20].

2.1.1 The Strong Interaction
The QFT describing the strong interaction – acting among quarks and gluons – is called
quantum chromodynamics (QCD) [21]. The gauge symmetry group of the QCD-part in the
SM Lagrangian is SU(3). Since the fundamental charge of the strong interaction is color,
the underlying symmetry group is marked with a subscript “C”

SU(3)C . (2.4)

Let f be the flavor index running over all quark types, f ∈ {u, d, s, c, t, b}. Thus, a quark
field of flavor f can be represented by

qf =

�f1
f2
f3

� , (2.5)

where f1,2,3 are the quark fields for the three colors red, green and blue, respectively. Being
a spin-1⁄2 fermion, a single quark field is described by the Dirac free field Lagrangian

LDirac = qf (iγµ∂µ − m)qf , (2.6)

where γµ are the Dirac matrices and ∂µ is the partial derivative with respect to the four
spacetime coordinates, µ = 0, 1, 2, 3. Furthermore, the mass of the quark field is denoted
with m and qf = qf

†γ0 being the Dirac adjoint.
Imposing gauge invariance on the Lagrangian of Equation (2.6) means to transform

the quark field according to
qf


 = Uqf , (2.7)
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where U ∈ SU(3)C and demanding that L

Dirac = LDirac. The matrix U can be written by

means of the exponential map as

U = exp
�

−igsα
aλa · 1

2

�
, (2.8)

where the minus sign is convention and gs and αa are real numbers. The index a runs
over the dimension of SU(3)C, which is eight, i.e. a = 1, 2, · · · , 8 and λa are represented
by the Gell-Mann matrices.

So-called local gauge invariance is imposed by letting αa be dependent on the spacetime
coordinates (x)

αa ≡ αa(x) . (2.9)

Under a local gauge transformation of the quark field, the Dirac Lagrangian is not invari-
ant anymore. However, invariance can be restored by introducing new fields Ga

µ to the
Lagrangian by defining the covariant derivative

Dµ = ∂µ + igs
λa

2 Ga
µ , (2.10)

and replacing with it the partial derivative ∂µ in Equation (2.6). It turns out that Ga
µ

are the eight gluon fields that mediate the strong force. In order to ensure local gauge
invariance under SU(3)C, the gluon fields have to transform according to

Ga
µ


 = Ga
µ + ∂µαa(x) + gsf

a
bcα

b(x)Gc
µ , (2.11)

where fabc are real numbers that satisfy the commutation relation�
λa

2 ,
λb

2

�
= ifab

c λc

2 . (2.12)

In order to define the QCD Lagrangian, the propagation of the newly introduced gluon
fields has to be added to the Dirac Lagrangian in Equation (2.6). This is achieved by
adding a kinetic energy term

−1
4Gµν

a Ga
µν , (2.13)

with the gluon tensor (Gµν
a ) defined as

Ga
µν = ∂µGa

ν − ∂νGa
µ − gsf

a
bcG

b
µGc

ν . (2.14)

The QCD Lagrangian reads

LQCD =
 

f

�
iqfγµ∂µqf − mqfqf − gsqfγµ λa

2 qfGa
µ

�
− 1

4Gµν
a Ga

µν . (2.15)

The three terms inside the sum can be interpreted in the following way. The first term
describes the free propagation of the quark fields qf , while the second represents the
mass term. Imposing local gauge invariance under SU(3)C and introducing the covariant
derivative (see Equation (2.10)), results in an interaction between gluon and quark fields
encoded in the third term inside the sum. The strength of this interaction is quantified
with gs which is typically re-parametrized by

αs = g2
s

4π , (2.16)
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the strong coupling constant. To be more precise, αs is a running coupling constant3,
i.e. it varies between different energy scales. At high energy scales, αs takes up small
values and quarks and gluons are quasi-free. Contrary, for lower energies, corresponding
to large length scales, αs becomes large. This behavior of αs is ultimately a consequence
of the self-interaction of the gluon fields. Cubic and quartic self-interactions appear upon
expansion of the last term in Equation (2.15) which describe the propagation of the gluon
fields. Note that gluons must be massless since adding a term of the form

m2Ga
µGµ

a , (2.17)

would violate local gauge invariance under SU(3)C of LQCD.

2.1.2 Lie Groups and Representations
It is worth to pause for moment and elaborate a bit on the group theoretical aspects
the SM is based on. Some of them have already appeared in the previous section. The
gauge symmetry groups of the SM directly impact the resulting QFTs. One important
consequence is that emerging QFTs based on local gauge symmetries are unitary. This
is crucial to preserve inner products and thus the probability interpretation of quantum
mechanics. More details on using group theory in QFTs can be found in references [22, 23]
upon which also the following discussion is based.

Every gauge symmetry group, G, used in the formulation of the SM is a Lie group, i.e.
it has an infinite number of elements and is at same time a differential manifold. Any
group element, U ∈ G, can be written as shown in Equation (2.8), namely

U = exp (iθaTa) 1 , (2.18)

where θa are numbers and Ta are called the (group) generators. These group generators
form a Lie algebra (g) which can be thought of as the tangent space at the identity (1) of
the corresponding Lie group. The Lie algebra is equipped with a map called Lie bracket

g × g → g

(u, v) �→ [u, v] .
(2.19)

Furthermore, the Lie bracket has to satisfy the Jacobi identity

[u, [v, w]] + [v, [w, u]] + [w, [u, v]] = 0 . (2.20)

For the group generators, the Lie bracket yields

[Ta, Tb] = ifab
cTc , (2.21)

where fabc are known as the structure constants. In case of SU(3)C the generators are given
by the Gell-Mann matrices and the Lie bracket is given by the commutation relation shown
in Equation (2.12). Lie groups with vanishing structure constants are called Abelian, those
with fabc �= 0 are non-Abelian.

Let us focus for the rest of the discussion on the Lie group G = SU(N). The prescrip-
tion that maps each element, U ∈ SU(N), to an N × N unitary matrix with determinant
1, i.e. the identity map, defines a representation on the vector space spanned by vectors

3The strong coupling constant is not the only example of a running coupling constant. The fine
structure constant appearing in quantum electro-dynamics or the weak coupling constant – quantifying
the strength of processes involving the weak interaction – are other examples. Further note, that different
running coupling constants have a different functional dependence on the probed energy scale.
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of length N . This representation is called the defining or fundamental representation.
For example, the quark field in Equation (2.5) is in the fundamental representation of
SU(3)C. The fundamental representation is commonly denoted by N, e.g. the quark
field, qf , resides in the 3-representation of SU(3)C. Anti-quarks follow the transformation
rule

qf → qfU † , (2.22)
corresponding to the anti-fundamental representation 3. Quark fields are referred to as
SU(3)C-triplets because they are written as three-component vector in the (anti-) funda-
mental representation.

Another important representation of SU(N) is the trivial representation denoted as
1. In this case all elements U ∈ SU(N) are mapped to the identity. In other words,
all fields in the trivial representation stay invariant under a SU(N) transformation. For
example, lepton fields do not carry color charge and are thus not affected by the strong
interaction. Thus, from a group theoretical point of view, they transform as singlets in
the 1 representation of SU(3)C.

A last representation of SU(N), relevant for the SM, is the adjoint representation.
Here, the representation acts directly on its Lie algebra viewed as a vector space. Since
SU(3)C has 8 generators, its adjoint representation has dimension eight and is denoted
by 8. It turns out that the gauge fields transform in the adjoint representation, e.g. the
eight gluon fields in case of SU(3)C.

2.1.3 The Electroweak Interaction
The electroweak interaction is a unified theory describing both the electromagnetic and
the weak force based on the underlying symmetry group SU(2) × U(1). This theory
was developed by Glashow [24], Weinberg [25] and Salam [26], who were attributed the
physics Nobel prize for this achievement in 1979. While electromagnetic interactions are
mediated by massless photons, the weak interaction is mediated by the massive W and
Z bosons (see Figure 2.2). The range of the electromagnetic force is infinite. In contrast,
the weak interaction is of short range because the W and Z bosons are massive. The
weak interaction is the only known interaction to violate parity4 [27]. Furthermore, the
charge conjugation parity (CP) symmetry is also violated in weak interactions [28]. Charge
conjugation transforms a particle into its anti-particle and vice versa. The unification of
electromagnetism and the weak interaction – being very different at first sight – is reviewed
in the following.

Parity violation in so-called weak charged current interactions – mediated by W±

bosons – is incorporated into the theory by splitting each fermion field (ψ) into left-
handed (ψL) and right-handed (ψR) chirality states. Left-handed fermion fields form
doublets with respect to the SU(2) symmetry of the weak interaction, while right-handed
fermions transform as singlets. Therefore, the underlying symmetry group of the weak
interaction carries an extra subscript “L” and will be denoted from now on with

SU(2)L . (2.23)
The operators projecting ψ onto its different chirality states are given by

ψL = PLψ = 1
2(1 − γ5)ψ

ψR = PRψ = 1
2(1 + γ5)ψ

ψ = ψL + ψR ,

(2.24)

4Parity is the symmetry transformation inverting the spatial coordinates.
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where γ5 = iγ0γ1γ2γ3 is the product of Dirac matrices. The fermion doublets are then
given by �

νe
e

�
L

,

�
νµ

µ

�
L

,

�
ντ

τ

�
L

,

�
u
d


�
L

,

�
c
s


�
L

,

�
t
b


�
L

, (2.25)

where the quark fields that are eigenstates of the weak interaction differ from the mass
eigenstates. The convention chosen here is that weak and mass eigenstates coincide for
up-type quarks but are rotated for down-type quarks. Therefore, down-type quark fields
are denoted with an extra prime as superscript. Details of this rotation are discussed later
in this section.

A new quantum number – the weak isospin T – is introduced with projection T3 = ±1/2.
For example, νeL is a weak isospin up state with T3 = +1/2. All right-handed fermions are
weak isospin singlets (T = 0)

eR, µR, τ R, uR, d

R, cR, s


R, tR, b

R . (2.26)

Right-handed neutrinos are not part of the SM because they transform as singlets with
respect to every gauge symmetry and thus do not interact by any force described by the
SM.

In order to simplify the notation,

Ψi =
�

ψi

ψ
,i

�
L

=
�

ψi
L

ψ
,i
L

�
(2.27)

covers all combinations shown in Equation (2.25), where i = 1, 2, 3 runs over the three
generations of fermions. Similarly, ψi

R and ψ
,i
R are used to refer to the fields in Equa-

tion (2.26). The free-field Dirac Lagrangian (see Equation (2.6)) reads for the weak
interaction

LDirac =
 
l,q

 
i

Ψi(iγµ∂µ)Ψi + ψi
R(iγµ∂µ)ψi

R + ψ
,i
R (iγµ∂µ)ψ
,i

R

− mi(ψi
Rψi

L + ψi
Lψi

R) − m
,i(ψ
,i
R ψ
,i

L + ψ
,i
L ψ
,i

R ) ,
(2.28)

where the masses of up-type and down-type fermions are denoted as m and m
, respec-
tively. The summation runs over all leptons (l) and quarks (q) of all three generations
i = 1, 2, 3. From the second line of Equation (2.28), it is obvious that mass terms in the
Dirac Lagrangian are not gauge invariant since they involve left-handed and right-handed
fields which transform differently under SU(2)L. In order to proceed with the isodoublet
model of the weak interaction, fermions are treated as massless and it will be discussed
in Section 2.1.4 how fermion masses can be re-introduced. Local gauge invariance under
SU(2)L is imposed by transforming the left-handed fields according to

Ψi
 = UΨi with
U ∈ SU(2)L

U = exp
�

−igwαa(x)σa

1
2

�
,

(2.29)

where σa (a = 1, 2, 3) are the Pauli matrices (see also Equation (2.8)). The generators of
SU(2) are given by σa/2 satisfying the commutation relations�

σa

2 ,
σb

2

�
= i"ab

c σc

2 , (2.30)
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with "abc – the Levi-Civita symbol – being the structure constants. Three new gauge fields
(W a

µ ) are introduced and added to the covariant derivative

Dµ = ∂µ + igw
σa

2 W a
µ , (2.31)

with gw being the coupling strength of the weak interaction. Inserting Equation (2.31)
into Equation (2.28) and neglecting the mass terms, results in

LDirac =
 
l,q

 
i

Ψi(iγµ∂µ)Ψi + ψi
R(iγµ∂µ)ψi

R + ψ
,i
R (iγµ∂µ)ψ
,i

R − gwΨiγµ σa

2 ΨiW a
µ , (2.32)

where the last term describes interactions of left-handed fermions and the three gauge
fields W a

µ . Two of the gauge fields can be related to the physical W± bosons via

W ±
µ = 1√

2
(W 1

µ ∓ iW 2
µ) . (2.33)

However, the remaining field, W 3
µ , can not be identified as the Z boson. It would have the

same vector-axial structure as the charged current interaction mediated by W± bosons
which contradicts with experimental observations of neutral current weak interactions [29,
30]. In conclusion, SU(2)L can not be the gauge group of weak interaction, motivating
the work of unifying it with another interaction.

The QFT describing the electromagnetic force is termed quantum electrodynamics
(QED). Its Lagrangian is given by

LQED = iψγµ∂µψ − mψψ − eψγµQψAµ − 1
4F µνFµν , (2.34)

where ψ is a fermion field and Aµ represents the photon field. The electric charge is
denoted by e, the fermion mass by m and Q is the quantum number associated to the
electromagnetic interaction indicating what fraction of the electric charge the fermion
described by ψ carries. The electromagnetic field tensor is given by

Fµν = ∂µAν − ∂νAµ . (2.35)

Photon-fermion interactions are described by the third term in Equation (2.34) which are
incorporated by the covariant derivative

Dµ = ∂µ + ieQAµ , (2.36)

based on a U(1)em symmetry. Unlike the gauge theories behind the strong and weak
interaction, QED is an Abelian theory. As a consequence, photons do not interact with
each other.

The electromagnetic current for an electron field (e) is defined as

jµ
em = eγµQe . (2.37)

The e-νe-part of the third component charged weak current is given by

jµ
3 = 1/2(νeLγµ)νeL − eLγµeL . (2.38)

The difference of these two currents is

jµ
em − jµ

3 = −1
2

�
νe
e

�
L
γµ

�
νe
e

�
L

− eRγµeR . (2.39)
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Equation (2.39) can be interpreted as a new current acting on all fields, i.e. it is acting
on weak isospin doublets and singlets. The doublet is weighted with a factor −1/2 and
the electron singlet with −1. These appropriate weights can be obtained by extending
SU(2)L with a U(1) symmetry group. This is not U(1)em from QED (see Equation (2.34))
but a new group U(1)Y, where Y is the weak hypercharge. In terms of the current of the
weak hypercharge, jµ

Y , Equation (2.39) can be re-written as

jµ
em − jµ

3 = 1
2jµ

Y , (2.40)

which translates into a relation5 between Q, T3 and Y

Q = T3 + Y

2 . (2.41)

The new U(1)Y group is described by the Lagrangian

LY = iψγµDµψ − 1
4BµνBµν , (2.42)

whereby the mass terms are dropped. The covariant derivative in Equation (2.42) is
defined by

Dµ = ∂µ + igY
Y

2 Bµ , (2.43)

introducing a coupling of fermion fields with the gauge field Bµ of strength gY.
Since both, W 3

µ and Bµ couple to neutrinos, they can not be identified with the photon
field Aµ because neutrinos do not have electric charge. However, a rotation of the fields
W 3

µ and Bµ defines correctly the physical fields related to the Z boson and the photon.
This rotation is parametrized with the Weinberg angle (θw) and is given by�

Aµ

Zµ

�
=

�
cos θw sin θw

− sin θw cos θw

� �
Bµ

W 3
µ

�
. (2.44)

Working out the math reveals

e = gY cos θw = gw sin θw , (2.45)

meaning all couplings (e, gw, gY) to the gauge bosons within the unified electroweak theory
SU(2)L × U(1)Y are determined once two parameters are known – for example e and θw.

Collecting the pieces described in this section, the Lagrangian of the electroweak in-
teraction can be formulated. It is given by

LEWK =
 
l,q

 
i

�
Ψi(iγµD(L)

µ )Ψi + ψi
R(iγµD(R)

µ )ψi
R + ψ
,i

R (iγµD(R)
µ )ψ
,i

R

�
+ Lgauge

EWK

Lgauge
EWK = −1

4W a
µνW µν

a − 1
4BµνBµν .

(2.46)

Different covariant derivatives are used depending on whether they act on weak isospin
doublets or singlets

D(L)
µ = ∂µ + igw

σa

2 W a
µ + igY

Y

2 Bµ

D(R)
µ = ∂µ + igY

Y

2 Bµ .
(2.47)

5This relation looks identical to the Gell-Mann–Nishijima formula known from the quark model. This
is because much of the group theoretical consideration apply also to the electroweak unification.

21



The relation between the gauge bosons W a
µ and Bµ, and the physical fields of charged W±

bosons, Z boson and photon are given in Equations (2.33) and (2.44). The term Lgauge
EWK in

Equation (2.46) accounts for the free propagation of the electroweak gauge boson fields.
Bosonic tensors are given by

W a
µν = ∂µW a

ν − ∂νW a
µ − gw"a

bcW
b
µW c

ν

Ba
µν = ∂µBa

ν − ∂νBa
µ .

(2.48)

Re-writing Lgauge
EWK in terms of the physical fields, reveals possible trilinear (ZW+W−,

γW+W−) and quadrilinear (ZZW+W−, γγW+W−, γZW+W−, W+W−W+W−) couplings
among them.

In summary, the electroweak Lagrangian shown in Equation (2.46) correctly encap-
sulates QED and the weak interaction. It accounts for the free propagation of fermions
of all three generations, the free propagation of the physical bosons W±, Z and γ , and
the interaction between fermions and bosons as well as interactions among the bosons.
Mass terms for bosons or fermions would both violate gauge invariance of LEWK and are
thus dropped from the formalism. This is however in contradiction with experimental
evidence, observing massive fermions as well as W and Z bosons. How massive particles
are restored, is subject of the next section.

2.1.4 Electroweak Symmetry Breaking
In QFT, a system has a spontaneously broken symmetry if the Lagrangian describing its
dynamics is invariant under these symmetry transformations but its ground state is not.
In 1964, Englert and Brout [31], Higgs [32] and Guralnik, Hagen and Kibble [33] pro-
posed independently a mechanism to generate gauge boson masses based on spontaneous
symmetry breaking. The mechanism will be referred to as Brout-Englert-Higgs (BEH)
mechanism in the following. In terms of the underlying symmetry group of the SM, the
BEH mechanism can be viewed as the following transition

SU(3)C × SU(2)L × U(1)Y → SU(3)C × U(1)em . (2.49)

Hence, after spontaneous symmetry breaking, the photon – as well as the gluons – should
remain massless and only the W and Z bosons should acquire a mass.

The BEH mechanism is realized upon addition of a new field, φ. This field must have
non-vanishing weak isospin and weak hypercharge in order to account for electroweak
symmetry breaking as shown in Equation (2.49). A simple choice is in form of a complex
weak isospin doublet

φ =
�

φ+

φ0

�
= 1√

2

�
φ1 + iφ2
φ3 + iφ4

�
, (2.50)

where φi (i = 1, 2, 3, 4) are real scalar fields. The Lagrangian of spontaneous symmetry
breaking of the electroweak theory is given by

LBEH = (D(L)
ν φ)†(Dν(L)φ) − V (φ)

V (φ) = µ2φ†φ + λ(φ†φ)2 µ2 < 0, λ > 0 .
(2.51)

Since φ carries both weak isospin and weak hypercharge, the covariant derivative (D(L)
ν )

from Equation (2.47) is used above. It is worth mentioning that LBEH + Lgauge
EWK (see

Equation (2.46)) is gauge invariant. The real parameters of the Higgs boson potential
(V (φ)) are chosen such that the potential is bound from below (λ > 0) and such that the
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Figure 2.3: The figure is taken from [34] and shows the Higgs boson potential V (φ) (see
Equation (2.51)). While the potential remains invariant under U(1) transformation, the
ground state (blue ball) is not. In fact, there are infinitely many possibilities to choose a
ground state, whereby one is chosen spontaneously.

ground state is not invariant under SU(2)L × U(1)Y transformations (µ2 < 0) anymore.
The minimum of the potential is realized if

φ†φ = −µ2

2λ
≡ v2

2 , (2.52)

where the field, φ, is treated classically and v is the so-called vacuum expectation value
(vev). A QFT version of the above equation is given by

�0|φ†φ|0� = −µ2

2λ
≡ v2

2 . (2.53)

Figure 2.3 shows a sketch of the Higgs boson potential.
There are infinitely many ground states which are positioned along a circle of the

potential. Upon a specific choice of the ground state the SU(2)L × U(1)Y symmetry is
broken as shall be demonstrated in the following. A simple choice of the ground state is

φground =
�

0
v√
2

�
. (2.54)

This particular choice of the ground state satisfies Equation (2.53) and vanishes for
the charged φ+-component, meaning that the ground state is electrically neutral. It
is straightforward to check that φground is not invariant under global SU(2)L × U(1)Y
transformations. Invariance means

exp (−iαΛ) φground = φground ⇒ Λφground = 0

Λ ∈ {σ1
2 ,

σ2
2 ,

σ3
2 ,

Y

2 } ,
(2.55)
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but instead the following holds

σ1
2 φground = 1

2

�
0 1
1 0

� �
0
v√
2

�
=

�
v

2
√

2
0

�
�= 0

σ2
2 φground = 1

2

�
0 −i
i 0

� �
0
v√
2

�
=

�−i v
2
√

2
0

�
�= 0

σ3
2 φground = 1

2

�
1 0
0 −1

� �
0
v√
2

�
=

�
0

− v
2
√

2

�
�= 0

Y

2 φground = 1
2

�
1 0
0 1

� �
0
v√
2

�
=

�
0
v

2
√

2

�
�= 0 .

(2.56)

However, for the electric charge Q = σ3/2 + Y/2 (see Equation (2.41)), it follows

Qφground = 1
2(σ3 + Y )φground = σ3

2 φground + Y

2 φground
Eq. 2.56= 0 , (2.57)

i.e. φground respects the U(1)em symmetry and hence the symmetry breaking

SU(2)L × U(1)Y → U(1)em . (2.58)

In a next step, the Higgs boson doublet, φ (see Equation (2.50)), can be expanded
around the ground state. For that, let

φ3 = v + h(x) , (2.59)

where h(x) has a vanishing vev
�0|h(x)|0� = 0 . (2.60)

The Higgs boson doublet takes then the following form

φ = 1√
2

exp
�

iξa(x)σa

v

� �
0

v + h(x)

�
, (2.61)

which upon linear expansion6 is equivalent to Equation (2.50). The fields ξa(x) are mass-
less and a consequence of the Goldstone theorem [35]. However, they do not correspond
to physical fields. This can be easily seen by applying the local gauge invariance principle
and choosing

U = exp
�

− iξa(x)σa

v

�
(2.62)

by setting the fields αa(x) in Equation (2.29) appropriately. As a result the Higgs boson
doublet looks like

φ = 1√
2

�
0

v + h(x)

�
. (2.63)

This particular choice is referred to as the unitary gauge. The lower component of the
Higgs boson doublet in Equation (2.63) defines

H(x) ≡ v + h(x) , (2.64)

having a vev of
�0|H(x)|0� = v . (2.65)

6The identification is given by ξ1 = φ2, ξ2 = φ1 and ξ3 = −φ4.
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This means, the field H is present in the vacuum of the SM and it is constant. Its quanta
are represented by excitations of the vacuum with the field h associated to the particle
called Higgs boson.

Inserting Equation (2.63) into Equation (2.51), the following expression can be ob-
tained for the Lagrangian

LBEH+Lgauge
EWK =

+ 1
2

�
∂µh∂µh + 2µ2h2

�
− 1

4
�
W −

µν

�†
W −µν + 1

2

�
gwv

2

�2 �
W −

µ

�†
W −µ

− 1
4

�
W +

µν

�†
W +µν + 1

2

�
gwv

2

�2 �
W +

µ

�†
W +µ

− 1
4ZµνZµν + 1

2

�
gwv

2 cos θw

�
ZµZµ

− 1
4AµνAµν

+ g2
wv

2 hW −
µ W +µ + g2

w
4 h2W −

µ W +µ + g2
wv

4 cos2 θw
hZµZµ + g2

w

8 cos2 θw
h2ZµZµ

+ µ2

v
h3 + µ2

4v2 h4 .

(2.66)

The following conclusions can be drawn from Equation (2.66):
• Applying the Euler-Lagrange equation to line one of Equation (2.66), yields the

Klein-Gordon equation where the Higgs boson mass can be identified as

mH =
√

2|µ| . (2.67)

• Applying the Euler-Lagrange equation to line two of Equation (2.66), gives the
Procca equation describing a massive particle with spin-1. The mass of the nega-
tively charged W boson can be identified as

mW− = gwv

2 . (2.68)

In fact, the positively charged W boson has the same mass when looking at line
three in Equation (2.66)

mW+ = gwv

2 ≡ mW . (2.69)

Similarly, the Z boson mass can be inferred from line four in Equation (2.66)

mZ = gwv

2 cos θw
. (2.70)

• As expected, line five in Equation (2.66) shows no mass term related to the photon
field Aµ and hence

mγ = 0 . (2.71)

• In the sixth line of Equation (2.66), trilinear and quadrilinear interaction between
the Higgs boson and massive gauge boson fields appear. In the last line of Equa-
tion (2.66), Higgs boson self-couplings appear. The coupling of the Higgs boson to
the W bosons is given by

λHWW
Eq. 2.66= g2

wv

2
Eq. 2.69= 2

v
m2

W , (2.72)
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and similarly for the coupling to the Z boson

λHZZ
Eq. 2.66= g2

wv

4cos2θw

Eq. 2.70= 2
v

m2
Z . (2.73)

In both cases the coupling of the Higgs boson to the massive gauge boson is pro-
portional to their mass square.

It is instructive to count the number of degrees of freedom before and after electroweak
symmetry breaking. At the beginning, there were four massless gauge bosons (3 W a

µ

and 1 Bµ) with each having two possible polarizations. The Higgs boson doublet (see
Equation (2.50)) adds another four degrees of freedom (φ1, φ2, φ3, φ4), making in total
4 · 2 + 4 = 12 degrees of freedom before symmetry breaking. After spontaneous symmetry
breaking, there are three massive bosons (W+,W−,Z) with three possible polarization
each. There is the photon field, with only two possible polarization because it is massless.
Last but not least, there is one scalar massive field, making in total 3 · 3 + 1 · 2 + 1 = 12
degrees of freedom. No loss of degrees of freedom occurs. Thanks to the choice of the
unitary gauge, the massless Goldstone modes are shifted into the three gauge bosons W+,
W−, and Z via their longitudinal polarization. At no point of the whole derivation gauge
invariance had to be given up.

Moreover, it is possible to bring back fermion masses by coupling left-handed and right-
handed fields by means of the Higgs boson doublet without breaking gauge invariance
anymore. It can be shown [19] that the Lagrangian takes the following form

Lyuk =
 
f

�
−gf

�ΨLφψ

R − gf

�ψ

Rφ†ΨL +

 
f

−gfΨLφcψ

R − gfψ


Rφc†ΨL , (2.74)

with the charge conjugate Higgs boson doublet

φc = iσ2φ
∗ . (2.75)

The sums run of down-type fermions (f 
 = e, µ, τ , d
, s
, b
) and up-type fermions (f =
νe, νµ, ντ , u, c, t), respectively. This type of coupling is called Yukawa coupling in courtesy
of the physicist Hideki Yukawa who studied such interactions with the aim of describ-
ing the nuclear force. Weinberg first applied Yukawa’s formalism to Higgs-fermion cou-
plings [25]. It can be shown that Lyuk is gauge invariant under SU(2)L × U(1)Y if the
following identity of the hypercharges (y) holds

yφ = yΨ − yψ
�
R

= −1 − (−2) = 1 . (2.76)

Hence, the Higgs boson doublet must have weak hypercharge yφ = 1 and therefore –
according to Equation (2.41) – the electric charges of the weak isospin states must be +1
and 0, justifying retrospectively the choice at the beginning (see Equation (2.50)). Upon
electroweak symmetry breaking, the Lagrangian in Equation (2.74) produces the desired
mass terms for fermions and takes up the form

Lyuk =
 
f

�
−mf

�ψ
ψ
 − mf
�

v
ψ
ψ
h +

 
f

−mfψψ − mf

v
ψψh . (2.77)

Hence, the Higgs boson coupling to fermions (gF ) is related to the fermion mass via

gF =
√

2
v

mF F ∈ {f, f 
} . (2.78)

26



Unlike the gauge boson couplings (see Equations (2.72) and (2.73)), the fermion coupling
is only linearly dependent on the fermion mass. However, the fermion masses are not
predicted and present free parameters of the theory. Therefore, measuring the Higgs
boson coupling to fermions at the LHC directly tests the validity of the Yukawa theory.

Finally, the SM Lagrangian can be written down

LSM = LQCD + LEWK + LBEH + Lyuk , (2.79)

where LQCD is given in Equation (2.15), LEWK in Equation (2.46), LBEH in Equation (2.51)
and Lyuk in Equation (2.77). It is possible to write LSM in terms of physical mass eigen-
states instead of the weak eigenstates as demonstrated in this chapter. For quarks,
the relation between weak and mass eigenstates is encoded in the Cabbibo-Kobajashi-
Maskawa (CKM) matrix [36, 37]�d


s


b


� =

�Vud Vus Vub
Vcd Vcs Vcb
Vtd Vts Vtb

�
�d

s
b

� = VCKM

�d
s
b

� . (2.80)

Due to the quark mixing encoded in VCKM, it is possible that in charged current inter-
actions W± change the flavor of the involved quarks. The weak interaction is the only
interaction where this is possible. Since VCKM is close to diagonal, transitions among the
same generation are favored. The complex phase of VCKM is the source of CP violation
in the weak interaction [37]. For neutrinos, the mixing of weak and mass eigenstates,
(ν1, ν2, ν3), is given by�νe

νµ

ντ

� =

�Ve1 Ve1 Ve1
Vµ2 Vµ2 Vµ2
Vτ 3 Vτ 3 Vτ 3

�
�ν1

ν2
ν3

� = VPMNS

�ν1
ν2
ν3

� , (2.81)

where VPMNS is the Pontecorvo-Maki-Nakagawa-Sakata (PMNS) matrix [38].

2.2 Shortcomings of the SM
The SM is a very predictive theory and describes many processes which have been ob-
served and analyzed by many experiments. An example of the predictive power are the
postulation of the W and Z bosons which were later discovered [39, 40, 41, 1]. Another
example is the prediction of the top quark in the context of the quark model together with
a prediction of its mass from electroweak data [2]. The discovery of the top quark [42]
with a mass consistent with the prediction marks another success of the SM. Figure 2.4
compares experimental measurements and theoretical predictions of different processes
produced in high-energy collisions at the LHC. The y-axis represents a measure of the
rate of these processes and spans many orders of magnitude. Over this large range, the
SM and experimental observations agree and no significant deviation has been observed.

Nevertheless, the SM is not the ultimate theory. Some of its shortcomings are:

• The SM does not include the gravitational force. Its description by means of a
renormalizable QFT that can be treated perturbatively has not been achieved.

• Measurements of rotational velocities of galaxies further away from the galactic
center suggest that there is in fact more matter than observable [44]. This new kind
of matter is termed dark matter and is clearly not made up of matter particles from
the SM.
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the corresponding theoretical prediction. The plot is taken from [43].
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• Cosmological observations [45] are consistent with an expanding universe driven by
an unknown form of energy which is referred to as dark energy. The SM does not
provide a source of such an energy.

• The fact that not all matter and antimatter has annihilated in an early stage of
the universe and we observe planets, stars and galaxies made of matter, implies
a matter-antimatter asymmetry. Such an asymmetry can be partially explained
by CP violation in the quark sector of weak interactions encoded in the complex
phase of the CKM matrix [46]. Similarly, the complex phase of the PMNS matrix –
which remains to be determined by experiments – is a source of CP violation [47].
However, our present knowledge of the CP violation does not seem to fully explain
the observed baryonic asymmetry [48].

• One of the free parameters of the SM is the QCD vacuum angle θ. Its current
measured upper bound is 10−10 [49], suggesting that it might be zero. An implication
of a vanishing vacuum angle is that QCD preserves exactly the CP symmetry. This
problem is referred to as the strong CP problem because the SM does not provide
an explanation for a small or even zero value of θ.

• Higher order quantum corrections to the Higgs boson mass, mH , grow quadratically
up to an energy, where new physics starts to play a role. It is important to note
that corrections of fermions and bosons carry different signs. Hence, an observed
Higgs boson mass of 125 GeV – much smaller than the magnitude of the corrections
– can only be explained if these corrections cancel each other almost perfectly. This
problem is referred to as the naturalness problem of the Higgs sector [50].

• Further open questions are among others

– Why are there three generations of fermions?
– Why do the fermion masses span so many orders of magnitude?
– Why is the gravitational force so weak compared to the other interactions?
– Why do the gauge couplings not meet at a certain energy scale indicating a

unification of all forces?
– How are the free parameters of the SM connected and is there some underlying

pattern? In total there are 19 parameters of the SM and an additional 7 or 8
parameters dependent on whether neutrinos are treated as Dirac or Majorana
particles.

2.3 Extending the SM
There are many ideas how the SM can be extended to provide answers to (some of) the
open questions listed in Section 2.2. An introductory overview of different BSM theories
is for example given in [51]. In this section, the focus lies on one such theoretical model
called supersymmetry (SUSY). In Section 2.3.1, the basic concepts and motivation behind
SUSY are presented. Special emphasis is given on the Higgs sector since this topic is
relevant for the work presented in Section 9.3.1. Furthermore, the theoretical grounds for
light stop searches are discussed in this section. Lastly, an introduction to leptoquarks is
given.
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2.3.1 Supersymmetry
Supersymmetry is a BSM theory which has been heavily studied since the 1970s when Wess
and Zumino [52] laid the foundation by identifying the specific renormalization charac-
teristics of four-dimensional supersymmetric field theories. An additional symmetry is
introduced resulting in a link between fermions and bosons. As such, SUSY can connect
QFTs which are based on local gauge transformation with general relativity [53]. Further-
more, SUSY could provide solutions to the fine-tuning problem of the Higgs boson mass,
allows unification of the gauge coupling constants and predicts new particles serving as
dark matter candidates. In what follows, a basic introduction focusing on relevant aspects
of SUSY is given, following the presentation of this topic in [54].

A strong argument motivating SUSY is its solution to the fine-tuning of the Higgs boson
mass, which is one of the shortcomings of the SM discussed in Section 2.2. Corrections
to the Higgs boson mass from fermions (F ) with a coupling to the Higgs boson field (gF )
are given by

ΔmH = −|gF |2
8π2 Λ2

UV + · · · , (2.82)

where ΛUV is the energy scale at which new physics alters the SM. If it is assumed that
this energy scale is the Planck scale, then the corrections ΔmH are 30 orders of magnitude
larger than the required value for mH . Contributions to the Higgs boson mass correction
coming from a complex scalar particle, S, are given by the formula

ΔmH = + gS

16π2 Λ2
UV + · · · , (2.83)

where gS denotes the coupling of a massive scalar to the Higgs boson field. Comparing
Equations (2.82) and (2.83) with each other allows coming to the conclusion that if each
fermion of the SM was complemented with two scalar bosons with gS = |gF |2, the cor-
rections would cancel each other perfectly. It can be shown that this neat cancellation
can be enforced at any order in perturbation theory by imposing a new kind of symmetry
between fermions and bosons. This symmetry is called supersymmetry.

Supersymmetric transformations turn a fermionic state into a bosonic state and vice
versa. In a light-weight formula this can be expressed as

Q |fermion� = |boson�
Q |boson� = |fermion� ,

(2.84)

where Q is the generator of supersymmetric transformations. By the Haag-L̂opuszanski-
Sohnius theorem [55], the possible forms SUSY can take and still be a QFT are highly
restricted. In order to embed the SM correctly, the supersymmetric generators have to
satisfy the following conditions

{Q, Q†} = P µ

{Q, Q} = 0 = {Q†, Q†}
[P µ, Q] = 0 =

�
P µ, Q†


,
(2.85)

where P µ is the generator of spacetime translations. Enforcing local gauge invariance
under supersymmetric transformation induces gravity in so-called super gravitational the-
ories [53]. It should be stressed that Equation (2.85) does not show the spinor indices
and is just a light-version of the exact (anti-)commutation relations derived in [54]. The
commutation and anti-commutation rules formulated in Equation (2.85) define a super-
symmetric algebra.

Single-particle states of a supersymmetric theory form supermultiplets7. Each super-
7Supermultiplets are irreducible representations of the supersymmetric algebra.
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particle type spin-0 spin-1⁄2 spin-1 SU(3)C SU(2)L U(1)Y

(s)quark
Q̃L =

�
q̃u

L
q̃d

L

�
QL =

�
qu

L
qd

L

�
– 3 2 1⁄3

q̃u,∗
R qu

R – 3 1 -4⁄3

q̃d,∗
R qd

R – 3 1 2⁄3

(s)lepton
L̃ =

�
ν̃l,L
l̃L

�
L =

�
νl,L
lL

�
– 1 2 -1

ν̃∗
l,R ν l,R – 1 1 0
l̃∗
R lR – 1 1 2

Higgs /
Higgsino

Hu =
�

H+
u

H0
u

�
H̃u =

�
H̃+

u
H̃0

u

�
– 1 2 1

Hd =
�

H0
d

H−
d

�
H̃d =

�
H̃0

d
H̃−

d

�
– 1 2 -1

gluino /
gluon – g̃a Ga

µ 3 1 0
Wino /
W boson – W̃ i W i

µ 1 3 0
Bino /
B boson – B̃ Bµ 1 1 0

Table 2.1: This table summarizes the particle content of the MSSM. Particle names as well as
the fermionic and bosonic component of each supermultiplet are shown. First the matter
supermultiplets are listed, then the gauge supermultiplets. In the last three columns of the
table the representations under SM gauge transformation are displayed, using the convention
from Equation (2.41). Note, that here neutrinos are assumed to be Dirac particles and
therefore the right-handed neutrino fields, νl,R, and their superpartners appear in this table
as well. For the (s)quarks the index u runs over all up-type quarks, i.e. qu = u, c, t, whereas
d runs over the down-type quarks, i.e. qd = d
, s
, b
. The index l used for the (s)lepton
fields runs over the lepton flavors, i.e. l = e, µ, τ .

multiplet contains a fermionic and a bosonic component which is referred to as being
each other’s superpartner. From the commutation relations shown in Equation (2.85), it
follows immediately that particles in the same supermultiplet have the same mass and
transform identically under SM gauge transformations. The latter conclusion means that
superpartners have the same electric charge, weak isospin and color degrees of freedom.
Supermultiplets must have the same number of fermionic and bosonic degrees of freedom.
It can be shown that a supermultiplet containing a SM fermion must be complemented by
a complex scalar (spin-0) component. Such multiplets are called scalar or matter or chiral
supermultiplets. For spin-1 gauge bosons, it turns out that they must be paired with spin-
1⁄2 superpartners with resulting multiplets referred to as gauge or vector supermultiplets.
Table 2.1 summarizes the particle content of the minimal supersymmetric extension of
the Standard Model (MSSM) and its organization of scalar and vector supermultiplets.
The MSSM adds the minimal amount of new particles to the SM. The details of Table 2.1
are discussed next.

The superpartners of quarks and leptons are the scalar quarks and scalar leptons,
called squarks and sleptons for short, respectively. Since left-handed and right-handed
fermions have different transformation properties under SM gauge transformations, they
must belong to different supermultiplets and have each respective superpartners. Super-
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symmetric particles are denoted with an extra tilde (˜). For example, the superpartner of
the left-handed top quark (tL), is the top squark (t̃L), where the subscript is just used to
link the top squark to the correct SM partner. Both, (s)quarks and (s)leptons are put into
scalar supermultiplets which are often addressed by objects with a hat (̂) in the literature.
For instance, the supermultiplet Q̂ is defined as

Q̂ =
�

(q̃u
L, qu

L)
(q̃d

L, qd
L)

�
, (2.86)

and encompasses the left-handed quarks and their superpartners. The indices u and d
run over the three generations of up and down-type quarks, respectively. Another scalar
supermultiplet is formed by the Higgs boson and its superpartner, the Higgsino. However,
there must be two weak isospin Higgs doublets for the MSSM to work, resulting in the
so-called two Higgs doublet model (THDM) [56, 57]. One reason is the generation of quark
masses after electroweak symmetry breaking. Within the MSSM, the Higgs doublet with
Y = 1 gives mass to up-type quarks with electric charge +2/3, while the other Higgs
doublet with Y = −1 gives mass to the down-type quarks with electric charge −1/3.
Therefore, one notation adapted in the literature – and used in this thesis – is to label the
Higgs doublets with a subscript “u” or “d” to remember to which quark type they couple
and generate a mass term (see also Table 2.1). Having more than one Higgs boson in the
THDM results also in more superpartners, which are referred to as Higgsinos.

SM gauge bosons are grouped and form gauge supermultiplets together with their
superpartners which are called gauginos. The supersymmetric partners of the gluons are
the gluinos ("g), the superpartners of the W bosons are the winos (#W) and the superpartner
of the B boson is the bino ("B). A mixture of wino and bino defines the massive zino ("Z)
and massless photino ("γ) after electroweak symmetry breaking in complete analogy to the
mixing of the SM gauge bosons shown in Equation (2.44).

Particles in the same supermultiplet have the same mass as already mentioned earlier.
However, none of the supersymmetric particle have been discovered as of this writing.
This implies that SUSY must be a broken symmetry. The mass of the discovered 125 GeV
Higgs boson actually gives a strong hint that SUSY must be broken. If SUSY was an exact
symmetry, the mass of the lightest electrically neutral Higgs boson would be below the
Z boson mass (mZ = 91 GeV). Broken SUSY implies that corrections to the Higgs boson
mass in Equations (2.82) and (2.83) do not cancel exactly anymore and hence a mass
larger than the one of the Z boson is again possible. However, the symmetry breaking
should not be such that one ends up again in an unnatural fine-tuning of the Higgs boson
mass. In the literature it is therefore stated that SUSY breaking must be soft. In many
soft SUSY breaking scenarios, the lightest SUSY particle(s) can have masses in the TeV
range and thus being accessible to be produced in proton-proton collisions at the LHC.

An important feature of the MSSM superpartners (see Table 2.1) is that they can
mix after electroweak and soft SUSY breaking to form physical mass eigenstates. This
motivates searches for top squarks as will be discussed further below. Only the gluino,
being a color octet, does not have the appropriate quantum numbers for mixing with
other superpartners. Neutral mass eigenstates are called neutralinos (χ̃0

1, χ̃0
2, χ̃0

3, χ̃0
4) and

are mixtures of neutral Higgsinos and gauginos. They are labeled in a mass-ordered way,
where "χ0

1 is the lightest one. Similarly, the charged Higgsinos and gauginos mix and form
four mass eigenstates called charginos (χ̃±

1 , χ̃±
2 ).

In many SUSY models such as the MSSM, an additional symmetry – called R-parity
– is imposed. R-parity conservation ensures for instance that protons do not decay via
exchange of SUSY particles. The experimental lower bound on the lifetime of protons
depends on the specific decay process analyzed and lies for example in the order of 1033
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years for protons decaying into positrons [58]. These lower bounds put strong constraints
on BSM theories predicting processes allowing for proton decay. The definition of R-parity
is given by

pR = (−1)3(B−L)+2S , (2.87)
where B, L and S are the baryon number, lepton number and spin of the particle, re-
spectively. It can be checked that all SM particles have pR = 1, while their superpartners
have pR = −1. An important consequence of R-parity conservation, is that the lightest
supersymmetric particle (LSP) is stable. A weakly interacting electrically neutral LSP
provides a well suited dark matter candidate. In the analysis presented in Section 9.3.3,
the lightest neutralino is assumed to be the LSP.

The Higgs Sector of the MSSM and the NMSSM

In Table 2.1, the two Higgs doublets introduced in the MSSM are shown. In analogy to
Equation (2.54), the ground states of each Higgs doublet can be chosen as

Hu,ground = 1√
2

�
0
vu

�
Hd,ground = 1√

2

�
vd
0

�
, (2.88)

where vu and vd are the vevs of each Higgs doublet which are related to the vev from the
SM case by

v2 = v2
u + v2

d . (2.89)
Starting off with eight degrees of freedom – from the two complex isospin Higgs doublets
with four degrees of freedom each – the following particle spectrum is generated after
electroweak symmetry breaking. Like in the SM, three degrees of freedom take up the
form of longitudinal polarizations of the now massive W and Z bosons. However, in
the MSSM there are now five degrees of freedom left corresponding to five massive Higgs
bosons. These Higgs bosons are denoted as

h, H, A, H+, H− . (2.90)

The Higgs bosons H± are charged, while the others are electrically neutral. The A boson
is a pseudoscalar, i.e. it transforms under CP transformation with a sign-flip (CP-odd).
The Higgs bosons h and H are CP-even particles, where h is the lighter of the two Higgs
bosons8. In fact, after electroweak symmetry breaking, the MSSM Higgs sector can be
fully described at tree-level9 by just two parameters. These two parameters are typically
chosen as

tan β = vu
vd

mA ,
(2.91)

where mA is the mass of the pseudoscalar A. Different benchmark scenarios [59, 60] have
been defined to study the MSSM Higgs sector in a systematic way. One of them is the
M125

h scenario which is discussed in detail in [59]. It incorporates knowledge about the SM
Higgs boson and identifies it with h of the MSSM

h ↔ hSM . (2.92)
8Note, that the heavy neutral Higgs boson is not to be identified with the SM Higgs boson, even

though the same symbol is used. In fact, it is the light neutral Higgs boson which is identified as being
the discovered SM Higgs boson (see also Equation (2.92))

9At higher orders, the particle spectrum of the MSSM can have an influence on corrections to the
Lagrangian.
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Higgs boson up-type fermions down-type fermions
h cos α

sin β
→ 1 − sin α

cos β
→ 1

H sin α
sin β

→ 1
tan β

cos α
cos β

→ tan β

A 1
tan β

tan β

Table 2.2: The coupling prefactors quantify how much the Yukawa couplings change in the
MSSM with respect to the SM case. This table shows the values of the coupling prefactors
in the decoupling limit, mA � mZ ⇒ α → β − π/2, for the M125

h scenario. The mixing
angle, α, parametrizes the rotation of two Higgs boson fields from the doublet making up
the physical h and H fields [57]. In the decoupling limit, the couplings of h become SM-like.
The Yukawa couplings of H approach those of A, where couplings to down-type fermions
are enhanced by a factor tan β and suppressed by the inverse factor for up-type fermions.
General expressions for coupling prefactors in different MSSM scenarios can be found in [61].

particle type spin-0 spin-1⁄2 spin-1 SU(3)C SU(2)L U(1)Y

Higgs / Higgsino S S̃ – 1 1 0

Table 2.3: The particle content of the NMSSM is the same as for the MSSM – summarized in
Table 2.1 – with the addition of a scalar Higgs boson weak isospin singlet, S, as shown in
this table.

One immediate consequence from the measured mass of the observed SM Higgs boson
is that in the M125

h scenario tan β > 1 for arbitrary values of mA . Furthermore, in the
decoupling limit defined by

mA � mZ , (2.93)

the coupling of Higgs bosons to down-type fermions is enhanced as can be seen from
Table 2.2, motivating the search for additional neutral Higgs bosons in the di-tau final
state. Enhanced couplings to down-type fermions influences also the phenomenology of
MSSM Higgs boson production modes at the LHC as discussed in Section 5.2. Results from
a search of H, A → ττ decays are presented in Section 9.3.1.

The MSSM does not encompass all possible supersymmetric extensions of the SM.
Furthermore, specific choices on MSSM parameters like the Higgsino mass have to be made.
The next-to-minimal supersymmetric extension of the Standard Model (NMSSM) [62, 63]
postulates an additional Higgs singlet which generates the Higgsino mass dynamically [64].
The transformation properties of the Higgs singlet are summarized in Table 2.3. Counting
the degrees of freedom before electroweak symmetry breaking, there are now ten – four
come from each complex Higgs doublet (Hu,Hd) and two from the Higgs singlet (S). After
electroweak symmetry breaking – which works in analogy to the SM – again three degrees
of freedom get absorbed in form of longitudinal polarizations of the now massive W and Z
bosons. The remaining seven degrees of freedom form the following spectrum of massive
physical Higgs bosons

hSM, hS, H, A1, A2, H+, H− . (2.94)

Comparing to the set of Higgs bosons in the MSSM (see Equation (2.90)), there are now
two pseudoscalar Higgs bosons, A1 and A2, and an extra scalar boson, hS. The hS
boson can be light, even lighter than the observed SM Higgs boson (hSM). A search for
H → hSM(ττ)hS(bb) decays is presented in Section 9.3.1 and experimental prospects are
discussed in Section 5.2.
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Light Top Squarks in the MSSM

In many SUSY models, the mass difference between mass eigenstates of squarks after
symmetry breaking is proportional to the mass of their SM partner. As the top quark
is the heaviest of all quarks, the mass splitting between the two stop mass eigenstates,"t1 and "t2, is the largest among all squarks. Thus, "t1 might be the lightest squark which
can be possibly produced in high-energy collision experiments. The top quark contributes
most to the corrections to the Higgs boson mass (see Equation (2.82)) because of its large
Yukawa coupling gF = gt , i.e. because of the large top quark mass. The top squark
contribution to the correction of the Higgs boson mass is given by Equation (2.83) and
involves a large Yukawa coupling gS = g"t , too. Hence, in view of the fine-tuning problem
of the Higgs boson mass, a rather light top squark is favored from a theoretical point of
view.

An important quantity when investigating the possible top squark decays, is the mass
difference of the top squark to the LSP, taken as the lightest neutralino,

Δm = mt̃1
− m

χ̃
0
1

. (2.95)

Cosmological observations can be explained with SUSY models where the stop mass and
LSP mass are nearly degenerate [65]. Hence, searches for top squarks at the LHC with low
Δm – referred to as compressed region – are well motivated. More on the specific signal
model considered in this thesis is discussed in Section 5.4, where also the experimental
signatures of the signal model are discussed.

2.3.2 Leptoquarks
In attempts to extend the SM by unifying all gauge couplings and embedding the SM
SU(3)C ×SU(2)L ×U(1)Y symmetry into a larger symmetry group – referred to as a grand
unified theory (GUT) – quarks and leptons reside in the same representation. Thus, bosons
that couple to both leptons and quarks naturally arise in GUTs [66, 67, 68]. Such a boson
is called leptoquark (LQ). More specifically, LQs carry both lepton number and baryon
number, have fractional electric charges and can transform quarks into leptons and vice
versa. Postulated LQs can either have a scalar (spin-0) or vector (spin-1) nature. In the
context of GUTs, LQs reside in the same representation as the Higgs doublet. A plausible
assumption is to expect the same enhanced Yukawa couplings to third generation fermions
as in case of the Higgs boson because third generation fermions are the heaviest [69].

However, LQs appear also in other extensions of the SM. In R-parity violating MSSM,
squarks take the role of scalar LQs [70]. Furthermore, LQs are also predicted by theo-
ries based on technicolor [71, 72] and compositeness [73]. Searches for third generation
LQs have recently gained a lot of interest in the high-energy physics community. Their
existence could explain anomalies in B-physics decay rates as reported by several experi-
ments [74, 75, 76, 77], amounting to a total deviation from the SM expectation by about
four standard deviations [78].

As detailed in [79], there are six scalar and six vector LQ multiplets possible if the
transformation under the SM gauge groups is considered as classification criterion. A
specific scalar and a specific vector model is used in the search for a third generation LQ
presented in Section 5.3. The two models as well as the production mechanisms at the
LHC are detailed in Section 5.3, while results of the analysis are presented in Section 9.3.2.
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Chapter 3

The CMS Experiment

An experiment is a question which science poses to Nature, and a
measurement is the recording of Nature’s answer.

Max Planck, 1858 to 1947

Large research facilities have been built to test the SM and to look for new physics.
The goal of this chapter is to illuminate this experimental side. Section 3.1 presents
the LHC, mankind’s most powerful particle accelerator built so far. Relevant topics from
accelerator physics are also discussed.

High-energy protons, delivered by the LHC, are brought to collision and recorded by
several detectors. In this thesis, collisions recorded by the CMS detector are analyzed.
An introduction to the CMS detector together with a discussion of all its subdetector
elements is given throughout Section 3.2. The amount of produced particles in a single
collision which traverse the CMS detector, is overwhelming. Technically it is impossible
to store everything and thus special decision-making procedures have been put into place
as discussed in Section 3.3. It is important that the physics processes behind colliding
particles, production of new particles and interaction of those with the detector can be
simulated. More details about simulation programs are discussed in Section 3.4. Both,
simulation and collision data use the same reconstruction algorithms, discussed through-
out Section 3.5, to obtain physics objects used for analysis. Some of the topics presented
in this chapter are based on the reference [80], which introduces many basic concepts used
in experimental high-energy physics.

3.1 The LHC Accelerator Facility
The Large Hadron Collider (LHC) is a circular particle accelerator built and operated
by CERN1 near the city of Geneva, Switzerland. The LHC is located about 100 m below
ground in a tunnel with a circumference of 27 km. Starting from a hydrogen bottle,
electrons are stripped away by applying an electric field and the obtained protons are
pre-accelerated in different stages. First, they are accelerated by a linear accelerator,
followed by the proton synchotron booster (PSB), the proton synchotron (PS) and finally
by the super proton synchotron (SPS). Proton energies reach 450 GeV at the SPS, before
they are injected in two separate beam pipes of the LHC. One proton beam runs clockwise
and the other counter-clockwise inside the LHC. Not only protons, but also heavy nuclei
(lead or xenon) are accelerated and injected into the LHC. Using dipole magnets, the

1Abbreviation derived from French Conseil européen pour la recherche nucléaire
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CMS

ALICE
ATLAS

LHCb
LHC

SPS

PSp
Pb

Figure 3.1: A schematic drawing of the LHC accelerator complex with its four multipurpose
detector experiments is shown. Protons (p) or heavy ions (here Pp) are injected in three
consecutive circular pre-accelerators - the PSB, the PS and the SPS. Relevant for this thesis
is the CMS detector shown at the top. The figure is taken from [81].

particle beams inside the LHC are deflected and brought to collision at specific interaction
points. A collision is also referred to as an event. Currently there are nine experiments
installed at different interaction points, four of which operate one of the following large
multipurpose detectors:

ALICE: A Large Ion Collider Experiment,

ATLAS: A Toroidal LHC Apparatus,

CMS: Compact Muon Solenoid and

LHCb: Large Hadron Collider beauty experiment.

Figure 3.1 shows the LHC, its pre-accelerators and the location of the four multipurpose
detectors.

One life cycle of a proton beam – starting from the injection into the LHC until its
depletion – is called a fill. Under normal circumstances, proton beams can be used for
collision for about ten hours before they get dumped. During that time the beam is
constantly monitored and dumped earlier in case problems arise. Data-taking periods
are indexed with so-called run numbers by each experiment. They include time intervals
without beam, where detectors record for example cosmic rays. In this thesis, results
based on proton-proton collision data recorded in the years from 2015 to 2018 (Run2) by
the CMS detector are presented.

An important accelerator parameter is the center-of-mass energy, denoted by
√

s. For
discovery machines like the LHC, it is desired to achieve highest possible center-of-mass
energies as it represents the available energy to produce undiscovered heavier particles.
The center-of-mass energy of the LHC during Run2 was

√
s = 13 TeV.

Due to the technology used to accelerate protons, the proton beams are not continuous
but bunched. In each proton bunch there are about 1011 protons. There are 2808 bunches
per beam with a bunch spacing of 25 ns. Hence, not the full LHC is filled with proton
bunches but there are bigger gaps between bunches. The bunch spacing of 25 ns translates
to a peak crossing rate of 40 MHz. However, this does not correspond to the number of
collisions per second. Knowing that proton bunches travel close to the speed of light,
the circumference of the LHC tunnel as well as the number of bunches in each beam, the
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Figure 3.2: A schematic illustration of a bunch crossing is depicted. The figure is adopted
from [84]. The two bunches have a particle density described by ρ1 and ρ2, respectively. In
red the trajectories of the bunches are shown. Particle densities depend on the coordinates
transverse to the trajectory (x and y) and on the longitudinal coordinate (s), measured
along the bunch trajectory. The longitudinal distance between the center of the bunch and
the crossing point is denoted by s0. The crossing angle (Φ) is highlighted in green.

average crossing rate is about 30 MHz. In order to get an estimate of the number of
collisions per second, the notion of cross section and luminosity have to be introduced
first.

Simply speaking, the cross section is a measure of probability of a certain process
to occur. The notion dates back to the first fixed target experiment such as for example
Rutherford’s scattering experiment [82]. It can be understood as the area a target presents
to an incoming particle. Hence, cross section is an area with the unit barn [83], where one
barn corresponds to 10−28 m2. Clearly, the higher the cross section, σp, of a certain process
p, the higher is the rate (dNp/dt) at which this process is produced in a proton-proton
collision. The proportionality factor is called luminosity:

dNp

dt
= L · σp , (3.1)

where the luminosity is denoted by L and measured in cm−2s−1. Luminosity can be
thought of as the accelerator’s capability to put particles in position to collide. As derived
for example in [84], the luminosity of an accelerator machine colliding particle bunches
head-on is given by

L = N1N2fNb
4πσxσy

· S , (3.2)

where N1 and N2 are the number of particles per bunch in each beam. The number of
bunches per beam is denoted by Nb and the revolution frequency with f . Each bunch is
assumed to have a density profile described by a Gaussian with a width of σx and σy, where
the x-y plane is transverse to the beam axis. The so-called luminosity reduction factor,
denoted by S in Equation 3.2, takes into account the crossing angle of the two colliding
bunches as illustrated in Figure 3.2. Parameter values for the LHC are summarized in
Table 3.1. The total inelastic proton-proton cross section is in the order of 80 mb[85].
Inserting this value together with the LHC luminosity in Equation (3.1), it follows that
each second roughly 800 million inelastic collisions occur.

Integrating Equation 3.1 over time yields the number of events expected from a certain
process

Np = σp ·
�

Ldt = σp · Lint . (3.3)

In the above equation, the integrated luminosity (Lint) is introduced. Integrated luminos-
ity has a unit of inverse area and gives a measure about the amount of collisions produced
over a certain time. Not all of the collisions can be recorded by CMS as will be discussed
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parameter symbol value
number of protons per bunch N1 = N2 1.2 × 1011

number of bunches per proton beam Nb 2808
revolution frequency f 11.2 kHz
transverse Gaussian width of proton bunch density σx = σy 17 µm
luminosity reduction factor S 0.835
total crossing angle Φ 285 µrad
center-of-mass energy

√
s 13 TeV

luminosity L 2 × 10−34 cm−2s−1

Table 3.1: A summary of important LHC parameters is given. The values are taken from [84].

in more detail in Section 3.3. Each experiment quotes the amount of data collected in
terms of integrated luminosity, i.e. in units of inverse area. The integrated luminosity
recorded by CMS during Run2 is shown in Figure 3.3 and amounts to roughly 150 fb−1.

Within a single bunch crossing, several proton-proton collisions occur. Since protons
are composite objects, a proton-proton collision is ultimately described by the interaction
of its constituents that are also referred to as partons. Two up type and one down
type quark make up the valence quarks of a proton. Gluons holding the quarks inside a
proton together are present, too. In addition, quark-antiquark pairs are produced due to
quantum fluctuations which are referred to as sea quarks. Typically, one is interested in
hard scattering processes, breaking up the colliding protons and producing new particles2.
The contamination from all other proton-proton collisions within the same bunch crossing
is termed pileup (PU). Figure 3.4 shows the PU distributions for the different years of
data-taking of Run2. Inside the figure, the inelastic proton-proton cross section (σpp

in ) is
quoted which was used earlier to calculate the number of collisions per seconds (see also
Equation (3.1)). Protons that undergo elastic scattering do not dissociate and there are
no new particles produced. Such protons travel further along the beam pipe and are not
detected by the CMS detector.

3.2 CMS Detector Subsystems
Before each detector subsystem is discussed in a dedicated section, an overview of the
coordinate system and important kinematic variables is given. The origin of the CMS
coordinate system is placed at the interaction point. The x-axis points to the center of
the LHC accelerator, the y-axis points upward, and the z-axis points along the beam axis
which runs counter-clockwise inside the LHC tunnel. This Cartesian coordinate system is
illustrated in Figure 3.5. However, a modified version of spherical coordinates (r, φ, θ) is
often used to better exploit the geometry of the CMS detector. The azimuth, φ ∈ [−π,π],
measures the angle around the beam axis inside the x-y plane and is defined such that
φ = 0 is pointing in x-direction. The polar angle, θ ∈ [0,π], points along the z-axis for
θ = 0. Azimuth and polar angle are also depicted in Figure 3.5.

Figure 3.7 depicts a schematic overview of the CMS detector. Different layers of de-
tector elements surround the beam pipe, which goes through the center of the detector.
The central part of the detector is called the barrel region. It is complemented by two
forward regions – one on each side with respect to the z-axis – called endcaps. The com-

2New in the sense that incoming and outgoing particles are different, not that the outgoing particles
have never been produced before.
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Figure 3.3: The integrated luminosity (Lint) as a function of time is shown. Almost all of
the collisions delivered by the LHC (shown in blue), were recorded by the CMS experiment
(shown in yellow). Gaps on the x-axis indicate interruption periods used for maintenance
and upgrade work. The figure is taken from [86].
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Figure 3.4: Average PU distributions are shown, i.e. distributions of the mean number of
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each year of data-taking separately, as well as for the full Run2 combined. Average numbers
of PU are quoted in the legend. The figure is adopted from [86].
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Figure 3.5: This illustration shows the CMS coordinate system. In particular, the definition of
the azimuth (φ) and the polar angle (θ) are depicted. The figure is inspired from [87].

bination of barrel and endcaps aims at maximizing the coverage of the solid angle around
the interaction point. Each detector element is briefly discussed inside the caption of
Figure 3.7.

In proton-proton collisions, the proton momentum fraction carried by each of the
interacting partons in not known a priori. Therefore, each event exhibits a different
Lorentz boost along the z-axis of its center-of-mass system with respect to the detector
frame. Projections of measurable quantities into the x-y plane – referred to as transverse
plane in the following – are invariant under these longitudinal Lorentz boosts and are
therefore commonly used. An important quantity is the transverse momentum, denoted
by pT,

pT =
�

p2
x + p2

y , (3.4)

where px and py denote the x- and y-component of the particle’s momentum, respectively.
Another important quantity is the transverse mass,

mT =
�

m2 + p2
T , (3.5)

which is invariant under longitudinal Lorentz boosts as well. Instead of the polar angle, the
rapidity is used because it has better properties under longitudinal Lorentz transformation,
i.e. Lorentz transformation along the z-axis. The rapidity is defined as

y = 1
2 ln

�
E + pz

E − pz

�
, (3.6)

where E and pz denote the energy and the z-component of the particle’s momentum,
respectively. Under longitudinal Lorentz transformation, the rapidity behaves additively.
Consequently, the difference between the rapidities of two particles is Lorentz invariant
under such transformations. In order to get an intuition of rapidity, it is useful to consider
the following extreme cases. Suppose a particle is directed in the transverse plane, i.e. it
does not carry any momentum in longitudinal direction (pz = 0). In this case the rapidity
(see Equation (3.6)) is zero. The other extreme case is when a particle is emitted in ±z-
direction. Neglecting the particle’s mass for simplicity, it follows by inserting E = ±pz

into Equation (3.6) that the rapidity tends to infinity, i.e. y → ±∞. Hence, rapidity
encodes angular information about how much a particle is directed out of the transverse
plane and interleaves it with the energy of the particle in a single coordinate. In summary,
the energy and momentum of a particle can be written in terms of transverse momentum,
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Figure 3.6: The correlation between the polar angle (θ) and the pseudorapidity (η) is illustrated
with few concrete numerical examples. The figure is taken from [87].

transverse mass, rapidity and azimuth [49]

E = mT · cosh y

px = pT · cos φ

py = pT · sin φ

pz = mT · sinh y .

(3.7)

Instead of rapidity, a modified version called pseudorapidity (η) is commonly used in
high-energy physics. Pseudorapidity is defined as the limit of rapidity (see Equation (3.6))
in case of a massless particle (E = |p|)

lim
m→0

y = − ln tan (θ/2) ≡ η , (3.8)

where the identity pz = |p| ·cos θ was used. Hence, pseudorapidity is directly linked to the
polar angle as illustrated Figure 3.6. High-energy particles recorded by the CMS detector
typically have momenta much larger than their rest mass, explaining the wide usage of
pseudorapidity. For example, detector elements are divided in pseudorapidity regions and
are also designed that they cover the same area in (η, φ)-space. The angular distance
(ΔR) between two particles – labeled with 1 and 2 – is defined as

ΔR =
�

Δφ2 + Δη2 , where
Δφ = φ2 − φ1 and
Δη = η2 − η1 .

(3.9)

The angular distance is a key ingredient in the formulation of cluster algorithms as well
as in definitions of particle isolations as will be described in Section 3.5. In Section 3.5.7,
the reconstruction of particle bundles consisting of massive particles is discussed. Since
in that case the mass of the analyzed object can not be neglected, rapidity is used instead
of pseudorapidity and thus the angular distance is defined as (see also Equation (3.18))

ΔR =
�

Δφ2 + Δy2 . (3.10)

Note, that the angular distance as defined above is Lorentz-invariant with respect to
boosts in z-direction. To summarize, positions of particles inside the CMS detector are
expressed in terms of azimuth (φ) and rapidity (y) or pseudorapidity (η). Together with
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SUPERCONDUCTING SOLENOID
Niobium titanium coil carrying ~18,000 A

PRESHOWER
Silicon strips ~16 m2 ~137,000 channels

SILICON TRACKERS

MUON CHAMBERS
Barrel: 250 Drift Tube, 480 Resistive Plate Chambers
Endcaps: 540 Cathode Strip, 576 Resistive Plate Chambers

FORWARD CALORIMETER
Steel + Quartz fibres ~2,000 Channels

STEEL RETURN YOKE
12,500 tonnes

HADRON CALORIMETER (HCAL)
Brass + Plastic scintillator ~7,000 channels

CRYSTAL 
ELECTROMAGNETIC
CALORIMETER (ECAL)
~76,000 scintillating PbWO4 crystals

Total weight
Overall diameter
Overall length
Magnetic field

: 14,000 tonnes
: 15.0 m
: 28.7 m
: 3.8 T

CMS DETECTOR

Pixel (100x150 μm2) ~1.9 m2 ~124M channels
Microstrips (80–180 μm) ~200 m2 ~9.6M channels

Figure 3.7: A cutaway diagram of the CMS detector is shown [93]. The beam pipe is drawn
in gray and goes through the middle of the detector. Closest to the beam pipe are the
silicon trackers which are used to reconstruct trajectories of charged particles. Outside
the tracker volume, the calorimeters are installed. The crystal electromagnetic calorimeter
measures energies of electrons, positrons and photons. Another special sub-module is the
preshower detector that can very precisely distinguish between single photons and photon
pairs from neutral pion decays. The hadronic calorimeter measures the energy of particles
that interact via the strong force, e.g. pions. All these detector elements are placed inside
a superconducting solenoid that provides a homogeneous magnetic field of 3.8 T. Inside
the steel return yoke, the muon chambers are installed. Furthermore, a special forward
calorimeter operates outside the CMS endcaps, extending the coverage of the detector.

the transverse momentum, every component of the momentum vector of a particle can
re-written as

px = pT · cos φ

py = pT · sin φ

pz = pT · sinh η .
(3.11)

In the following each detector element is described in more detail, starting from the
element closest to the beam pipe and then moving further away from the beam pipe. The
description will cover the most important elements and design considerations, many more
details can be found in [88] or in dedicated documentations about specific detector parts
and upgrades [89, 90, 91, 92].

3.2.1 Tracking System
Closest to the beam pipe is the tracking system. It detects charged particles traversing
the detector material while aiming to disturb their trajectory as little as possible. From
the reconstructed positions of traversing particles, the particle’s trajectory can be recon-
structed as described in Section 3.5.1. Since the whole tracking system is exposed to a
3.8 T magnetic field, the trajectories of charged particles are bent due to the Lorentz force.
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Figure 3.8: The layout of the CMS pixel detector is sketched in both of its versions during
Run2 data-taking. The layout with three layers in the barrel region, labeled as “Current” in
the graphic, is used for recording data in 2016. For 2017/18, the upgraded pixel detector,
labeled as “Upgrade” in the graphic, has four layers in the barrel region as well as a more
sophisticated geometrical setup in the endcap disks. The figure is taken from [98].

A measurement of the bending radius allows determining the transverse momentum of
the particle. One distinguishes between inner and outer tracking system, the two of which
are discussed below in separate sections.

Inner Tracking System - Pixel Detector

The inner tracking system is depicted in Figure 3.8. It was upgraded between the data-
taking years 2016 and 2017. After the upgrade, the number of layers the barrel region was
increased from three to four. Each layer consists of silicon modules, where each module
is built out of rectangular readout elements with an area of about 0.01 mm2. These
readout elements are referred to as pixels and therefore the inner tracking system is also
called pixel detector. The endcap region of the pixel detector was also upgraded. For the
2017/18 data-taking period each endcap disk consists of inner and outer rings as shown
in Figure 3.8. After the upgrade, the pixel detector counts 124 million individual pixels,
before there were 66 million pixels.

The pixel detector suffers a lot from radiation damage because it is close to the collision
point. Therefore, the upgrade in 2016 was on one hand needed to replace the old pixel
detector which has received already a considerable radiation dose and was at the end of its
design life time. On the other hand, the new pixel detector allows recording of up to four
crossings of charged particles through the detector material. This is important since in
2017 and 2018 the number of simultaneous interactions per bunch crossing has increased
with respect to 2016 (see Figure 3.4). The upgrade ensures a high real track reconstruction
efficiency while keeping at the same time the misidentification rate low [94, 95, 96].

The pixel detector reconstructs a three-dimensional point of crossing of charged parti-
cles (hit) and reaches a precision of 10 µm in the transverse plane and a precision of 20 µm
in the longitudinal direction (z-direction) [97].

Outer Tracking System - Silicon Strip Detector

The outer tracking system consists of silicon strip sensors (modules) and is shown in
Figure 3.9. Different regions of the silicon strip detector are defined depending on the
position of the modules. Within a radial distance from the beam direction of 200 mm <
r < 550 mm, four layers comprise the tracker inner barrel (TIB), where strips are oriented
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parallel to the beam axis (z-axis). Three disks form the tracker inner disk (TID), which
has radially mounted silicon strip sensors and is placed in the forward direction of the
TIB. All the sensors in the TIB and the TID have a thickness of 320 µm.

The tracker outer barrel (TOB) consists of six layers surrounding both, the TIB and
TID. Lastly, the tracker endcap (TEC), consisting of nine disks, is mounted in the region
|z| > 1240 mm. As can be seen from Figure 3.9, each disk of the TEC has different number
of rings ranging from four in the outer most disks up to seven rings in disks closest to the
barrel region. In these outer regions thicker sensors – measuring 500 µm – are used.

Orienting strips parallel to the z-axis in the barrel region allows measuring the (r, φ)
positions of traversing particles. By combining two strip modules back-to-back and ro-
tating one module with respect to the other, it is possible to simultaneously measure
the (r, z) position. Such modules are called stereo modules and the angle of rotation
between the two single modules is called stereo angle. Hence, stereo modules enable a
three-dimensional hit position measurement. The stereo angle used in the design of the
CMS strip tracker is 100 mrad. Stereo modules are shown in blue in Figure 3.9 and are
also mounted inside the TID and TEC.

Modules in the TID and TEC have their strips radially oriented and measure the (φ, z)
coordinate of traversing particles. Stereo modules enable a simultaneous measurement of
(r, z) positions. Depending on the location of the strip module, the distance between two
strips – called pitch – varies. Regions closer to the beam pipe have a strip pitch of 80 µm,
while those further away can have a strip pitch up to 200 µm. As detailed in [99], the strip
sensor resolution strongly depends on the pitch size. Resolutions further depend on the
(η, φ) position of the sensor. Sensors in the TIB for instance, achieve a spatial resolution
in the transverse plane of about 20 µm, whereas in the TOB it amounts to about 40 µm.
The resolution achieved by stereo modules in longitudinal direction is about one order of
magnitude worse.

In total more than 15 thousand silicon strip modules make up the whole silicon strip
detector. The accuracy of the hit position determination is essential for a precise recon-
struction of the trajectories of charged particles. Since the mounting precision is limited,
track-based alignment and calibration is used to achieve a more precise knowledge of
each module’s position. An example of such a track-based alignment procedure will be
discussed in chapter 4.

3.2.2 Calorimeters
Calorimeters are used to measure the energy deposits of particles interacting with the
detector material. In order to maximize the deposits, a dense material is used to increase
the probability of an interaction between the entering particle and the detector material.
After each such interaction a particle looses energy and produces secondary particles. In
that way, the original high-energy particle produces a whole cascade of lower energetic
particles within the calorimeter. The presence of the lower energetic particles has then
to be detected and read out. Two calorimeters are used in the CMS detector which are
presented in the next two sections in more detail.

The Electromagnetic Calorimeter

The electromagentic calorimeter (ECAL) surrounds the CMS tracking system and mea-
sures the energy of photons, electrons and positrons, which will be collectively referred
to as e/γ in the following. Figure 3.10 depicts the ECAL together with its subdivision
in barrel ECAL, endcap ECAL and preshower. The barrel and endcap ECAL uses more
than 75’000 scintillating lead tungsten crystals to absorb and measure the energy of e/γ .
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Figure 3.9: A schematic layout of the CMS tracking system [100] is shown. The tracker layout
is symmetric with respect to rotation around the z-axis. The y-axis measures the radial
distance from the beam direction. In green, the upgraded version of the pixel detector is
shown (see also Figure 3.8). In blue and orange different silicon strip modules are depicted.
Blue sensors reconstruct a three-dimensional hit position of traversing charged particles,
whereas orange sensor can reconstruct only a two-dimensional hit position. The sensor
thickness of modules in the TIB and TID is 320 µm and the thickness of TOB and TEC
sensors is 500 µm [101]. The names of different parts of the silicon strip detector were
additionally added after retrieving the image.

The crystals are very dense and induce electromagnetic showers of the high-energy im-
pact particles. Secondary particles inside the particle shower produce electron-hole pairs
within the crystal that radiate scintillation light which is then read out and translated
to an electric signal by using photo-diodes. The crystal serves as both, absorbing and
detection/readout material.

Lead tungsten has further features which make its use in the ECAL beneficiary. The
electromagnetic shower is very narrow, characterized by a Molière radius3 of 22 mm.
Hence, the front-face of crystals is chosen to be 22 × 22 mm2 and 28.6 × 22 mm2 in
the barrel and endcap ECAL, respectively. The radiation length4 of lead tungsten is
89 mm. The length of the crystals is 22 cm and 23 cm in the barrel and endcap ECAL,
respectively, ensuring that e/γ are fully absorbed inside the crystal. Furthermore, the
light emission happens quickly. Within 25 ns, 80% of scintillation light is collected and
99% of the light is collected within 100 ns. The relative energy resolution of the ECAL is
about 1.5% for energies between 10 GeV to 50 GeV and improves to 0.5% for higher ener-
gies up to 500 GeV [102]. Higher energetic particles are not guaranteed to be sufficiently
absorbed within the crystal and the energy loss due to punch-through has to be taken
into account, ultimately resulting in an increased energy resolution.

Neutral pions decay into a pair of photons. In order to distinguish them from high
energy photons coming from the interaction point, a preshower detector is used. The
preshower uses lead as absorber and silicon strips to track electrons and positrons from
the induced shower.

3The Molière radius is defined as the cone radius of the induced shower that contains 80% of the
energy.

4The radiation length characterizes the distance at which the incoming particle looses a certain amount
of energy. For an electron, for instance, it is defined as the average distance where its energy has dropped
by a factor 1/e.
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Figure 3.10: The layout of the ECAL is shown. It has a barrel part and an endcap part. In
front of the ECAL endcap, a preshower detector is installed. The values next to the dashed
lines indicate the respective pseudorapidities. In the region 1.479 < |η| < 1.653, there is a
necessary gap in the ECAL for the readout electronics. The figure is taken from [88].

The Hadron Calorimeter

The hadron calorimeter (HCAL) measures the energy of particles engaging in nuclear
interactions. Examples are baryons like the proton and neutron or mesons like pions and
Kaons. A schematic drawing of the HCAL is depicted in Figure 3.11. The barrel and
endcap parts of the HCAL enclose the ECAL and they fill the space inside the magnetic
coil. Hadrons are absorbed using layers of brass as absorbing material, inducing hadronic
showers that are translated to a readout signal with interleaved plastic scintillator tiles.
The stopping power is characterized by the nuclear interaction length5. It amounts to
5.8 and 10.6 times the interaction length for |η| = 0 and |η| = 1.3, respectively. Hadrons
also deposit a small amount of energy inside the ECAL, which corresponds to roughly one
nuclear interaction length.

High energetic particles can punch all the way through the HCAL. A punch-through
is also possible if the hadronic shower starts late, i.e. already in some depth of the HCAL.
Therefore, an outer HCAL is installed outside the magnetic coil. Furthermore, the outer
HCAL is used to positively distinguish between punch-through hadrons and muons which
are detected in the muon system (see Section 3.2.4). It uses the iron yoke as absorber,
where in the central region, i.e. |η| ≈ 0, an additional layer of iron is placed. Together
these parts of the HCAL cover the pseudo-rapidity range 0 < |η| < 3.0.

A forward HCAL extends the pseudo-rapidity up to |η| < 5.2, making it the most
hermetic subsystem of the whole CMS detector. The large coverage is very important to
precisely determine the missing transverse energy (see Section 3.5.9). Being so close to
the beam line, the forward HCAL needs to be very radiation hard. Therefore, iron as
absorber and quartz fibers to detect the induced Cherenkov light are used here.

The energy resolution of the HCAL can be as much as 100% for energies below 20 GeV,
reaches values of 20–30% below 50 GeV and saturates at around 10% for higher ener-
gies [103].

5The nuclear interaction length characterizes the distance at which the incoming particle looses a
certain amount of energy.
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Figure 3.11: A schematic drawing of the HCAL is shown. The different parts are the barrel
(HB), the endcap (HE), the outer HCAL (HO) and the forward HCAL (HF), respectively.
The image is taken from [103].

3.2.3 The Superconducting Solenoid
It is already mentioned in Section 3.2.1 that the magnetic field is crucial in order to
determine the transverse momentum of charged particles emerging from proton-proton
collisions. The bending radius is proportional to the particles’ transverse momentum
and can be measured using the reconstructed hits inside the tracker. A strong magnetic
field makes it possible to measure the bending for particles even with high transverse
momentum. The magnetic field is measured to be 3.8 T and is oriented along the z-axis
in most parts of the detector, thus resulting in a bending in φ-direction. The magnetic
field strength is known down to a precision of 0.1% over the whole volume of the CMS
detector [104]. For ultimate precision of track parameters, the variations in the magnetic
field need to be taken into account, even if they are small. 12’000 tons of steal form the
return yoke of the magnet and capture the magnetic field outside the solenoid. Figure 3.12
shows the magnetic field map of the CMS detector.

3.2.4 Muon Detection System
Muons leave hits inside the tracking system, but they only interact minimally with the
ECAL and HCAL. Dedicated muon gas chambers are installed outside the iron return yoke
of the CMS detector to measure muons as illustrated in Figure 3.13. There are three
different types of gas chambers used in the CMS detector. In all of them the charge from
gas ionization due to traversing muons is collected on electrodes in form of wires or plates.
The choice of detector technology is driven by the magnetic field homogeneity inside the
return yoke and expected muon flux.

Drift tubes (DTs) operate well in homogeneous magnetic fields and when exposed to
rather low muon fluxes and hence are installed in the pseudo-rapidity range |η| < 1.2.
In the endcap region, 1.2 < |η| < 2.4, the magnetic field is less homogeneous and the
muon flux is higher. Therefore, cathode strip chambers (CSCs) are used in that region.
Both detector technologies measure a traversing muon hit position with a precision of
about 0.1 mm [102]. The third detector type are resistive plate chambers (RPCs), which
are installed in both barrel and endcap region. Their advantage is a very fast response
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Figure 3.12: The magnetic field map on a longitudinal section of the CMS detector is shown.
On the left, the absolute value of the magnetic field is displayed in a color map. On the
right, magnetic field lines are shown. The figure is taken from [104].

time of roughly 1 ns, which is exploited in making fast decisions on whether to record a
certain collision event or not as discussed in the next section.

3.3 Trigger System
As discussed in Section 3.1, the peak crossing rate of proton bunches at the LHC is 40 MHz.
Each bunch crossing defines an event and typically consists of several proton-proton col-
lisions. An event requires about 1 MB of storage. Hence, collecting all data would fill up
to 40 TB of disk space each second. This high data rate can not be recorded. However,
many collisions describe well-understood physical processes and can thus be discarded.
The goal of the CMS trigger system is to reduce the data rate and save potentially inter-
esting collisions of rare or even new physics processes. To achieve this goal, a two step
approach is followed [105]. First, the so-called level-1 trigger reduces the data rate to
100’000 events per second. Afterwards, the high-level trigger (HLT) further reduces the
data rate to about one thousand collisions per second that are permanently saved on disk
for future analyses. In the following a brief discussion of the two-tiered trigger system is
given.

The level-1 trigger uses calorimeter information and the signals coming from the muon
system. Custom hardware-based algorithms estimate energies inside ECAL and HCAL as
well as transverse momenta of muons. Sorting of energies inside the ECAL and HCAL is
done in parallel and so does applying quality requirements on the muons from the different
muon detector subsystems. Combining all information results within a fixed latency of
about 4 µs in a decision of the level-1 trigger to keep or discard the collision event. If
the event is kept, the full detector readout is triggered. Information from all detector
elements are assembled into one event and passed to the HLT for further analysis.

The HLT runs more complex reconstruction algorithms, including information from
all detector subsystems, i.e. including also tracker information. For instance, the tracker
hits can be combined with the information from the muon system to get a more precise
estimate of the muon’s transverse momentum. Particle trajectories are reconstructed using
standard algorithms – discussed in Section 3.5 – which are optimized to reduce processing
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Figure 3.13: A schematic drawing of the CMS muon detection system is shown. DTs are
highlighted in green and operate in the barrel region. CSCs are installed in the endcap
region and are drawn in blue. Finally, RPCs are shown in red and are used in the pseudo-
rapidity range |η| < 2.1. The figure is taken from [88]

time. If an event is flagged to be written to disk, all information from the detector as
well as all the level-1 and HLT information that led to this decision are saved. All saved
events are processed using the final reconstruction algorithms, discussed in Section 3.5.

3.4 Simulation of Proton-Proton Collisions
Previous sections discussed detector subsystems and their working principles. A vital
ingredient in understanding the CMS detector and performing any kind of analysis is the
simulation of proton-proton collisions. For example, to study physical processes taking
place in proton-proton collisions, data acquired by the subsystems of CMS have to be
reconstructed and compared with simulated collisions. Known physical processes can
constitute backgrounds for new physics searches or can be used to calibrate and better
understand the detector response6. Ultimately, simulation and collision data are recon-
structed and identified using the same algorithms.

As discussed in [106], Monte Carlo (MC) techniques are well suited to model physical
processes involved in proton-proton collisions. The factorization theorem [107] allows sim-
ulating these processes in different sequential steps. What is meant by that is illustrated
in Figure 3.14 and will be discussed in the following.

A proton-proton collision is an involved process because the proton is a composite
particle (see also Section 3.1). The so-called parton distribution functions represent prob-
ability densities for particular partons to carry a given fraction of the proton’s momentum.
For high momentum transfers, as they happen in proton-proton collisions at the LHC, fre-
quently most of the momentum is actually carried by gluons. Hence, it is most likely

6The detector response describes the way electrical readout signals behave under particle-detector in-
teractions. For example, take a detector producing a current pulse from collecting charges from ionization
of the detector material. The amplitude of the pulse is correlated to the amount of ionization induced
by the particle-detector interaction. If the relation is linear, one speaks of a linear detector response.
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Figure 3.14: Different steps in a MC simulation of a proton-proton collision are displayed.
Three lines with an arrow represent the valence quarks of the colliding protons (represented
by big green ellipses). Two partons from the incoming protons interact in a hard process
shown by a large red-brown circle. Before this hard interaction, both partons undergo
initial state radiation. Parton showers evolve from the hard scattering process. A secondary
interaction between proton remnants is drawn as big purple ellipse and other beam remnants
are displayed as small blue blobs. Together they form the underlying event. Hadronization
and color-neutral hadrons are indicated by small light-green ellipses. The decay of these
hadrons is displayed as dark-green circles. Photon radiation is shown in yellow. The figure
is taken from [108].
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that two gluons interact with each other and produce (pairs of) strongly interacting par-
ticles. Within that regime, partons are asymptotically free and therefore, perturbative
QCD can be used to calculate this process. Calculation up to leading-order (LO), next-to-
leading-order (NLO) and higher in αS (see Equation (2.16)) are implemented in different
MC generators such as MadGraph5 (MG5) aMC@NLO [109] and POWHEG [110].

The classification of parton interactions into soft and hard depends on the momentum
transfer and is subjective. In the CMS experiment, typically hard interaction processes are
analyzed because they produce outgoing particles with appreciable transverse momentum
or mass. In Figure 3.14, the partons involved in the hard scattering are highlighted in
red. Apart from the hard scattering, the following processes can occur:

• Partons can radiate off other particles before and after QCD interaction vertices.
These are termed initial or final state radiation, depending on when the radiation
happened. Quarks can radiate off both gluons or photons since they carry both
color and electric charge.

• It can happen that further semi-hard parton-parton interactions occur. This process
is termed multi-particle interaction (MPI).

• Final states originating from partons not participating in any hard scattering are
collectively called beam-beam remnants.

Since free partons do not exist in Nature, they have to form color-neutral hadrons. High-
energy partons reduce their energy by splitting into other partons in a process called
fragmentation. This energy reduction evolves a whole cascade of ever lower energy parti-
cles called parton shower (see also Figure 3.14). After particle energies within a parton
shower have dropped to a level of about 1 GeV, partons recombine to form color-neutral
hadrons in a process called hadronization. It is also at this energy threshold were QCD can
not be treated perturbatively anymore and phenomenological models are used to model
the hadronization. As underlying event one generally classifies the fragmentation of par-
tons not undergoing a hard scattering. It is experimentally impossible to tell apart the
different types of underlying event on an event-by-event basis. As stated in [111]: There
is only an event and one cannot say where a given particle in the event originated.

Underlying event, parton showering and hadronization are usually modeled by the
PYTHIA[112, 113] MC generator. Everything up to the level of stable hadrons happens
at a length scale much shorter than the CMS detector can measure. The simulation of
unstable particle decays is often performed by dedicated generators, e.g. TAUOLA [114]
is used to model the hadronic decay of tau leptons. Furthermore, the interaction of all
particles with the detector have to be simulated. A full detector model is implemented
inside the GEANT4 [115] simulation toolkit, modeling particle interactions with the de-
tector material. The simulation of the electronic readout is performed in a last step and is
referred to as digitization such that both, MC based collision events and real data enter the
reconstruction on the same footing. Before discussing the reconstruction of physics object,
there is one last effect which needs to be simulated and taken into account. Namely, there
is more than one proton-proton collision happening in one bunch crossing. However, the
CMS trigger system (see Section 3.3) only acts on the collision of interest which comes
from a single proton-proton collision. All extra proton-proton collisions, referred to as
PU, need to be mixed into the simulated collision of interest. The number of simulta-
neously occurring collisions for a fixed luminosity is distributed according to a Poisson
distribution. Since the luminosity varies over time, the Poisson distribution changes as
well. Luminosity conditions during a LHC run are only known after the data are recorded,
at this time, simulations have already completed. Therefore, a re-weighting procedure is
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used to match the PU distribution of MC simulation to the one in recorded collision data
(see Section 6.5.8).

3.5 Reconstruction and Identification of Physics
Objects

This section explains how physics object are reconstructed and identified starting from the
electronic signals of all detector subsystems. Physics objects include electrons, photons,
muons and also more complicated objects such as jets, hadronically decaying tau leptons
and missing transverse energy. First, the track reconstruction is explained followed by the
explanation of the particle-flow algorithm. The outcome of the particle-flow algorithm
is the basis for the reconstruction of further physics objects. Emphasis is given on the
reconstruction and identification of hadronically decaying tau leptons because they appear
in final states of many analyses presented in this thesis.

3.5.1 Track and Vertex Reconstruction
The CMS tracking system (see Section 3.2.1) detects traversing charged particles. Hit po-
sitions in each layer of the tracking system are reconstructed using the methods described
in [99]. Track reconstruction means to associate hits with a charged-particle trajectory,
and to estimate the trajectory parameters: momentum and position. Reconstructed hits
serve as input to a combinatorial track finder (CTF) algorithm [116, 99] based on Kalman
filtering (KF) [117]. Track reconstruction with the CTF algorithm can be broken down in
three main components:

1. Initial seed generation:
Small collections, called seeds, of hits inside the pixel and/or strip detector are
formed which are compatible with a charged-particle trajectory. An initial set of
track parameters based on these seeds is derived. These parameters are used to
extrapolate the track to the next layer and look for compatible hits (see next step).

2. Trajectory building:
The KF technique is used to iteratively propagate the charged-particle track, starting
from the track seed, through each layer of the tracking system and adding compatible
hits to the track. After each successful addition of a hit, the track parameters are
updated.

3. Final fitting:
After the track has been propagated through all the layers, the KF is used to re-
fit and smooth the track as well as estimate the final track parameters and their
corresponding uncertainties at any point of the trajectory. Quality criteria are im-
posed on the track to decide whether to keep the track or not. In case the track
is flagged to be kept, all hits inside the track are masked and can not be used for
track formation of other tracks.

The resulting track parameters are used to determine charged-particle properties like the
transverse momentum or the origin of the particle track.

As detailed in [99], an iterative application of the CTF algorithm increases the track
reconstruction efficiency while keeping the rate of misreconstructed tracks low, at the level
of a few per cent. The difference between each iteration is given by the way the track seeds
are determined and what track selection requirements are imposed. For instance, the first
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iterations aim at reconstructing tracks originating at the place the hard scattering process
occurred and therefore require track seeds to have three to four hits in the pixel tracker.
Of course, requiring four pixel hits is only possible after the pixel detector upgrade (see
Figure 3.8) and with four pixel detector layers, the efficiency of finding pixel-triplet seeds is
increased. Final iterations are seeded from reconstructed hits inside the muon chambers.
By using relaxed quality criteria, muon tracks can be recovered, increasing their overall
reconstruction efficiency.

Reconstructed tracks are grouped together if they originate from a common intersec-
tion point, called primary vertex (PV). The grouping uses the deterministic annealing
algorithm [118] and the set of all PVs is ordered according to the sum of squared trans-
verse momenta of tracks linked to the vertex. The vertex ranked first is called the PV
and is assumed to be the origin of the hard scattering process (see Figure 3.14). Particle
tracks associated to the PV are referred to as prompt tracks and corresponding particles
are assumed to have originated from interactions of the hard scattering process. All PVs
are linked to at least two tracks and the adaptive vertex fitter [119] is used to calculate
the vertex parameters, e.g. the position of the vertex. A vertex position resolution be-
tween 10 to 100 µm can be achieved, dependent on the number of associated tracks to a
particular vertex [99].

3.5.2 Muon Track Reconstruction
Track reconstruction for muons uses reconstructed tracks from the pixel and strip tracker
as discussed in the previous section. These tracks are referred to as inner tracks in the
following. Furthermore, muon track reconstruction makes use of reconstructed hits inside
the muon system [88, 120, 121]. Three different cases are distinguished:

Standalone: Reconstructed hits inside the muon detector’s DTs and CSCs are grouped
into segments. Segments serve as seeds for trajectory building using the KF ap-
proach. Tracks obtained after the final fitting are called standalone-muon tracks.

Tracker: Tracker-muon tracks start from reconstructed inner tracks with transverse mo-
mentum above 0.5 GeV and total momentum above 2.5 GeV. Inner tracks are ex-
trapolated to the muon system and checked for compatibility with muon segments.
In case of a match with at least one muon segment, quantified by the spacial distance
between track and segment, the track qualifies as tracker-muon track.

Global: In case standalone and a tracker muon tracks are compatible with each other, the
hits from all detector subsystems are refitted using the KF technique. The obtained
track is declared to be a global-muon track which typically has better resolution of
the transverse momentum than standalone or tracker muon tracks. In case a global-
muon track shares the inner track with a tracker-muon track, they are merged into
a single muon object candidate.

3.5.3 The Particle-Flow Algorithm – Introduction and
Calorimeter Clustering

The particle-flow (PF) algorithm [122] uses as input tracks reconstructed inside the tracker
systems as well as muon tracks and tries to establish links to energy deposits inside the
ECAL and HCAL. A link between signals from different detector subsystems is interpreted
as a particle. For example, a charged-particle track linked to an energy deposit inside
the ECAL gives rise to a PF electron candidate. In that sense, the PF algorithm restores
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Figure 3.15: The PF algorithm clusters energies inside the calorimeters. It then looks for links
between tracks and energy clusters compatible with muons and electrons. A PF electron
candidate for instance is characterized by linking a charged track with an ECAL cluster.
By subtracting energies of electrons and muons inside energy clusters and removing their
tracks, it is possible to find neutral particles and charged hadrons in a next step. Photons are
characterized by an ECAL cluster without any link to a track. The figure is taken from [123]

the particle-picture from the electronic signals recorded by the CMS detector as shown in
Figure 3.15. Since absorbed particles deposit their energy over several calorimeter cells,
an aggregation of theses cells has to be performed. In the following the aggregation into
so-called PF clusters is discussed in more detail.

Calorimeter clustering in the context of PF event reconstruction is performed sepa-
rately in ECAL barrel, endcap and preshower as well as HCAL barrel and endcap. Inside
the forward HCAL (see Figure 3.11), no clustering is used and each calorimeter cell is
used individually. Cluster formation starts by identifying calorimeter cells that exceed an
energy threshold of typically several hundred MeV and have the highest energy deposit in
their neighborhood7. These cells serve as seeds to the PF clustering algorithm, which in a
next step aggregates neighboring cells as long as they exceed a certain energy threshold.
The final cluster is referred to as topological cluster.

Each topological cluster consists of an ensemble of cells and typically contains sev-
eral seeding cells. A Gaussian mixture model is fitted by means of an expectation-
maximization algorithm to reconstruct PF clusters within a topological cluster [122]. For
each seeding cell inside the topological cluster a Gaussian distribution with variable po-
sition and amplitude but fixed width is used. Final positions and energies (amplitudes)
of each Gaussian after the fit serve as PF cluster parameters.

Since PF clusters are used among others to identify neutral particles like photons and
neutral hadrons and measure their energy, it is crucial that the cluster energy is well
calibrated. A calibration of the PF cluster energy has to be applied because the energy
threshold requirement during cluster formation biases the result towards lower energies.
Simulated photons for the ECAL and simulated neutral hadrons for the HCAL are used to fit
analytic functions in different energy and pseudorapidity regimes. They serve ultimately
as calibration functions [122]. For example, in the ECAL barrel the calibration is close to
unity for large energies where threshold effects vanish, but amounts up to 20% for small
energies.

7Energy thresholds and the definition of the neighborhood vary between ECAL and HCAL as well as
inside barrel and endcap regions.
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3.5.4 Electron Track Reconstruction
The basic signature an electron leaves inside the CMS detector is given by a charged-
particle track followed by an energy deposit inside the ECAL. However, electrons loose
a significant amount of their energy (up to 80%) in form of bremsstrahlung photons.
Furthermore, bremsstrahlung photons have a 60% probability of interacting with the
tracker material and produce an electron-positron pair. To reconstruct the correct mo-
mentum and energy of an electron, the changes of track bending due to energy loss of
bremsstrahlung photons have to be taken into account and also the energy deposits of
these bremsstrahlung photons as well as possible electron-positron pair conversions have
to be collected. Figure 3.16 shows an example of an electron track reconstruction in-
volving bremsstrahlung photons. There are two seeding strategies followed by the CMS
experiment which are used for electron track reconstruction:

ECAL-based: From the position and energy of an ECAL cluster, the expected hits in-
side the innermost tracking layers are inferred. Starting from an ECAL cluster
only works if the electron has not radiated any bremsstrahlung photons. To take
bremsstrahlung photons into account, the photon ECAL cluster has to be added
to the electron one. Together they form a supercluster (see Figure 3.16). Due to
the bending in φ-direction of the electron-track, the supercluster formation uses a
window which is narrow in η and wide in φ to look for potential bremsstrahlung
photons. Therefore, the performance of the ECAL-based electron track reconstruc-
tion depends on its capability to build the correct superclusters. This is especially
difficult for electrons with low transverse momentum. These electrons are strongly
bent in the magnetic field and bremsstrahlung photons spread over a very wide
φ-range and are easily missed by the supercluster-algorithm. Another downside of
this approach is that typically several tracker hits are compatible with the ECAL
cluster, resulting in increased misreconstruction rates.

Tracker-based: All tracks from the iterative CTF with a transverse momentum above
2 GeV serve as seeds for potential electrons. In case the energy loss of the electron is
small, the track’s χ2 is well-behaved. If the ratio of the ECAL energy of the matched
track to the track’s transverse momentum is compatible with unity, the track is
kept as a seed. Bremsstrahlung photons lead to the degradation of the track’s χ2 or
even to missed hits along the charged-particle tracks. These charged-particle tracks
are re-fitted with a Gaussian sum-filter (GSF) [124]. The GSF enables to account
for sudden and substantial energy losses along a charged-particle track and hence is
more suited than the KF technique for electron track reconstruction.

The addition of the track-based electron seeds increases the track reconstruction efficiency
by several percent with respect to using ECAL-based tracks only.

3.5.5 The Particle-Flow Algorithm - Linking Algorithm
Particle identification with the PF algorithm is based on linking objects reconstructed
within the different subdetector systems. Not all objects are checked for a link, but only
nearest neighbors are considered [126]. In a last stage, the link algorithm produces PF
blocks of elements directly linked or indirectly via some common element. More specifi-
cally, links between charged-particle tracks to calorimeter clusters are established if the
extrapolated track is compatible to be within the cluster area. For electrons, GSF tracks
are linked to ECAL clusters. Bremsstrahlung photons are linked by extrapolating tan-
gents from the track to the ECAL surface looking for compatible clusters (see Figure 3.16).
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Figure 3.16: An electron originating from the PV leaves a track inside the CMS tracking system
and is absorbed inside the ECAL. Two bremsstrahlung photons are also shown in the figure.
These photons do not leave any tracks, indicated by a dashed line, but are absorbed by the
ECAL. To retrieve the electron energy, the energy deposits of the bremsstrahlung photons
are collected and merged with the electron energy deposit, forming a supercluster as detailed
in the text. The figure is taken from [125].

To identify and correctly link electron-positron pairs to photons, a dedicated conversion
finder [127] is used. Cluster-to-cluster links within calorimeters are also established if
the cluster position of the more granular calorimeter is within the envelope of the less
granular calorimeter. Mostly elements from only one particle end up in a single PF block.
This is because the CMS detector

• is capable of well separating calorimeter energies of charged and neutral particles
due to the strong magnetic field,

• has a fine-grained tracking system with good track reconstruction efficiency,

• has a highly segmented ECAL that can disentangle energy deposits from different
particles,

• has a hermetic HCAL that has a segmentation allowing to distinguish charged and
neutral hadron energy deposits and

• has a very efficient muon identification.

Identification and reconstruction of particle candidates proceed within each PF block
as follows. At first, muon candidates are selected from the collection of standalone, tracker
or global muon tracks using a set of loose quality criteria. Afterwards, their associated PF
elements (tracks and clusters) are removed from the PF block. Next, electrons and isolated
photons are identified and reconstructed followed by the removal of their corresponding
PF elements. Finally, remaining clusters in the calorimeters are identified as non-isolated
photons or neutral hadrons, charged hadrons in case of a link to a track. These remaining
elements are used further to form more complex objects like PF jets, hadronically decaying
tau leptons and missing transverse energy.
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3.5.6 Muon and Electron Identification
In the first steps of the PF particle identification, muons and electron candidates are
selected. Hereby, it is important to distinguish between muons and electrons from hadron
decays from so called isolated ones. Muons or electrons from decays of electroweak bosons
do not have large hadronic activity around them as opposed to those from hadron decays.
There are several ways of quantifying the hadronic activity in the vicinity of a muon or
electron candidate. All of the presented versions are based on an isolation cone with a
radius parameter, ΔR, defined in the (η, φ)-plane as introduced in Equation (3.9) (ΔR =�

Δη2 + Δφ2). As can be seen from Figure 3.17, ΔR is the radius of a cone originating
from the particle’s PV. The vertex is either known from the track information or is
extrapolated using calorimeter information. While it is possible to match charged hadrons
(h±

PV) to primary vertices, this is impossible for neutral hadrons (h0) or photons (γ).
Therefore, the addition of the contribution from neutral particles needs to be corrected
for PU effects. A generic expression for the isolation sum is given by

I =
 
ΔR

p
(h±

PV)
T + max

�
0,

 
ΔR

p
(h0)
T +

 
ΔR

p
(γ)
T −  

ΔR

p
(PU)
T

�
, (3.12)

where the transverse momentum of neutral hadrons and photons from PU is denoted by
p

(PU)
T .

For the muon isolation sum, the PU contribution from neutral particles is estimated
via

p
(PU)
T = Δβ · p

(h±
PU)

T , (3.13)

where p
(h±

PU)
T is the transverse momentum of charged particles linked to PU vertices. The

factor Δβ = 0.5 is an empirical value defined as the ratio of neutral to charged particles in
inelastic proton-proton collisions. Hence, the isolation sum for muons, I(µ), is also called
Δβ-corrected isolation sum and reads

I(µ) =
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Normalizing the isolation sum with respect to the muon transverse momentum, p
(µ)
T ,

defines the relative muon isolation
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��
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Specific selections on the relative muon isolation are imposed by different analyses. Fur-
thermore, three different identification (ID) categories for muons are defined:

Loose: All PF muon candidates that are either tracker or global muons qualify as being
loose muons.

Medium: Medium muons are loose muons, where at least 80% of the layers traversed
in the tracking system provided a reconstructed hit. A selection on the score that
quantifies how well the muon track is compatible with the segment in the muon
chambers is applied. It is stricter for a tracker muon than for a global muon.
However, for global muons further selections based on track χ2 criteria are applied
that quantify the quality of

– the global muon track,
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Figure 3.17: The muon track, starting from the muon vertex, passes the tracker and calorime-
ter layer. The isolation cone with a radius parameter ΔR (shown in red), starts at the
muon vertex. In the calculation of the isolation sum, given in Equation (3.14), the muon
momentum itself is not considered, indicated by the “veto value” shown in the graphic. The
figure (modified) is taken from [128].

– the compatibility between tracker-only and standalone track that lead to the
global track and

– evaluate the probability of a kink in the track using a dedicated kink-finding
algorithm [121].

Tight: PF muon candidates that are global muons are classified as tight muons if they are
within close proximity of the PV, have a certain minimal amount of hits in different
subdetector systems (pixel and strip detector as well as in muon chambers) and
possess a good track χ2.

To identify isolated electrons, the isolation sum in Equation (3.12) is used, where the
PU contribution is estimated as follows 

ΔR

p
(PU)
T = ρ · Aeff(η(e)) . (3.16)

In the above equation, ρ is the PU density of the collision event and Aeff is the effective
area around the electron [129]. The effective area depends on the pseudorapidity of the
electron and is a measure of the area prone to contributions from PU. The relative isolation
sum for electrons reads
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��
. (3.17)

Specific analysis selections are imposed on the relative electron isolation as shall be seen
later. For PF electron identification, multivariate techniques based on boosted decision
trees (BDTs) [130] are used. The electron ID classifier is trained on simulated Z → ee
events and uses a large set of discriminating variables as inputs. Discriminating variables
are explained in more detail in [130] and include measures of track quality and track
to cluster matching. Electrons used in the di-tau analyses presented in this thesis have
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to be above a certain threshold of the BDT output score. Specifically, electrons have to
pass the selection threshold which has a 90% efficiency to select genuine electrons and a
misidentification rate of 1% (MVA 90% ID). For the search for compressed top squarks,
electrons need to pass a cut-based ID, referred to as veto ID, which has an average
efficiency of 95% to select genuine electrons.

3.5.7 Jet Reconstruction, Identification and Tagging
Quarks and gluons produced in high-energy proton-proton collisions are not final state
particles observed in the detector because of color confinement. Parton showering and
subsequent hadronization produces a whole bundle of particles detectable inside the CMS
detector. These bundles are called jets and the momentum of the jet corresponds more
or less to the momentum of the original parton. First evidence for the jet structure in
hadron production is discussed for example in [131]. In order to reduce the effect of PU
on jet reconstruction, PF hadron candidates associated to PU vertices are removed in a
method called charged-hadron-subtraction [132].

Jet clustering has evolved since the beginning of the first observation of jet structures
in detectors. A sequential recombination algorithm called anti-kT [133] is used in the CMS
experiment, which is explained in the following. The anti-kT algorithm makes use of two
different distance measures:

dij =

�
yi − yj

�2
+

�
φi − φj

�2

R2 · min
�

1
p2

T,i

,
1

p2
T,j

�

diB = 1
p2

T,i

.
(3.18)

The radius parameter, R, is commonly chosen to be R = 0.4 and defines the size of the
final jet. The indices i and j label all objects during cluster formation with rapidity8 (y)
and azimuth (φ). Initial objects are all PF charged hadron candidates, excluding those
associated with PU vertices. Jet clustering then proceeds in the following steps:

1. Compute dij for all pairs of objects (i, j) as well as diB.

2. If the smallest of all distances is of type dij, then:

(a) Merge object i and j into a new object called pseudo-jet.
(b) Recompute the distances dij between the just formed pseudo-jet and the re-

maining objects. Go back to step 2.

3. If the smallest distance is of type diB, the object i is flagged as PF jet candidate and
is not considered anymore in further iteration of the algorithm. Go back to step 2
if there are still unassigned objects left.

The algorithm described above will certainly stop. From the way the distances are defined
(see Equation (3.18)), jets with high transverse momenta are clustered first. Another
important feature, also from a theoretical point of view, of this clustering approach is
that it is collinear and infrared-safe. These two concepts are illustrated in Figure 3.18
and explained in the caption therein.

Jets can be misidentified due to poor reconstruction of the track or instrumental noise
within the calorimeters. In order to suppress the misidentification rate, selection criteria

8Note the usage of rapidity over pseudorapidity to ensure a Lorentz-invariant angular distance ΔR –
using the definition of Equation (3.10) – because jets are massive objects.
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Figure 3.18: Illustration of collinear and infrared-safety taken from [80]. Top: infrared-safety
means that additional soft particles (spiral line in the figure) must not change the number of
jets found. On the left two jets are found indicated by the two ellipses, whereas on the right
the addition of a soft (low transverse momentum) particle leads to only a single jet found.
Bottom: Collinear safety means that splitting one particle in two collinear ones should not
impact the result of the jet clustering.

on the number, type and energy fractions of PF candidates contributing to each jet are
applied. Selections differ within pseudorapidity regions and achieve an overall efficiency
above 99% to pick genuine jets while rejecting 98% of misreconstructed jets [134].

Each reconstructed jet is subject to a jet energy calibration [135], affecting its four-
momentum. These are necessary to account for differences between true particle jets
and detector-level jets reconstructed by PF and are hence applied to both, collision data
and MC simulation. The overall jet energy correction consists of several parts which
are applied sequentially, correcting for detector noise, pileup as well as effects of the
calorimeter response. The response of the jet energy corrections, defined as the mean
ratio of the reconstructed over the true jet energy, is in the order of 0.9 [122].

A lot of effort has gone into the development of so-called jet-taggers, which aim at
further identifying the type of parton the jet has originated from. Knowing for example if
a jet originates from the hadronization of a b quark is relevant when analyzing the Higgs
boson decay into a pair of b quarks, which turns out to be the dominant Higgs boson
decay mode (see e.g. Figure 5.2). Also the top quark decay involves a b quark leading
to so-called b quark initiated jets. Tagging b quark initiated jets exploits the fact that b
hadrons inside these jets have a lifetime in the order of 10−12 sec and hence can decay a
few millimeters away from the PV. An inclusive vertex finding algorithm [136] is used to
identify the position where the b hadron decays, called secondary vertex (SV).

The mass difference between b quarks and light quarks or gluons on one hand and
the typically larger mass difference between b hadrons and their decay products on the
other hand, lead to broader energy fluxes within the cone of a b quark initiated jet and
large charged-track multiplicities within this cone. The probability to find an electron
or muon inside a b quark initiated jet is around 20% and can also serve as an indicator.
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decay mode intermediate resonance BR [%]
τ− → ντ e− νe 17.8
τ− → ντ µ− νµ 17.4
τ− → ντ h− 11.5
τ− → ντ h− π0 ρ(770) 25.9
τ− → ντ h− π0 π0 a1(1260) 9.5
τ− → ντ h− h+ h− a1(1260) 9.8
τ− → ντ h− h+ h− π0 4.3
Other hadronic tau decays 3.3

Table 3.2: Possible tau decay modes are listed. Charge conjugation is implicitly assumed. The
symbol h± denotes charged pions (π±) or Kaons (K±). The table is adopted from [140].

Two b-taggers are currently supported for Run2 analyses in CMS, DeepCSV [137] and
DeepJet [138]. Both use multivariate analysis techniques based on deep neural networks
to discriminate b quark initiated jets from light-quark or gluon-initiated jets. Three
conditions are defined – loose, medium and tight – corresponding to a misidentification
rate of 10%, 1% and 0.1%, respectively. For the same misidentification rate the DeepJet
tagger achieves a higher efficiency in selecting genuine b quark initiated jets than the
DeepCSV tagger.

3.5.8 Reconstruction and Identification of Tau Leptons
As introduced in Section 2.1 (see also Figure 2.2), the tau lepton is the heaviest of all
leptons, allowing it to decay leptonically or hadronically. It is the only lepton with
hadronic decay channels. The different decay channels of the tau lepton together with
their corresponding decay probability are summarized in Table 3.2. The decay probability
is also called branching ratio (BR). As can be seen from this table, in one third of cases
the tau lepton decays leptonically into the lighter muon or electron. These muons and
electrons are reconstructed using the techniques discussed earlier in this chapter. The
rest of this section deals with the decay of hadronically decaying tau leptons that will be
denoted as τ h from now on. Hadronic tau decays involve charged hadrons, h±, referred to
as prongs, which mostly consist of charged pions. Prongs are accompanied by neutral pions
in some decay channels. The tau lepton has a lifetime of 2.9 × 10−13 s [49] and decays
before reaching the tracker. Hence, tau decays can only be reconstructed from their
decay products but the track displacement from the PV is too small to be distinguished
from prompt electrons, muons or charged particles. Since every decay involves at least
one neutrino which leaves the detector undetected, it is not possible to calculate the
momentum of the tau before its decay. Dedicated algorithms are employed to calculate
for example the invariant mass of a di-tau system [139]. In the following the reconstruction
and identification procedures of τ h’s are discussed in more detail.

The reconstruction of τ h is based on the hadron-plus-strip (HPS) algorithm [141].
Charged hadrons with transverse momentum above 0.5 GeV consistent with originating
from the PV and reconstructed by PF are considered. Neutral pions are present in more
than 60% of τ h decays and disintegrate instantly into a pair of photons. These photons
convert with a high probability into electron-positron pairs inside the tracker. Due to
the magnetic field, the electron-positron pair is separated in opposite φ-directions. In
addition, both electrons and positrons can emit bremsstrahlung photons. To reconstruct
the τ h correctly, it is crucial to collect all corresponding energy deposits inside the ECAL.
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These energy deposits typically lie within a narrow η- and wide φ-window and are therefore
referred to as strips.

In Run2, the window size in Δη × Δφ for strips is chosen dynamically [141] because:

• Remnants of nuclear interactions of charged pions from τ h decays tend to have low
transverse momentum and are missed in case a fixed sized Δη × Δφ window is used
for strip reconstruction. Furthermore, these remnants when not being part of the
strip are interpreted as extra hadronic activity in the vicinity of the τ h candidate,
potentially leading to its rejection.

• Electron-positron pairs together with their potential bremsstrahlung photons can
lie outside a fixed sized Δη × Δφ window.

• In case of high transverse momenta of the τ h, its decay products are more collimated
and smaller strips can be used.

In the following, the dynamic strip reconstruction will be discussed. It starts from electron
or photon candidates which will be denoted as e/γ in the following. The e/γ candidate
with the highest transverse momentum, pT, is chosen as strip seed and its pseudorapidity
and azimuth are used as initial strip values

p
(e/γ)
T → p

(strip)
T

η(e/γ) → η(strip)

φ(e/γ) → φ(strip) .
(3.19)

Next, the e/γ candidate with the second-highest transverse momentum is added to strip
if it lies within
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(3.20)

The functions f and g in Equation (3.20) are determined from simulated tau leptons and
are required to collect 95% of e/γ arising from a τ h decay inside the correct strip [141].
The exact functional form is given by

f (pT) = 0.20 · p−0.66
T and

g (pT) = 0.35 · p−0.71
T .

(3.21)

However, the dynamic strip window defined by Equation (3.20) is bound on both ends by

Δη ∈ [0.05, 0.15] and
Δφ ∈ [0.05, 0.30] .

(3.22)

Every time an e/γ candidate is found within the Δη × Δφ window, the strip coordinates
get updated according to
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(3.23)
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Figure 3.19: An example of a 1-prong+π0 τ h decay is schematically depicted. The charged
hadron h± (prong) is shown in blue and leaves a track as well as energy deposits inside the
HCAL. The π0 is shown in red and decays into a pair of photons where one of the photons
further decays in a electron-positron pair. All the decay products of the neutral pion are
contained in a strip indicated by a red-dotted line. The figure is adopted from [142]

The strip reconstruction stops if no e/γ candidates are left inside the given Δη ×Δφ win-
dow. All strips with transverse momentum above 2.5 GeV are considered as π0 candidate.

The procedure of building τ h candidates continues by testing the compatibility of
charged hadrons, i.e. prongs, with neutral pion candidates, i.e. strips, under different
decay mode hypotheses. These hypotheses reflect the different decay modes listed in
Table 3.2 with the addition of 2-prong decay modes to recover 3-prong τ h candidates,
where one charged-track was not reconstructed9. In total, the following decay mode
hypotheses are tested:
1-prong : consisting of one charged hadron and no associated strips.

1-prong +π0 : consisting of one charged hadron and one associated strip.

1-prong + 2π0 : consisting of one charged hadron and two associated strips.

2-prongs : consisting of two charged hadrons and no associated strips.

2-prongs+π0 : consisting of two charged hadrons and one associated strip.

3-prongs : consisting of three charged hadrons and no associated strips.

3-prongs+π0 : consisting of three charged hadrons and one associated strip.
The mass window for each hypothesis is tailored to keep the τ h reconstruction efficiency
high and the misidentification rate from quark- or gluon-initiated jets low. Using the
number of prongs (Nh±) and the number of strips (N

π
0), it is useful to index the possible

τ h decay modes as
Dmode = 5 · (Nh± − 1) + N

π
0 . (3.24)

To further increase the reconstruction efficiency of genuine τ h, it is required that the
total charge adds up to ±1 for all 3-prong decays. In addition, all prongs, as well as the
strip coordinates are required to lie within a signal cone as illustrated in Figure 3.20 with
radius parameter

Rsig =

��������
0.05 p

(τ h)
T > 60 GeV

3.0
p

(τ h)
T [GeV]

30 GeV < p
(τ h)
T < 60 GeV

0.1 p
(τ h)
T < 30 GeV

. (3.25)

9This can for example happen, when the τ h is boosted and the different charged-particle tracks can
not be resolved.
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Figure 3.20: Left: The signal cone is shown in red and the isolation cone in blue. Within the
signal cone, one charged pion and two neutral pions reside leading a positive identification
as τ h candidate with Dmode = 2. Right: The difference between a τ h and quark- or gluon-
initiated jets is illustrated. Quark- or gluon initiated jets are frequently misidentified as τ h.
However, they tend to have more particles between signal (inner) and isolation (outer) cone.
The illustrations are taken from [143].

In case several decay mode hypotheses pass, τ h candidates with more prongs are favored
over those with higher transverse momenta. If it is still ambiguous, the decay mode with
the most neutral constituents is assigned to the τ h candidate.

The τ h candidates determined as described above are still heavily contaminated by
misidentified objects. These objects mainly consist of quark- or gluon-initiated jets, but
also electrons and muons can be mis-reconstructed as τ h candidates. In order to suppress
misidentified τ h, cone isolation sums were used and ever more evolved approaches were
developed within the CMS experiment. The DeepTau classifier [144] is the current state-
of-the-art τ h discriminant based on a deep neural network. The neural network processes
the information about energy deposits and tracks in terms of rectangular η × φ grids
containing the signal and isolation cone of the τ h candidate. As illustrated in Figure 3.20
(right-hand side), quark- or gluon-initiated jets have typically much more activity in
the region between signal and isolation cone. The η × φ grids are pre-processed using
convolutional layers, a well established approach in image recognition tasks. The output
is combined with so-called high-level variables which include the τ h decay mode, life time
information, isolation and calorimeter energy fractions, and fed into a fully-connected
feed-forward neural network. Four output nodes define the output classes the neural net
is trained to distinguish, namely genuine τ h’s, quark- or gluon-initiated jets, electrons
and muons misidentified as τ h’s. Figure 3.21 shows the performance of the DeepTau
classifier in terms of efficiency and misidentification rate of τ h candidates together with a
comparison to previously used classifiers. For the same efficiency of selecting real τ h, the
DeepTau classifier has a reduced misidentification rate compared to previous classifiers,
i.e. a better rejection power over misidentified τ h’s. The misidentification rate against
jets is lower by factor two and lower up to a factor ten for the discrimination against
electrons or muons. The DeepTau classifier’s output value against jets, Djet, is a key
ingredient to the method used to estimate contributions from misidentified τ h as discussed
in Section 8.2. For the Djet classifier (see top row in Figure 3.21), there are eight thresholds
defined, from low τ h identification efficiency to high τ h identification efficiency. As the τ h
identification efficiency increases, also jet → τ h misidentification probability gets larger.
The thresholds from lowest to highest τ h identification efficiency are labeled as vvvloose,
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vvloose, vloose, loose, medium, tight, vtight, vvtight.

3.5.9 Missing Transverse Energy
Due to the negligible transverse momentum of the colliding protons, the momentum
imbalance in the transverse plane of the produced particles is used to infer the presence
of undetected particles in a collision event. The missing transverse momentum denoted
as p

(miss)
T is defined as negative vectorial sum of all reconstructed PF candidates

p
(miss)
T = −  

PF
p (PF)

T . (3.26)

The module of p
(miss)
T is referred to as missing transverse energy (MET). The accurate

value of MET strongly depends on the CMS detector’s capability to detect all particles and
to reconstruct them correctly. Therefore, detector effects like energy resolution, alignment
of detector elements as well as defects or blind regions of the detector impact the MET
variable. Neutrinos are the only SM particles that can escape undetected. Furthermore,
any new weakly interacting particles produced in proton-proton collisions will impact the
MET and hence, this variable is crucial in searches for new physics beyond the SM.

The definition of MET as shown in Equation (3.26) uses PF jets. The effect of pileup
is reduced by the method of charged-hadron-subtraction (see Section 3.5.7) as well as
applying jet energy corrections to the MET variable. Another method developed by the
CMS experiment is the pile-up-per-particle-identification (PUPPI) approach [145, 146]. The
idea behind PUPPI, is to use the full collection of PF candidates and assign weights to
them, reflecting the probability that they originate from the PV. Within the tracker
acceptance (|η| < 2.5), it is possible to assign charged-particle tracks to the PV. All such
PF candidates get assigned a weight of one, whereas all other candidates not associated
to the PV get a weight of zero. Charged-particle candidates not associated to any vertex
are assigned a weight of one if they are within 0.3 cm in longitudinal direction of the PV
and zero otherwise. For all neutral hadrons, a weight is calculated based on the sum of
transverse momenta of particles inside a cone of radius 0.4 around the neutral hadron.
The more PF candidates associated with the PV reside inside this cone, the higher the
probability the neutral hadron is coming from the PV and the higher the weight assigned
to this neutral hadron. The missing transverse momentum using the PUPPI approach is
given by

p
(miss)
T,PUPPI = −  

PF
ω

(PF)
PUPPI · p (PF)

T , (3.27)

where ω
(PF)
PUPPI denotes the assigned PUPPI-weights.
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Figure 3.21: The performance of the DeepTau classifier is shown and compared to previously
available discriminants. On the top, quark- or gluon-initiated jet misidentification rate
versus the efficiency of identifying genuine τ h candidates is shown. The jets on in the top
left come from the W+jets process, while the jets shown in the top right plot come from tt
processes. The bottom left plot shows the same for the electron misidentification and the
bottom right plot for muon misidentification. In all cases the τ h transverse momentum is
below 100 GeV. The plots are taken from [144].
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Chapter 4

Silicon Strip Backplane Correction

In this chapter, a track-based alignment technique, commonly referred to as the backplane
correction, is presented. It is a correction applied to sensors in the silicon strip detector,
which is presented in Section 3.2.1. The task of measuring the backplane correction
included the development of a new analysis framework and was carried out in the CMS
silicon strip detector project.

When a charged particle passes through a silicon strip sensor, it produces ionization.
A red arrow representing a charged-particle trajectory, commonly referred to as the track,
is shown in Figure 4.1 together with a schematic sketch of a silicon strip sensor. The
induced charges drift to the strip plane due to the electric field applied to the sensor.
They hit several silicon strips, each producing an electric signal that is read out. An
ensemble of activated strips is called a cluster. Ideally, all charges get collected over
time. A local Cartesian coordinate system (u, v, w), as illustrated in purple in Figure 4.1,
is defined on each sensor. The origin of this coordinate system is located at geometric
center of the sensor. The local w-direction is always oriented along the electric field
applied to the sensor, i.e. perpendicular to the surface of the sensor. It follows from
this definition that the silicon strips are located in the positive w-half-space, whereas the
backplane is in the negative w-half-space. The local v-axis is defined parallel to the silicon
strips, whereby the positive direction is defined away from the sensor’s readout. The local
u-axis is perpendicular to v and w, such that (u, v, w) forms a right-handed coordinate
system. For sensors in the barrel region – i.e. TIB and TOB – the correspondence between
local and global coordinates is as follows. The local u-direction corresponds to the global
rφ-direction, local v corresponds to global z and local w to global r coordinates.

Projecting the cluster’s barycenter on the mid-plane of the sensor defines the recon-
structed position of the particle’s traversal (hit). Charge collection and reconstructed
hit (rechit) position are illustrated in Figure 4.2. Inferring the charge collected from the
peak position of the signal build-up is one possible readout mode the silicon sensors can
be operated in. It is called PEAK mode. The signal build-up is schematically drawn
on the left of Figure 4.3. However, this mode of operation is not feasible when the CMS
detector records proton-proton collisions with a bunch spacing of 25 ns because the drift
time from the backplane to the strips exceeds this time window. Therefore, the silicon
sensors are operated in a second mode, called deconvolution (DECO) mode. As depicted
on the right side of Figure 4.3, the signal pulse is sub-sampled three times to reduce the
signal build-up to approximately 25 ns, which corresponds to the bunch spacing at the
LHC.

In 2009, when for the first time cosmic ray data were recorded in both PEAK and
DECO modes, a bias in the local w-direction between the two modes was observed. Due
to the short time interval used for charge integration in DECO mode, not all the induced
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Figure 4.1: A simplified sketch of a silicon strip sensor is shown. A charged particle (red) passes
through the sensor and produces ionization. The induced charges drift upward because an
electric field, E, is applied as shown in the figure. The silicon strips collect the charges and
produce a detectable signal that can be read out. In green, the resulting cluster of activated
strips from the passing particle is shown. When measuring quantities related to the sensor,
a dedicated coordinate system is used referred to as local coordinates u, v and w. The local
v direction is parallel to the global z direction, i.e. to the beam pipe (see Figure 3.5).

Figure 4.2: Two sensors projected on the local u-w plane are shown. The track of a passing
charged particle is shown in red. Induced charges produced by a passing charged particle
drift upwards along the w-axis. No magnetic field is applied and all the induced charges are
collected. All strips that detect a signal form a cluster. The projection of the barycenter of
this cluster onto the sensor’s mid-plane matches the true passing point of the track - labeled
as true rechit in the figure. Left and right distinguish the two cases whether the sign of the
incident track angle (θtrk) is positive or negative. This distinction becomes relevant in the
case, when a magnetic field is present (see Figure 4.5). The figure is taken from [147].
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Figure 4.3: Shown are the signal pulses for the PEAK (left) and DECO (right) read-out mode,
which are obtained by collecting all signals of silicon strips inside a single sensor. The y-axis
measures the signal amplitude in arbitrary units. The readout time can be confined within
25 ns in DECO mode as needed when the LHC is operated with standard bunch crossings.
The amplitude in DECO mode is a weighted sum of three consecutive samplings, si, of the
PEAK amplitude with a time window of Δt = 25 ns [148]. The figure is taken from [147].

charges from the sensor’s backplane are collected because the drift time exceeds the time
window for charge integration. In the following, the backplane correction measurement
is presented using the so-called Venturi model, which explains the observed bias in local
w-direction.

Let’s first ignore the magnetic field such that induced charges drift parallel to the
local w-direction as shown in Figure 4.2. In DECO mode, not all charges are collected
from the sensor’s backplane, and the shift in local u-direction (Δu) and the shift in local
w-direction (Δw) are linked via the formula

Δu = Δw · tan θtrk , (4.1)

where θtrk is the incident track angle. This situation is illustrated in Figure 4.4.
In the presence of a magnetic field, the deflection of drifting charges has to be taken

into account. The deflection angle is called Lorentz angle and is denoted as θLA. The
situation with magnetic field is depicted in Figure 4.5a. Taking the signs of the angles
into account, Equation (4.1) becomes

Δu = Δw · (tan θtrk − tan θLA) ± H1/2 · Δ tan θLA , (4.2)

where half of the sensor’s thickness is denoted by H1/2. The term, H1/2 · tan θLA, in
Equation (4.2) ) corrects for the fact that in DECO mode the Lorentz angle appears
smaller than if all the charge would be collected. This effect is graphically illustrated
in Figure 4.5b. The sign of this correction depends on whether the sensor has the local
v-coordinate parallel or anti-parallel to the global z-direction. It turns out that it is a
small correction and only relevant for the TOB.

Equation (4.2) describes a linear function with Δw being the slope and ±H1/2 ·
Δ tan θLA being the offset. Hence, the analysis strategy is to perform a straight line
fit in a measurement of Δu as a function of (tan θtrk − tan θLA). The shift Δu is calcu-
lated as difference between true and reconstructed rechit position in local u-direction (see
Figure 4.5a). The measurement is done twice, once for data recorded in PEAK mode
and once for data recorded in DECO mode. Finally, the backplane correction is given
by the difference of the extracted value of Δw in DECO and PEAK mode. The current
backplane correction values are shown in Table 4.1.
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Figure 4.4: This figure illustrates what happens in DECO mode, where not all charges reach
the silicon strips. The cluster size is smaller compared to Figure 4.2 and the extrapolation
of the cluster barycenter does not match the true rechit position. The shifts in local u-
direction and local w-direction of the mismatch rechit positions are denoted with Δu and
Δw, respectively. The shifts of both directions can be related via the track angle according
to the formula given in Equation (4.1). The figure is taken from [147].

correction Δw Δ tan θLA
TIB TOB TIB TOB

value 0 µm 6 µm 0 −0.006

Table 4.1: Shown are the current backplane correction values. They are separately measured
in TIB and TOB. As can be seen from the table, there is no correction currently needed
for the TIB. Correction values are obtained from analyzing data collected in 2011 by the
CMS detector. For data recorded in PEAK mode, cosmic ray data are used, whereas for the
DECO mode, collision data are used.
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(a) In contrast to Figure 4.4, here the charges do not drift parallel to the local w-direction, but
are deflected due to the Lorentz force, which is induced by the presence of the magnetic
field. The magnetic field is not explicitly drawn but points inside the plane. Left and right
side of the figure distinguish between the different cases of positive and negative track and
Lorentz angles and their impact on the shifts in local u- and w-direction. The figure is
taken from [149].

(b) In case of the DECO readout mode, the apparent Lorentz angle is smaller. This happens because in
DECO mode the charge is distributed and read out from different strips. The effect is expected to
be larger in thicker sensors inside the TOB. The figure is taken from [147].

Figure 4.5: These figures illustrate the case, where sensors are operated in DECO mode, in
presence of a magnetic field.
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Figure 4.6: The backplane correction, ΔwDECO − ΔwPEAK, is shown per partition inside TIB
and TOB. Cosmic ray data, collected in 2018, are used for the backplane measurement. The
layers are abbreviated with the letter “L”. The letters “s” and “a” stand for stereo and
analog sensor modules, respectively. Stereo modules reconstruct 3-dimensional hit positions
(see also Figure 3.9). The gray band represents the uncertainty when measurements of
different layers and module types are combined for the TIB or the TOB. All uncertainties
shown are purely statistical and represent one standard deviation. The dashed line is set at
zero and underlines the compatibility of the individual measurements with zero.

In practice, the backplane correction values are stable over time and changes were
only needed when a new timing of the silicon strip sensors was introduced. Therefore,
the backplane correction values are monitored over the different data-taking periods and
values consistent with zero mean no need of adapting the current values. An example of
such a monitoring plot from the 2018 cosmic ray data-taking period is shown in Figure 4.6.
The results are consistent with zero. While usually there is plenty of data recorded in
DECO mode, data recorded in PEAK mode are scarce. In case of the plot shown in
Figure 4.6, the available sample size of recorded events in PEAK mode is the limiting
factor in reaching smaller uncertainties on the measured backplane correction values.

For the TID and TEC, no dedicated backplane measurement is performed, as there the
correction translates in a global shift along the z-direction which is determined via other
alignment procedures. For the preparation of Run 3 (2022-2025) of the LHC, starting from
autumn 2021, a large volume of cosmic ray data is collected including larger amounts of
data recorded in PEAK mode.
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Chapter 5

Experimental Aspects of Measure-
ments and Searches at the LHC

After introducing the SM and some of its extensions throughout Chapter 2 and present-
ing the CMS experiment in Chapter 3, in this chapter the focus is set on a discussion of
how different signals are detected and analyzed by the CMS experiment. First, the phe-
nomenology of the SM Higgs boson at the LHC is presented in Section 5.1. In addition, the
presentation of precision measurements on the SM Higgs boson are discussed in the same
section. The remaining sections discuss experimental searches for various signal processes
arising from different BSM physics processes. These processes involve additional Higgs
bosons in Section 5.2, leptoquarks in Section 5.3 and light top squarks in Section 5.4.

5.1 The SM Higgs Boson at the LHC
The fact that the Higgs boson mass (mH) is a free parameter of the theory (see Equa-
tion (2.67)), made its search particularly challenging. The Higgs boson can decay into
several different detectable final states, whereby their decay rates vary with mH (see also
Figure 5.2), introducing a further challenge in the search. Exclusion limits at 95% con-
fidence level from the Large Electron-Positron Collider at CERN [150] suggest that the
Higgs boson mass must be larger than 114.4 GeV. Similarly, the Tevatron Accelerator at
Fermilab [151] excludes a Higgs boson with a mass in the range 147 GeV < mH < 180 GeV.
Despite these excluded masses,

mH < 114.4 GeV
147 GeV < mH < 180 GeV ,

(5.1)

a broad range of possible masses was left. From unitarity considerations [152], an upper
bound of approximately 1 TeV on mH can be set. Furthermore, by combining several
electroweak measurements [153], a light Higgs boson with mH = 89+35

−26 GeV is favored
by experimental data. This result assumes the SM to be the correct theory and excludes
results from direct Higgs boson searches leading to the limits quoted in Equation (5.1).
The outcome is not a proof that the SM Higgs boson exists, but has to be understood as
a guideline as to where to look for it.

On July 4th, 2012, the ATLAS and CMS Collaborations at the LHC announced the
discovery of a new boson with a mass of 125 GeV compatible with SM predictions [3, 4].
A year later, P. Higgs and F. Englert were awarded the Nobel prize in Physics “for the
theoretical discovery of a mechanism that contributes to our understanding of the origin
of mass of subatomic particles, and which recently was confirmed through the discovery
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of the predicted fundamental particle, by the ATLAS and CMS experiments at CERN’s
Large Hadron Collider”. Latest mass measurements achieve a per-mille precision [154]

mH = 125.38 ± 0.14 GeV . (5.2)

Moreover, it is confirmed that the discovered boson has zero electric charge, is a spin-0
particle and even under CP transformations [155, 156]. Together with the observation
of different decay channels consistent with SM predictions, it is now established that the
particle discovered in 2012 is very similar to the Higgs boson predicted by the SM.

5.1.1 Production and Decay Modes of the SM Higgs Boson
At the LHC, there are four main production modes of the SM Higgs boson:

1. The most dominant mode of Higgs boson production is via gluon-gluon fusion (ggF).
For the SM Higgs boson, the ggF cross section is 48.6 pb [157]. The value of 48.6 pb
is reached for mH = 125.0 GeV and for a center-of-mass energy of

√
s = 13 TeV.

In Figure 5.1e, the ggF cross section is shown in blue as a function of mH . Cal-
culations of this cross section incorporate the third next-to-leading order (N3LO)
in perturbative QCD and the NLO in electroweak perturbation theory as indicated
in blue in Figure 5.1e. A ggF Feynman diagram is shown in Figure 5.1a. Since
the Higgs boson does not couple to massless gluons, the production via ggF has to
include a loop. Contributions to the loop are from particles which have a strong
coupling to the Higgs boson. In the SM, the loop contribution is dominated by the
top quark. However, it should be mentioned that heavy particles predicted by BSM
theories could have an influence too. The dominance of this mode stems from the
large value of the gluon parton distribution function at low momentum fraction for
the LHC centre-of-mass energy of

√
s = 13 TeV (see also Section 3.4).

2. Higgs boson production via vector boson fusion (VBF) is the second most domi-
nant production mode. It is shown in red in Figure 5.1e and has a cross section of
3.8 pb [157] for mH = 125.0 GeV at

√
s = 13 TeV. Calculations of this cross section

incorporate terms including the next-to-next-to-leading-order (NNLO) in perturba-
tive QCD and the NLO in electroweak perturbation theory as indicated in red in
Figure 5.1e. The Higgs boson production via VBF is about ten times less likely than
via ggF. A Feynman diagram showing the VBF mode is shown in Figure 5.1b. The
vector boson (V) can be either a W or Z boson. Experimentally, the VBF mode
provides a very clean signature. The two outgoing quarks hadronize and form jets in
the forward regions of the detector, having a large pseudorapidity separation. Due
to this fact, the invariant di-jet mass (mjj) takes typically large values.

3. The third most dominant Higgs boson production mode is in association with a
W or Z boson (V ∈ {W, Z}). This process is also referred to as Higgs-Strahlung
(VH). For a Higgs boson mass of 125.0 GeV, the cross sections at

√
s = 13 TeV are

1.4 pb [157] and 0.9 pb [157] for W and Z associated production, respectively. These
cross sections are derived at NNLO in perturbative QCD and at NLO in electroweak
perturbation theory as indicated in green and gray for the WH and ZH process
in Figure 5.1e, respectively. Both production modes are shown in Figure 5.1e and
a Feynman diagram is shown in Figure 5.1c. As shown in Figure 5.1c, a quark-
antiquark pair annihilates and forms an intermediate vector boson, which radiates
off a Higgs boson. Together with the VBF production mode, the VH process is
exploited to gain knowledge about the coupling of the Higgs boson to vector bosons.
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bosonic decay modes BR [%] fermionic decay modes BR [%]
H → WW∗ 21.37 H → bb 58.24
H → gg 8.19 H → τ τ 6.27
H → ZZ∗ 2.62 H → cc 2.89
H → γγ 0.23 H → µµ 0.02
H → Zγ 0.15

Table 5.1: Tabulated values for the BRs of Higgs boson decays, possible to be observed at the
LHC for a Higgs boson mass of mH = 125.0 GeV, are shown. The decay of H → τ τ studied
in this thesis has a BR of roughly 6%. The numbers are taken from [160].

4. Higgs boson production in association with heavy quarks is the forth most dominant
production mode. The top quark associated production (ttH) has a cross section of
0.50 pb [157] and the bottom quark associated production (bbH) has a cross section
of 0.48 pb [157] for a Higgs boson mass of 125.0 GeV and at

√
s = 13 TeV. Cross

sections as a function of the Higgs boson mass are shown in Figure 5.1e for both
ttH and bbH. As indicated in Figure 5.1e, the ttH cross section calculation includes
terms up to NLO in perturbative QCD as well as NLO terms in electroweak perturba-
tion theory. Terms up to NNLO in perturbative QCD in the five-flavor scheme (5FS)
and terms including NLO in perturbative QCD in the four-flavor scheme (4FS) are
included in the calculation of the bbH cross section1. Figure 5.1d shows a Feynman
diagram of the heavy quark associated production. Furthermore, there is the pos-
sibility of single top quark associated production (tH). The cross section for this
process is 0.07 pb [157] for mH = 125.0 GeV at

√
s = 13 TeV, including NLO terms in

perturbative QCD. In all these processes, the Yukawa coupling to top and bottom
quarks are directly tested.

The Higgs boson has a decay width of 3.2+2.8
−2.2 MeV [159] and hence a lifetime of ap-

proximately 2 × 10−22 sec. Due to this short lifetime, it is impossible for the Higgs boson
to reach the CMS detector and must be identified via reconstruction of its decay products.
Several different decay modes – also referred to as decay channels – can be observed at the
LHC and are summarized in Figure 5.2. The respective BRs depend on the Higgs boson
mass. Table 5.1 lists the BRs for a Higgs boson mass of 125.0 GeV.

Higgs boson decay channels can be separated into bosonic and fermionic ones. Bosonic
decay channels are:
H → WW∗: The highest bosonic BR is taken by the decay of the Higgs boson with mH =

125 GeV into a pair of W bosons. Each W boson decays either leptonically (1⁄3 of
times) or hadronically (2⁄3 of times). Fully-hadronic final states are difficult to access
experimentally since there is an overwhelming background from quark- or gluon-
initiated jets originating from QCD multijet production (see also Section 6.2.2).
Leptonic final states involving pairs of electrons or pairs of muons are dominated
by Z boson decays (see also Section 6.2.4). Therefore, only a small fraction – about
3% – of the H → WW∗ decay is experimentally accessible, namely

H → WW∗ → eνµν . (5.3)

Due to the presence of neutrinos in this final state, the invariant mass of the Higgs
boson can not be precisely calculated and therefore the experimental sensitivity

1For a discussion on the difference between 5FS and 4FS, see for example [158]. In short, b quarks
appear only in the final state in the 4FS, whereas they are allowed also in the initial state in case of the
5FS.
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Figure 5.1: Shown are different Higgs boson production modes. Figures (a)-(d) show Feynman
diagrams of the different production modes – ggF, VBF, VH and ttH/bbH. In (e), cross sections
of all production modes as a function of the Higgs boson mass are displayed. The center-
of-mass energy is

√
s = 13 TeV. The order in perturbative QCD and electroweak theory for

each cross section is quoted in figure (e) for each production mode.
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Figure 5.2: Shown are the different BRs of possible Higgs boson decays as a function of its
mass. The decay of H → τ τ which is studied in this thesis is shown in red. The figure is
taken from [160].

is smaller than for fully contained decays, like for example H → γγ (see below).
Both ATLAS and CMS experiments observed this decay and performed measurements
which are compatible with SM expectations [161, 162, 163].

H → gg: The Higgs boson does not couple directly to the massless gluons and thus
this process involves a loop, which is dominated by heavy particles such as the top
quark. The final state of this decay channel contains two gluon-initiated jets. It
is extremely challenging to find such decays at the LHC because there are many
more QCD multijet events (see also Section 6.2.2) produced which mimic this signal.
To get a cleaner signal, the H → gg decay is searched in association with the VH
production, using the leptons from the vector boson decay as indicators. In [164]
a proof-of-concept of such an analysis is given. Even with the coming upgrade of
the LHC, it will not be possible to observe this decay following the strategy laid
out in [164]. However, by using modern machine learning techniques, experimental
sensitivity can be gained as for example demonstrated in [165].

H → ZZ∗: The subsequent decay of both Z bosons to electrons or muons – resulting in a
four-lepton final state, is among the most sensitive decay channels. The reason why,
is the rather low background contamination from other SM processes and the good
resolution of the invariant mass of the four leptons. Hence, this decay channel is also
referred to as the golden channel and it contributed to the Higgs boson discovery in
2012. The physics program of H → ZZ∗ → 40 of both ATLAS and CMS experiments
has already advanced into a precision era, measuring differential cross sections in
up to 19 kinematically different signal regions [166, 167]. All measurements are
compatible with SM expectations.
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H → γγ : The Higgs boson does not couple directly to the massless photon. Hence,
the decay into a pair of photons requires a loop. Similarly to the ggF process (see
Figure 5.1a) and the H → gg decay, this loop is dominated by heavy particles such
as the top quark or the W boson2. Despite the low BR, a very high experimental
sensitivity to this decay channel has been achieved. This is because the ECAL
enables a very precise determination of the diphoton invariant mass. Together with
the H → ZZ∗ → 40 channel, it was possible to announce the discovery of a Higgs-like
boson in 2012. Also in this channel, further measurements have been conducted in
up to 25 different signal regions [168, 169].

H → Zγ : This decay has the lowest BR among the bosonic decay channels quoted in
Table 5.1. It has not been observed yet. The ATLAS Collaboration however, achieved
a significance of two standard deviations in a search for this decay [170].

The fermionic decay channels are the following:

H → bb: Among the fermionic decay channels, H → bb has the largest BR. It can
be used to study the Yukawa coupling of the Higgs boson to fermions. However,
this decay channel suffers from large background contributions arising from QCD
multijet production (see also Section 6.2.2). There are possibilities, using dedicated
algorithms developed to identify b quark initiated jets to achieve an efficient se-
lection of such events and a drastic reduction of background events. Experimental
sensitivity is gained especially when searching for Higgs bosons produced via the VH
process and target the leptonic decay products of the vector boson. In association
with the VH production mode, this decay has been observed by both ATLAS and
CMS Collaborations [171, 172, 173]

H → τ τ : The decay channel involving a pair of tau leptons plays an important role in
this thesis. Compared to H → bb, this decay channel benefits experimentally from
leptonic tau decays. These leptons can be used to get a cleaner selection. How-
ever, the fact that tau leptons decay before reaching the detector and their decay
includes neutrinos escaping detection, pose some challenges. The best sensitivity in
this channel is obtained for ggF and VBF production modes. It has been observed by
the ATLAS and CMS Collaborations [174, 175]. In Section 9.2.4, a differential mea-
surement in twelve signal regions is presented for the H → τ τ decay channel. More
details to how such precision measurements are presented are given in Section 5.1.2.

H → cc: This decay channel is important to test the Higgs boson coupling to second
generation fermions. Experimentally, the strategy is similar to the H → bb decay
mode. However, the BR is lower and the identification of charm-induced jets is more
challenging. Thus far, no observation has been made but searches by the ATLAS
and CMS Collaborations are ongoing [176, 177]

H → µµ: The main challenge to this decay channel is the very low BR. ATLAS [178]
and CMS [179] searches for this decay channel are ongoing, whereby the result from
CMS gives first evidence, observing an excess of three standard deviations from the
background-only hypothesis.

2In case of the H → γγ decay, the loop contribution more likely involves W bosons because the
respective couplings to the Higgs boson and to the photon are larger than for the top quark.
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5.1.2 Precision Measurements of the SM Higgs Boson in
Di-Tau Final States

As discussed in Section 2.1.4, the theory of electroweak symmetry breaking predicts the
coupling of the Higgs boson to vector bosons (see Equations (2.72) and (2.73)) and also
to fermions (see Equation (2.78)). These couplings determine the rate at which the Higgs
boson is produced via a certain mode and the rate at which it decays. In order to achieve
the most accurate results, measurements from different decay channels and from different
experiments need to be combined. A consistent presentation of experimental results is
thus necessary for such combinations. In addition, the sharing of statistical and systematic
uncertainties has to be coordinated. All considerations include the goal of providing long-
term results which can be re-interpreted and tested by the theory community. Two such
developments are discussed next in more detail, one being the kappa framework and the
other being simplified template cross sections.

The Kappa Framework

The kappa framework [180, 160] is a joint effort of the LHC Higgs working group [181] to
define a setup where Higgs boson couplings can be studied. Design considerations of the
kappa framework take into account the feasibility of experimental measurements using
collision data recorded in the years from 2010 to 2012 (Run1) at the LHC. Underlying
assumptions of the kappa framework are that the observed Higgs boson is the only such
particle and has spin-0 and is CP-even. Furthermore, the narrow-width approximation is
applied such that cross section times BR factorizes in the following way

(σ × BR)(i → H → f) = σi · Γf

ΓH
, (5.4)

where σi is the production cross section of the initial state, i. The partial decay width
into the final state, f , is denoted by Γf , and ΓH is the total width of the Higgs boson. In
the context of the kappa framework, each component of Equation (5.4) is replaced by its
SM value scaled by the square of a coupling strength modifier, κ

(σ × BR)(i → H → f) =
σ

(SM)
i κ2

i · Γ(SM)
f κ2

f

Γ(SM)
H κ2

H
. (5.5)

Hence, the signal strength modifier (µif ) takes the following form

µif ≡ σ × BR
σ(SM) × BR(SM) = κ2

i · κ2
f

κ2
H

, (5.6)

where κ2
H adjusts the SM Higgs boson width to take into account the effect of the modifi-

cation of all κi’s and couplings to potential new physics [182]

κ2
H ≡  

j

κ2
j · Γ(SM)

j

Γ(SM)
H

. (5.7)

Numerous benchmark parametrizations are defined based on the kappa framework.
A simple way, is to use just a single coupling strength modifier, κ. In such a scenario,
Equation (5.6) reduces to measuring just one overall signal strength

µ = κ2 , (5.8)
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quantifying the general deviation from a SM-like Higgs boson coupling structure. However,
this parametrization does not distinguish between the different mass generation mecha-
nisms between vector bosons and fermions. Hence, another parametrization uses two
coupling strength modifiers, κV and κF. Higgs boson couplings involving vector bosons
are scaled with κV, while those involving fermions are scaled with κF. In Section 9.2.3,
the SM compatibility of the Higgs boson couplings is evaluated in form of contour plots in
the κV-κF-plane. The kappa framework is not a manifestation of QFT and is only sensitive
to an overall change in rate. The approach presented next, is also sensitive to the shape
of kinematic distributions.

Simplified Template Cross Sections

With the large amount of collision data acquired during Run2, many analyses presented
in Section 5.1.1 moved from signal strength or coupling strength measurements to differ-
ential measurements. These differential measurements go beyond targeting specific Higgs
boson production modes and use specific kinematic selections. The LHC Higgs working
group developed a scheme to coordinate such efforts among experiments and between ex-
perimental and theory communities [183, 184]. This scheme is called simplified template
cross section (STXS) scheme. Differential cross sections can in principle be measured as
a function of one or more kinematic variables, but these distributions can be subject to
important experimental and / or theoretical uncertainties. Thus, one aim of the STXS
scheme is to develop a definition of regions minimizing such effects.

Several competing considerations are driving the definition of the kinematic regions –
referred to as bins – of the STXS scheme. One main point is to have a natural extension
of the signal strength measurements conducted during Run1 in more granular STXS bins.
Moreover, the STXS bins are defined such that experimental sensitivities are maximized
while the theory dependence is minimized. More specifically, the analysis’ sensitivity is
optimized to measure cross sections rather than signal strengths inside different STXS
bins. Ideally, STXS bins depend only on some theoretical uncertainties and hence reduce
the impact of other theoretical uncertainties. In other words, it is desirable to define
STXS bins such that they encompass the kinematic region, where variations due to the
relevant theoretical uncertainties are largest. Furthermore, some STXS bins are specifically
designed to be sensitive to BSM effects. At the end, STXS measurements for different decay
channels together with the corresponding partial decay widths can be combined and serve
as input for subsequent interpretation. These interpretations can be, for example, in
terms of signal strength or coupling modifiers, but also in terms of specific BSM models.
Theoretical uncertainties are dealt with in this interpretation step which makes it much
easier to re-interpret experimental measurements in the light of future improvements on
the theoretical side. More details on the design considerations of the STXS scheme can be
found in references [157, 183, 184].

In the following, different versions – referred to as stages – of the STXS, relevant to
understand the results in Section 9.2, are presented. The STXS stage-0 scheme just distin-
guishes between different Higgs boson production mechanisms. One of these production
mechanisms is ggF (see Figure 5.1a) which will be referred to as ggH from now on. The
other relevant production mode is VBF combined with VH (see Figures 5.1b and 5.1c),
where the V boson decays hadronically (V → qq). The reason for this combination is
that the two processes are indistinguishable in what the final states are concerned and it
will be referred to as qqH in this thesis.

The STXS scheme evolved and the most recent one is the stage-1.2 scheme. Within
this scheme, the ggH and qqH mechanisms are further split according to the number of
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gg → H

pHT [0,200] pHT [200,∞]

= 0 jet = 1 jet ≥ 2 jets

mjj [0,350] mjj [350,∞]

pHT [0,60]

pHT [60,120]

pHT [120,200]

pHT [0,60]

pHT [60,120]

pHT [120,200]

pHT [0,10]

pHT [10,∞]

pHT [200,300]

pHT [300,∞]

used as class 
for NN training
used as POI for 
signal inference

STXS stage-0gg → H

Figure 5.3: The STXS stage-0 and stage-1.2 scheme for ggH as used in the SM H → τ τ analysis
is shown. Stage-0 does not apply any further kinematic selections and targets the ggH
process as a whole. Kinematic selections on the number of jets, the invariant mass of the
first two leading jets (mjj) and the transverse momentum of the Higgs boson (pH

T) define the
individual STXS stage-1.2 bins. The ranges of mjj and p

H
T , given in brackets, are in units

of GeV. The bins used as target class by the neural network (NN) (see Section 9.2.1) are
shown in filled boxes. Some of these bins are further combined in the final measurement
by entering a single parameter of interest (POI) to the likelihood fit (see Section 9.2.4),
indicated by dashed boxes.

jets, the invariant mass of the first two leading jets (mjj) or the transverse momentum of
the Higgs boson (pH

T). Note, that the quantities used to define individual STXS bins are
defined at particle-level, i.e. before detector simulation. It is allowed to merge different
STXS bins, if the sensitivity of the analysis in individual bins is too small. For the
SM H → τ τ analysis presented in Section 9.2, the reduced STXS stage-1.2 schemes are
shown in Figures 5.3 and 5.4 for the ggH and qqH modes, respectively. Also other STXS
schemes have been developed, including stage-1.2 schemes that target other Higgs boson
production modes [185].

5.2 Searches for Additional Higgs Bosons
As stated in Table 2.2, the couplings of extra neutral Higgs bosons (φ = A, H) to down-
type fermions is enhanced by tan β in the decoupling limit of the MSSM. Practically, this
limit is realized for mA � 300 GeV, a mass range which is also supported by experimental
findings [186, 187]. As a consequence, the b-associated production (bbφ) becomes the
most dominant production mechanism. Exemplary Feynman diagrams of b-associated
production are shown in Figure 5.5. In the same figure also the ggF process (ggφ) is
shown. Compared to the SM case, b quark contributions to the fermion loop of ggφ
are more dominant, resulting in a softer spectrum of the transverse momentum of the φ
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qq → H

< 2 jets ≥ 2 jets

mjj [0,350] mjj [350,∞]

pHT [0,200] pHT [200,∞]

mjj [350,700]

mjj [700,∞]

no VBF topo .

used as class 
for NN training
used as POI for 
signal inference

qq → H STXS stage-0

Figure 5.4: The STXS stage-0 and stage-1.2 scheme for qqH as used in the SM H → τ τ analysis
is shown. Stage-0 does not apply any further kinematic selections and targets the qqH
process as a whole. Kinematic selections on the number of jets, the invariant mass of the
first two leading jets (mjj) and the transverse momentum of the Higgs boson (pH

T) define the
individual STXS stage-1.2 bins. The ranges of mjj and p

H
T , given in brackets, are in units

of GeV. The bins used as target class by the neural network (NN) (see Section 9.2.1) are
shown in filled boxes. Some of these bins are further combined in the final measurement
by entering a single parameter of interest (POI) to the likelihood fit (see Section 9.2.4),
indicated by dashed boxes.
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Figure 5.5: Shown are the dominant φ production modes in the context of the MSSM. In
Figure 5.5a, the ggF process is depicted (see also Figure 5.1a) who’s fermion loop has a
significant contribution from b quarks [188]. Figures 5.5b to 5.5d show diagrams of the bbφ
process [189].

boson.
Searches for additional neutral and charged Higgs bosons by both ATLAS [186, 190]

and CMS Collaborations [187, 191] exclude masses up to almost 2 TeV. The exclusion
limits for high masses is driven by results from φ → ττ analyses. As motivated in [192],
the addition of a scalar Higgs boson (hS) in the context of the NMSSM (see Table 2.3)
leads to an extended parameter space which is widely unconstrained by experiment. In
particular, small couplings of hS to SM particles suppress the direct production of hS,
even for small masses of hS below the SM Higgs boson mass (mhS

< mhSM
). In such

scenarios, the BR of the decay H → hShSM can be large. Assuming that the BRs of hS
and hSM are similar, it is expected that hS decays dominantly into a pair of b quarks (see
also Figure 5.2). To arrive at a sensitive experimental signature, the decay hSM → ττ is
chosen because a final state with four b quark initiated jets suffers from overwhelming
background contributions from QCD multijet production (see also Section 6.2.2). A final
state configuration providing very good sensitivity to the signature of the NMSSM is thus
given by the following decay chain

H → hShSM → bb τ−τ+ . (5.9)

The NMSSM signal process from Equation (5.9) is depicted in Figure 5.6, whereby H is
produced via ggF. A search for such a signal using Run2 data is presented in Section 9.3.1
and includes the following mass regions

240 GeV ≤ mH ≤ 3 TeV
60 GeV ≤ mhS

≤ 2.8 TeV ,
(5.10)

under the condition
mhS

+ mhSM
< mH . (5.11)
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Figure 5.6: Shown is the studied signal process in the context of the NMSSM. A heavy Higgs
boson (H) is produced via ggF and decays into the SM Higgs boson (hSM) and a scalar Higgs
boson (hS). A final state with two b quarks and a two tau leptons is expected to have the
best trade-off between high BR, while still having an experimental distinct signature.

5.3 Leptoquarks at the LHC

In the search for third-generation LQs, three different signal production mechanisms are
considered, single LQ production, LQ pair production and non-resonant production. All
three mechanisms are depicted in Figure 5.7 As mentioned in Section 2.3.2, several LQ
models exist. One model considered in this analysis, is the scalar model which is a
simplified version of R̃2 presented in [193]. The other model involves vector-like LQs and
corresponds to the U1 model [193].

Final states of the LQ search involve a pair of tau leptons as well as b quark initiated
jets. Tau pairs involving at least one hadronic tau decay, τ h, are the most sensitive to the
signal processes. Fully leptonic channels are also considered in the analysis and are used
to control the SM processes entering the analysis as backgrounds. Results presented in
Section 9.3.2, focus solely on the modeling of background contributions coming from jets
misidentified as τ h. These background contributions are estimated with the FF method
described in Section 8.2, demonstrating the wide range of application of the developed
method.

5.4 Search for Four-Body Decays of Light Top
Squarks

Another signal process investigated in this thesis is depicted in Figure 5.8, which is R-
parity conserving (see Equation (2.87)). As consequence, SUSY particles are produced in
pairs and their decay chains end with a stable SUSY particle, the LSP. In this particular
signal model shown in Figure 5.8, a pair of top squarks (t̃1

¯̃t1) is produced in a proton-
proton collision. The top squark is considered to be the next-to-lightest supersymmetric
particle (NLSP). As mentioned in Section 2.3.1, light top squarks are well motivated from
a theoretical point of view. Like in many other SUSY models, the LSP is represented by
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Figure 5.7: Different Feynman diagrams are shown for the production of LQs. The coupling
of each LQ involves the tau lepton (τ ) and the b quark (b). Particle symbols do not
distinguished between particles and anti-particles.

the lightest neutralino ( "χ0
1). The LSP escapes the CMS detector without a trace, meaning

that signal events exhibit a large imbalance in transverse momenta from the reconstructed
particles, i.e. large p

(miss)
T (see Equation (3.26)).

The mass difference (Δm) between NLSP and LSP (see also Equation (2.95)) is as-
sumed to be below the mass of the W boson. Scenarios, where the lightest neutralino is
degenerate with another superpartner have been extensively studied because coannihila-
tion processes in the early universe can reproduce the dark matter relic density [194, 195].
From an experimental side, it is challenging to search for light top squarks at the LHC as
shall be discussed in more detail in Chapter 7. This is why experimental constraints on
light stop masses are weak, while the strongest limits on top squarks are at beyond the
TeV scale. For

Δm < mW , (5.12)
the top squark can decay over virtual top and W boson intermediate states

"t1 →t∗ "χ0
1

t∗ →W∗b
W∗ →ff̄ 
 ,

(5.13)

if all other SUSY particles are decoupled, i.e. much heavier than LSP and NLSP. Equa-
tion (5.13) represents a four-body decay. Two-body decays (t̃ → c "χ0

1) are possible via
flavor changing neutral current interactions. Depending on the level of flavor violation in
the SUSY model, the two-body decay can be suppressed [196]. In the rest of this thesis,
the top squark is assumed to decay via the four-body channel as given in Equation (5.13)
with a BR of 100%. This model follows the simplified model spectra (SMS) strategy [197].
Assuming a BR of 100% in the decay under study has to be understood as a benchmark
value, while realistic limits in more complex scenarios can be obtained based on the cross
section limits from one or several SMS studies. Chapter 7 picks these consideration up
and details on the analysis setup used to look for that particular top squark signal.
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Figure 5.8: Shown is the top squark pair production at the LHC with subsequent four-body
decay.
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Chapter 6

Tau Pair Selection and Modeling

The final state of interest involves a pair of tau leptons. An example of such a di-tau final
state, is the decay of the SM Higgs boson, symbolically written as H → τ τ . Table 6.1
shows all possible di-tau final states with the corresponding BR. In what follows, the focus
is set on final states involving at least one hadronic tau lepton decay (τ h). According to
Table 6.1, final states with at least one τ h make up 88% of all possible decays. The
statements of this chapter apply to the SM H → τ τ analysis and to a very large extent
also to the searches for additional Higgs bosons presented in this thesis. Slight variations
do exist in case of the LQ search. For the sake of clarity, the discussion focuses solely on
the SM H → τ τ analysis, without listing differences to the other analyses.

In Section 6.1, the selection of leptons and subsequent formation of tau pairs is ex-
plained. Several different background processes also pass the selections and form valid
tau pairs. These backgrounds are presented throughout Section 6.2. The modeling of the
background contributions is discussed afterwards. Section 6.3 covers their modeling by
means of simulation and Section 6.4 presents a data-driven method used to model certain
backgrounds. The last section of this chapter discusses corrections that are needed to
improve the data modeling.

6.1 Tau Pair Formation
Before selecting any electron, muon or τ h candidate, their energy is corrected and an
uncertainty of the correction is assigned. Lepton energy corrections are also referred to
as lepton energy scales and change the four-momentum of the lepton. Muons are very
precisely reconstructed compared to electrons and τ h. Therefore, no energy scales for
muons are used.

For electrons, there is not just an energy scale derived but also a resolution correc-
tion [198, 199]. Energy scale and resolution corrections, derived as functions of electron
pT and η, are applied to both data and simulation on an event-by-event basis. The correc-
tions are deduced from a data set enriched in Z → ee events. For the energy scale, the Z
peak in the invariant mass distribution (mee) in data is matched to the one in simulation.

τ τ final state eτ h µτ h τ hτ h eµ ee and µµ
BR [%] 23 23 42 6 6

Table 6.1: This table summarizes the different possible di-tau final states and quantifies their
occurrence in terms of BRs. Neutrinos in the final state are not explicitly written. The
symbol τ h represents hadronically decaying tau leptons (see also Table 3.2).
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The resolution correction adjusts the width of the simulated mee distribution to match
the one in data.

Energy scales for τ h are measured in four different τ h decay modes. These decay
modes are (see also Equation (3.24))

Dmode ∈ {0, {1, 2}, 10, 11} , i.e.

Dmode ∈

����������
1-prong
1-prong + π0 or 1-prong + 2π0

3-prongs
3-prongs + π0

. (6.1)

They amount in correcting the τ h four-momentum by 0.1 to 1%. Decay modes of the
the type 1-prong (Dmode = [0, 1, 2]) are contaminated with electrons and muons that are
misidentified as τ h because they leave a similar signature inside the detector as 1-prongs
and are produced abundantly in Z → ee and Z → µµ processes, respectively. Therefore,
dedicated energy scales for electrons and muons being misidentified as τ h are measured.
For muons these corrections are in the order of 1% and for electrons they range from 1
to 5%. For misidentified electrons the corrections are split between barrel and endcap
region.

The first step of the signal event selection consists in deciding on a trigger strategy.
Since the final states involve electrons, muons and τ h, a combination of so-called single-
lepton triggers and cross-triggers is used. Single-lepton triggers look for single leptons with
a transverse momentum above a certain threshold. The value of the threshold controls
the trigger rate and is chosen to not overcrowd the data acquisition system. For example,
the single-electron trigger, e(24), decides on keeping the event if at least one electron
with transverse momentum above 24 GeV is found. Since trigger decisions have to be
taken quickly, only a fast computation of transverse momenta can be performed, which
results in a worse resolution than can be achieved offline1. The region where the trigger
selection efficiency grows from 0 to 100%, when plotted against the transverse momentum
calculated offline, is called turn-on region2. Cross-triggers look for two or more distinct
objects within a collision event. For instance, the muon-tau cross-trigger, µ(20)τ h(27),
selects events with a muon and a τ h with transverse momenta above 20 GeV and 27 GeV,
respectively. Cross-triggers can typically afford lower thresholds in transverse momenta
because the occurrence of several objects is less frequent than each single object. This
allows reducing the threshold while staying within the maximally allowed trigger rate.
The trigger strategy employed for the different di-tau channels and different data-taking
years is summarized in Table 6.2.

Further object selections – colloquially referred to as cuts – are applied on events
selected by the trigger conditions listed in Table 6.2 to enhance the efficiency of choosing
genuine electrons, muons and τ h candidates coming from the signal process. A first set
of selection criteria is summarized in Table 6.3 and is discussed in the following. Impact
parameter3 cuts on dxy and dz are applied in order to reduce contributions from decays of
(long-lived) hadrons and PU. All leptons need to pass a certain threshold of a dedicated
lepton ID discriminant. For electrons, the MVA 90% ID is chosen, which is presented in

1In general, all kind of online operations have to be executed in real time. Once there are no strict
time constraints, the term offline is used, e.g. all operation at analysis-level.

2In order to be in the region of 100% selection efficiency, typically a higher threshold in transverse
momentum is applied offline as will be discussed later.

3The impact parameter is the point of closest approach to the PV. Its longitudinal component is
denoted as dz, whereas the transverse component is denoted as dxy.
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Channel Year Trigger strategy

eτ h

2016 e(24)τ h(20) or e(25)
2017 e(24)τ h(30) or e(32) or e(35) or e(27)
2018 e(24)τ h(30) or e(32) or e(35)

µτ h
2016 µ(19)τ h(20) or µ(22)
2017/18 µ(20)τ h(27) or µ(24) or µ(27)

τ hτ h
2016 τ h(35)τ h(35)
2017/18 τ h(35)τ h(35) or τ h(40)τ h(40)

Table 6.2: This table summarizes the trigger selections applied in all tau decay channels
involving at least one hadronic tau decay. Both single-lepton triggers and cross-triggers are
used and connected via a logical or. The values in parentheses indicate the threshold on the
transverse momentum in GeV of the corresponding object.

Section 3.5.6 along with different muon IDs. For muons, the medium muon ID is chosen.
For τ h candidates, the DeepTau classifier is used (see Section 3.5.8). Depending on
the di-tau decay channel, different selection conditions are applied as seen in Table 6.3.
Electrons and muons originating from tau decays have typically less hadronic activity in
their vicinity compared to those originating from decays of jet constituents. Therefore,
cuts on the relative isolation, defined in Equations (3.15) and (3.17), are applied to both
electrons and muons. For electrons, a cone with the radius parameter ΔR = 0.3 is used,
whereas for muons ΔR = 0.4 is used. Selection requirements on the transverse momentum
depend on the trigger used to select the event. The transverse momentum has to be 1 GeV
above the trigger threshold for electron and muon triggers and in case of a τ h trigger,
5 GeV above the corresponding cross-trigger threshold. This choice avoids selecting events
in the trigger turn-on region which is very difficult to model by simulation. Hence, the
pT cuts quoted in Table 6.3 have to be understood as being applied so that the trigger
is maximally efficient. Ranges in pseudorapidity are designed such that they include the
tracker acceptance and cover the isolation cones of each object.

Electrons, muons and τ h passing the selections summarized in Table 6.3 are used to
build tau-pair candidates. In order to be considered a tau pair, (τ1, τ2), the constituents
have to be separated by ΔR > 0.5. In the semi-leptonic final states – i.e. eτ h and µτ h–
the electron/muon is treated as τ1 and the τ h as τ2. In the fully-hadronic channel (τ hτ h),
each tau pair is considered twice, where each τ h within a pair is once assigned to τ1 and
once to τ2. The pair building is performed separately for each channel and for a single
collision event, multiple tau pairs can be formed which are then sorted according to the
following scheme:

1. Compare the isolation of τ1 between tau pairs. In case of the eτ h channel, the
relative isolation – defined in Equation (3.17) – is used to sort the tau pairs. In case
of the µτ h channel, Equation (3.15) is used instead to sort muons (τ1) according to
their relative isolation. In both cases, smaller values in relative isolation correspond
to better isolated leptons. For the τ hτ h channel, the isolation for τ h is taken to
be the output of the DeepTau classifier against jets, Djet. The output of Djet is
between zero and one, with values closer to one corresponding to a more isolated
τ h. The list of all tau pairs is sorted according to the isolation of τ1 such that the
most isolated τ1 is at the top of the list4. If the isolation between two pairs is similar

4Note that depending on the channel analyzed, τ1 are all the same objects, i.e. either electrons, muons
or τ h’s.

90



electron muon τ h

dxy < 0.045 cm dxy < 0.045 cm –
dz < 0.2 cm dz < 0.2 cm dz < 0.2 cm

MVA 90% ID medium ID

DeepTau eτ h µτ h τ hτ h

Djet tight tight tight
De tight vvloose vvloose
Dµ vloose tight vloose

I
(e)
rel < 0.1 I

(µ)
rel < 0.15 –ΔR = 0.3 ΔR = 0.4

p
(e)
T > 25 GeV p

(µ)
T > 20 GeV

eτ h µτ h τ hτ h

p
(τ h)
T > 30 GeV p

(τ h)
T > 30 GeV p

(τ h)
T > 40 GeV

|η(e)| < 2.1 |η(µ)| < 2.1 |η(τ h)| < 2.4

Table 6.3: This table summarizes the selections imposed on the different final state objects
of τ candidate decays in the SM H → τ τ analysis. For hadronic tau decay products, some
selections vary across different di-tau final states as indicated in the table. A dash indicates
that no selection is applied.

within 10−5, the transverse momenta are compared in a next step.

2. Compare the transverse momenta, p
(τ1)
T , of all pairs. Move a pair up if the transverse

momentum is larger. In case the transverse momenta are similar within 10−5 GeV,
proceed with step 3.

3. Compare the isolation values of τ2 and do the same as in step 1. Should the isolation
of τ2 be similar within 10−5, step 4 is checked.

4. Compare the transverse momenta, p
(τ2)
T , and move a pair up in the list if p

(τ2)
T is

larger.

At the end of the above procedure, the tau pair in the first place of the list is chosen to be
the signal tau-pair candidate. Afterwards, the constituents (τ1 and τ2) of the signal tau
pair are checked to match the physics objects responsible for triggering the event. More
specifically, a matching within ΔR < 0.5 between τ1/2 and the triggering object saved by
the HLT has to be achieved in order to keep the event for further analysis.

Events enter the signal search region, if they satisfy the following (channel-dependent)
requirements. Common to all final states is the requirement that signal tau pairs must
have opposite signed charges of τ1 and τ2. Furthermore, a third lepton veto is imposed
to avoid double counting of events among different channels. Specifically, if the event
contains electrons or muons passing the “overlap veto” selection as specified in Table 6.4,
it is discarded. For the semi-leptonic channels, two further selection conditions are applied.
In case of eτ h channel, oppositely charged electron pairs with ΔR > 0.15 are built based
on the collection labeled as “Z → ee veto” in Table 6.4. If any such pair is found, the
event is rejected in order to minimize the contamination from Z → ee events. Analogously,
for the µτ h channel, oppositely charged muon pairs are built using the “Z → µµ veto”
collection defined in Table 6.4. If such muons with ΔR > 0.15 exist, the event is discarded
to avoid large contributions from Z → µµ events. The other selection applied, concerns
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electron muon
overlap veto Z → ee veto overlap veto Z → µµ veto

dxy < 0.045 cm
dz < 0.2 cm

MVA 90% ID veto ID medium ID loose ID

I
(e)
rel < 0.3 I

(µ)
rel < 0.3

ΔR = 0.3 ΔR = 0.4

p
(e)
T > 10 GeV p

(e)
T > 15 GeV p

(µ)
T > 10 GeV p

(µ)
T > 15 GeV

|η(e)| < 2.5 |η(µ)| < 2.4

Table 6.4: For electron and muon candidates, special collections are formed which are different
from those used to build signal tau pairs (see Table 6.3). For both kind of candidates, an
overlap veto collection is defined, which is used to avoid double-assignments of tau pairs to
several di-tau final states. Furthermore, contributions from Z → ee and Z → µµ background
processes are reduced by imposing that there are no electron or muon candidates in the
“Z → ee veto” or “Z → µµ veto” collection in case of the eτ h or µτ h channel, respectively.

eτ h µτ h τ hτ h

opposite-sign (OS) charges
third lepton veto

Z → ee veto Z → µµ veto –
m

(�)
T,PUPPI < 70 GeV –

Table 6.5: Summary of the signal region selection cuts for the eτ h, µτ h and τ hτ h final states.
A dash indicates that no selection is applied

the transverse mass (m(�)
T,PUPPI)

m
(�)
T,PUPPI =

�
2p

(�)
T · |p (miss)

T,PUPPI|
�
1 − cos Δφ

�
0, p

(miss)
T,PUPPI

��
< 70 GeV, 0 ∈ {e, µ} . (6.2)

The above definition of the transverse mass differs from the definition in Equation (3.5).
Equation (6.2) derives from 1-to-2 particle decays, where one decay product is invisible.
Invisible particles can only be estimated by means of the missing transverse momentum
(see Section 3.5.9). The definition in Equation (6.2) neglects the masses of the decay
products and has an endpoint at the mother particle mass. The cut of m

(�)
T,PUPPI < 70 GeV

will become important in the description of the FF method in Chapter 8. The signal
region selections are summarized in Table 6.5.

6.2 Background Composition
Different physical processes, other than H → τ τ decays, can pass the tau pair selection
and therefore enter the signal region described in the previous section. These processes are
treated as background. In order to precisely study the H → τ τ signal, the contribution of
these backgrounds has to be estimated as accurately as possible. The relevant backgrounds
to be considered are

• W boson production in association with at least one jet (W+jets),
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• Processes composed uniquely of jets produced through the strong interaction, re-
ferred to as QCD multijet events.

• top quark pair production (tt),

• Z boson production and

• production of W or Z boson pairs (diboson) as well as single-top quark production.

These backgrounds fall into three distinct groups of backgrounds types:

1. There are background types comprising genuine tau pairs which are indistinguish-
able from the H → τ τ signal final states. Such backgrounds are termed irreducible.
The main contribution to this background is posed by the Z → τ τ decay. There is
also a small fraction of tt and diboson processes with genuine di-tau final states. All
these processes are estimated with the τ -embedding method described in Section 6.4.

2. Processes where at least one quark- or gluon-initiated jet is misidentified as a τ h,
form the second type of backgrounds. These are labeled as jet → τ h and are
estimated with the fake factor (FF) method. Chapter 8 is dedicated to the FF
method which forms the central piece of this thesis.

3. Everything not belonging to the first two groups is termed as other backgrounds
(other bkg.). More specifically, it comprises processes where electrons or muons are
misidentified as originating from a tau decay. Electrons and muons misidentified as
τ h, fall into this category as well.

The composition of the different backgrounds, in terms of the three categories defined
above, is depicted in Figure 6.1. The composition is similar between the different data-
taking years as well as between the semi-leptonic final states. In what follows, each of the
background processes is discussed in more detail. During that discussion, the summary
plot presented in Figure 2.4 is used to put the production rates of these background
processes into perspective.

6.2.1 W+jets Background Process
For Run2 conditions, i.e. for a center of mass energy of 13 TeV, the W boson production
cross section is in the order of 104 pb. The BR for leptonic W boson decays varies between
10 to 11%, depending on the lepton flavor 0 ∈ {e, µ, τ }. Hadronic W bosons decays make
up 67% of the total decay width [49]. Higgs boson production cross sections are also
shown in Figure 2.4 and are four orders of magnitude smaller than the W production
cross section.

Examples of W boson productions in association with at least one jet are shown
in Figure 6.2. Leptons from the leptonic W decay can be paired with a jet that is
misidentified as a τ h. Depending on the lepton flavor of the W boson decay, the W+jets
process poses a background in the eτ h, µτ h, or τ hτ h channel, respectively. However,
as discussed in Chapter 8, the contribution to the τ hτ h channel is small. The W+jets
process falls into the category of jet → τ h and is estimated with the FF method.

6.2.2 QCD Multijet Production
Multijet production in QCD comprises interactions solely mediated via the strong force.
The production cross section is at least six orders of magnitude above the H → τ τ signal
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Figure 6.1: Shown are the different background contributions to the SM H → τ τ analysis after
the selections described in Section 6.1. Backgrounds are divided in three categories, genuine
τ , jet → τ h and “other bkg.”. The τ -embedded samples estimate the contribution resulting
in genuine tau pairs. Contributions from quark- or gluon-initiated jets that are misidentified
as τ h, are labeled by jet → τ h and are estimated by the FF method. Everything not covered
by these two estimation methods falls into the third category, “other bkg.”, as detailed in
the text. Background compositions do not vary strongly between the different years of data
taking. Furthermore, the compositions of the semi-leptonic channels – eτ h and µτ h– are
comparable. The τ hτ h channel is dominated by jet → τ h processes.
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Figure 6.2: Examples of Feynman diagrams of the W+jets process are shown. In (a), a final-
state quark forms a jet. If this jet is misidentified as τ h and in combination with a leptonic
W boson decay, it is possible that such an event passes the H → τ τ selection (see Table 6.3).
In (b), a further example of a W+jets process is shown, with two jets in the final state.

q

g

q

g

q

q

Figure 6.3: Shown is one of many possible QCD multijet processes. This particular Feynman
diagram has two quarks and two gluons in its final state, leading to four jets.

process (see Figure 2.4). In Figure 6.3, one of many possible Feynman diagrams subsumed
into this process is shown. Quark- or gluon-initiated jets can be misidentified as τ h and
even, less commonly, as muons or electrons. Analysis selections, as reported in Tables 6.3
and 6.5, aim at reducing these misidentification rates, most notably by requiring events
to pass the tight threshold of the Djet discriminant. However, QCD multijet events still
enter the H → τ τ analysis because of the large production cross section. Misidentification
of jets as τ h is the dominant background in the τ hτ h channel as can be inferred from
Figures 6.1 and 8.2.

Due to the high production rate, a huge amount of MC simulations would be needed
to match the integrated luminosity. Typically, the QCD MC samples have insufficient
statistical power. Furthermore, it is difficult to model QCD multijet processes by means of
simulation because the strong coupling constant takes larger values at lower energy scales
(see also Section 3.4) and a purely perturbative approach is not sufficient. Many orders in
perturbation theory would be needed to correctly model QCD multijet events. Instead,
the FF method describes QCD multijet processes directly from data, circumventing the
need of simulating this process.

6.2.3 Top Quark Pair Production
The tt production cross section at

√
s = 13 TeV is of the order of 800 pb [49]. Leading-

order Feynman diagrams of this process are shown in Figure 6.4. Top quarks decay with
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tt Final state Process BR [%] Estimation method
dilepton

τ τ 1 τ embedding
eτ 2 simulation
µτ 2 simulation
ee 1 simulation
eµ 2 simulation
µµ 1 simulation

lepton+jet
τ +jet 15 FF method
e+jet 15 FF method
µ+jet 15 FF method

all jets
jet+jet 46 FF method

Table 6.6: A tt process almost exclusively decays into bbW+W−. Each W boson decays
further leptonically or hadronically. The hadronic decays produce jets. In this table the
different final states are listed together with their BRs. The bb pair is omitted as well as
the neutrinos produced in leptonic decays.

a BR of 99.8% into a W boson and a b quark. Several final states are possible, following
all possible W boson decay channels. Table 6.6 summarizes the different tt final states
together with the estimation method used. All final states involving hadronic W boson
decays, leading to potentially misidentified τ h, are estimated with the FF method. The
small part of two genuine tau leptons in the final state is estimated with the τ -embedding
method. All other final states are estimated by means of simulation.

6.2.4 Z Boson Production
Lepton pairs at the LHC are dominantly produced via the Drell-Yan (DY) process shown
in Figure 6.5a. The Z boson decay into a pair of tau leptons has the identical final state
as the H → τ τ signal process. The invariant masses are different between reconstructed
Z → τ τ and H → τ τ decays, being 91 GeV and 125 GeV, respectively. However, due
to the neutrinos in the subsequent tau decay, the invariant di-tau mass is smeared and
makes it difficult to tell these two processes apart. The Z → τ τ process is estimated via
the τ -embedding technique (see Section 6.4).

Similar to W+jets processes, the Z boson production can be associated to one or
more jets. An exemplary Feynman diagram is depicted in Figure 6.5b. The contribution
Z+jets is estimated with the FF method. Despite the DeepTau selections applied on De
and Dµ (see Table 6.3), respectively, it can still happen that an electron or muon gets
misidentified as τ h. In that case Z → ee and Z → µµ processes enter the analysis inside
the eτ h and µτ h channel, respectively. These lepton-τ h misidentification processes fall
into the category of “other bkg.” (see also Figure 6.1) and are estimated with simulated
events.

6.2.5 Diboson and Single Top Processes
Diboson processes include the production of WW, WZ and ZZ as shown in Figure 6.6.
Many different final states can be formed after the subsequent W and Z boson decays
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Figure 6.4: Shown are the LO Feynman diagrams of the tt production process at the LHC.
Figures (a) to (c) depict the tt production via gluon fusion in the s, t and u-channel,
respectively. They make up 90% of tt events while the remaining 10% are produced via the
qq annihilation process shown in (d).
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(a) Drell-Yan process
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(b) Example of a Z+jets process

Figure 6.5: Shown are two examples of Z boson production and subsequent decay into a pair
of fermions, f f . In (a), the Drell-Yan process is shown and in (b) the production via fusion
of two electroweak bosons. At the LHC the cross section for process (a) exceeds the one of
process (b) by three orders of magnitude.
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Figure 6.6: In (a) to (c), the diboson production mechanisms in the s, t and u-channel are
shown, respectively. An example of a single top production is depicted in (d).

and hence, this background contributes to all di-tau final states. The small contribution
of single top quark production (see Figure 6.6d) is attached for convenience to this class
of backgrounds. For the rest of this thesis, diboson combined with single top processes
will be simply referred to as VV. Similar as for tt, the VV process contributes in all three
different ways to the tau final states. Genuine tau pairs produced via VV are estimated
using the τ -embedding technique and the part involving a jet that is misidentified as τ h
is estimated with the FF method. All other possibilities are covered by simulation.

6.3 Simulated Samples
In the previous section, the different background processes relevant for the H → τ τ
analysis are discussed. Some of these backgrounds need to be estimated by means of MC
simulation. This concerns all backgrounds contributing to the category “other bkg.” in
Figure 6.1. Furthermore, simulated samples are also needed as part of the FF method as
described in Section 8.2. Table 6.7 gives an overview of the different generators used to
simulate different samples. MadGraph 5 (MG5) aMC@NLO [109] and POWHEG [110]
are used to model the hard interaction process. They are complemented with PYTHIA
8.2 [113] which simulates the parton showering, hadronization, and underlying event. The
decay of tau leptons is also modeled using PYTHIA 8.2.

It is important to distinguish within a simulated sample the three categories introduced
in Section 6.2 – i.e. genuine tau pairs, jet → τ h or “other bkg.”. This can be achieved
by generator matching which works as follows. For each reconstructed electron, muon
or τ h of a tau pair, an angular distance of ΔR = 0.2 is used to check for a compatible
object at generator level, i.e. before detector simulation. In case several generator-level
objects are found, the one closest to the reconstructed electron, muon or τ h is chosen. The
truth information of the generator-level object is then used further. Different labels are
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Process includes Generator Precision
tt tt POWHEG NLO QCD
W+jets up to four add. jets MG5 LO (NNLO) QCD, NLO electroweak
Z → 00 up to four add. jets MG5 LO (NNLO) QCD, NLO electroweak

VV WW, WZ, ZZ MG5 aMC@NLO NLO QCD
single t MG5 NLO QCD

ggH ggH POWHEG NLO (N3LO) QCD
qqH VBF + VH(V → qq) POWHEG NLO (NNLO) QCD

Table 6.7: This table summarizes different MC generators used to simulate different background
processes (top) and signal processes (bottom) of the SM H → τ τ analysis. The order in
perturbative QCD and electroweak theory is quoted in the last column. Values in parentheses
indicate differences in the precision used to derive the respective inclusive cross section. The
table is taken and changed from [12].

label type
1 prompt electron
2 prompt muon
3 electron which is a direct decay product of a prompt tau lepton: τ → e
4 muon which is a direct decay product of a prompt tau lepton: τ → µ
5 hadronic tau decay τ → τ h
6 misidentified jet

Table 6.8: Different labels are assigned to reconstructed electron, muon and τ h candidates
depending on the matched objects at generator level. The labels and a brief explanation are
summarized in this table.

assigned as summarized in Table 6.8. The genuine tau part – which is estimated with the
τ -embedding method – comprises events where tau pairs carry the generator matching
labels (3, 5), (4, 5) and (5, 5) for the final states eτ h, µτ h and τ hτ h, respectively. Events
with at least one tau candidate with the label 6 from generator matching, fall into the
category jet → τ h and are estimated with the FF method. All other possible combinations
of generator-matching labels are covered by “other bkg.”.

6.4 The τ -embedding Method
As discussed in Section 6.2, different background processes produce genuine di-tau final
states. Most abundant is the Z → τ τ process which is hard to disentangle from the
H → τ τ signal process due to the similar masses of the Z boson and the Higgs boson.
Furthermore, tt and diboson production contribute to a small degree to this background.
All decays to genuine tau pairs in Z → τ τ , tt and diboson processes are mediated by
the weak force which couples with the same strength to all lepton flavors in the SM. The
τ -embedding technique [200] is based on this lepton universality and aims at replacing
muon pairs with tau pairs. Figure 6.7 illustrates the four main steps of the τ -embedding
technique:

1. First, di-muon events are selected in collision data recorded by the CMS detector.
Since the CMS detector is well suited for detecting and reconstructing muons, the
selection is very pure in genuine di-muon events.
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Figure 6.7: An illustration of the τ -embedding technique is shown. Starting from di-muon
collision events, tracks and energy deposits of the di-muon pair are removed and replaced
with the energy deposits of a simulated di-tau system. The result is a hybrid event between
collision data and MC simulation. The figure is taken from [200].

2. In a step called Z → µµ cleaning, the tracks and energy deposits in ECAL, HCAL
and muon system are removed for each of the muons of the muon pair.

3. A tau pair is simulated in an otherwise empty detector with the same kinematics as
the cleaned muon pair, taking into account the different masses of muons and tau
leptons.

4. In the last step, the simulated tau event is added back5 to the cleaned collision
event, creating a hybrid event.

Clear advantages of the τ -embedding approach over pure MC simulation techniques are
the better description of pileup, underlying event, the system of additional jets and MET.
These quantities are coming directly from real collision data and no tuning and/or sys-
tematic uncertainties need to be assigned as it is the case for simulated events.

5Ideally, the merging step would be performed on the level of individual tracker hits and energy
deposits inside the calorimeters, before executing the full reconstruction of the event. Differences in the
geometry of the detector during simulation and data taking, complicate this approach. Thus, the merging
is performed on the level of individual tracks and energy clusters. The triggering of the event is evaluated
on the simulated tau pair. Differences in triggering efficiency and tau identification by following this
approach are studied and corrected for as detailed in [200].
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6.5 Corrections
Certain run conditions or problems with the detector are only known or understood
after data have been recorded. In most cases, simulated samples have already been
generated by this time. One such example are the pileup conditions but there are also
other properties which are different between MC simulation and recorded data. In order to
improve the data-to-simulation agreement, corrections are applied. Examples have already
been discussed at the beginning of Section 6.1, i.e. electron scale and resolution, and τ h
energy scale. Since the τ decay in τ -embedded samples is simulated (see Figure 6.7), also
these kind of samples are subject to a reduced set of corrections which further improve the
data modeling. The different corrections employed are briefly discussed in the following.

6.5.1 Electron, Muon and τ h Efficiency Scale Factors
Reconstruction, identification, isolation and trigger efficiencies are different in data and
simulation because the detector response is not perfectly modeled by the MC simulation.
Scale factors, defined as ratios between efficiencies in data and simulation, are measured
and applied in the analysis to achieve a better data modeling. A generic expression of the
efficiency to select a lepton (l ∈ {e, µ, τ }) can be decomposed as

"l = "l(reco) · "l(id | reco) · "l(iso | id) · "l(trg | iso) . (6.3)

In the above equation, the reconstruction efficiency is denoted as "l(reco). Next, the
identification efficiency ("l(id | reco)) is measured, given the successful reconstruction of
the leptons. The isolation efficiency ("l(iso | id)) then depends on the selected identification
condition. Lastly, the trigger efficiency ("l(trigger | iso)) is determined, dependent on the
given identification condition and isolation requirement chosen in the measurement of
the respective efficiencies. A common approach to measure these efficiencies is the tag-
and-probe method (see e.g. [201]). The tag-and-probe method uses leptons from Z boson
decays. A lepton is referred to as being tagged, if it passes the selections summarized
in Table 6.3. A probe lepton, with opposite charge to the tag lepton and forming with
the tag lepton a di-lepton pair consistent with originating from a Z boson decay, is then
tested to satisfy the reconstruction, identification, isolation and trigger requirements.

For electrons, an example of the four different efficiency components from Equa-
tion (6.3) is shown in Figure 6.8. Efficiencies are measured for recorded data, simulation
and τ -embedded samples as a function of transverse momentum in different pseudorapid-
ity ranges. Ratios of data to simulation or τ -embedded samples define scale factors which
are applied to simulated leptons selected in the analysis on an event-by-event basis.

For τ h candidates, the efficiency is decomposed as

"τ h
= "τ h

(id) · "τ h
(trg | id) . (6.4)

The identification efficiency ("τ h
(id)) depends on the criteria used for the discrimination

against electrons, muons and jets. Hence, for the measurement of "τ h
(id), the same

DeepTau selections are applied as used in the analysis (see Table 6.3). Additionally,
independent corrections are calculated for electron and muon misidentification as τ h like
in case of the τ h energy scale (see Section 6.1). Dedicated muon misidentification scale
factors are derived and applied to Z → 00 (0 ∈ {e, µ}) events in the µτ h channel. Similarly,
the electron misidentification scale factors are measured and applied to Z → 00 events in
the eτ h final state.

For τ -embedded events, additional corrections of track-reconstruction efficiencies of τ h
candidates are employed. The track reconstruction is performed in an otherwise empty
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Figure 6.8: Electron efficiency measurements for all four components of Equation (6.3) are
shown. All measurements use data, simulation and τ -embedded samples from the 2017
data-taking period. Efficiencies are determined as a function of the electron’s transverse
momentum (pT(e)) in different pseudorapidity ranges of the electron (ηe) as indicated in each
plot. The reconstruction efficiency (top left) is shown for central electrons (ηe ∈ [0, 0.5)).
Top right and bottom row plots show the identification, isolation and trigger efficiencies,
respectively. These three efficiencies are calculated inside ηe ∈ [0, 1) and the isolation
selection is given by IsoAeff

iso ≡ I
(e)
rel < 0.15 (see also Equation (3.17)). The trigger efficiencies

(bottom right) are determined for the e(35) trigger (see Table 6.2) and are applied if events
are selected by this particular trigger. The red area marks the excluded area of the trigger
turn-on curve. Ratios of data distributions to simulation or τ -embedded samples serve as
scale factors (SF) used to correct simulation or τ -embedded events, respectively. All figures
are adopted from [10].
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Decay mode τ h energy scale in simulation (τ -embedded) [%]
(Dmode) 2016 2017 2018

0 −1.0+0.7
−0.6 (−0.2+0.5

−0.5) +0.7+1.0
−0.6 (+0.0+0.4

−0.4) −1.6+0.7
−0.7 (−0.3+0.4

−0.4)
{1, 2} −0.1+0.4

−0.3 (−0.2+0.2
−0.3) +0.2+0.5

−0.4 (−1.2+0.5
−0.2) −0.3+0.4

−0.4 (−0.6+0.4
−0.3)

10 +0.8+0.7
−0.4 (−1.3+0.3

−0,5) +0.2+0.5
−0.5 (−0.8+0.4

−0.5) −1.1+0.5
−0.5 (−0.7+0.3

−0.3)
11 +0.1+1.0

−1.0 (−1.3+0.3
−0.5) −0.5+1.6

−1.0 (−0.8+0.4
−0.5) +0.1+1.1

−0.9 (−0.7+0.3
−0.3)

Table 6.9: Decay mode dependent energy scales for genuine τ h are quoted in this table for
all three years of data taking. Values outside parentheses are applied to simulated events,
those inside parentheses to τ -embedded events.

detector for the τ -embedding technique (see Figure 6.7). Remnants from the cleaned
muon pair might lead to migrations of the assigned decay mode of the reconstructed τ h
candidate. These effects are covered with dedicated correction scale factors which are
measured as a function of the number of charged hadrons and the number of neutral
pions [10].

6.5.2 Electron and τ h Energy Scale - Revisited
The electron and τ h energy scale is not only corrected for simulated samples as discussed
at the beginning of Section 6.1, but also for τ -embedded samples [10]. However, electron
resolution effects are neglected for τ -embedded events. Table 6.9 quotes the τ h energy
scales and their uncertainties for both simulation and τ -embedded samples.

6.5.3 Jet Energy and Resolution Corrections
Before any corrections are applied to jets, some of the jets need to be rejected for the 2017
data-taking period due to a problem with ECAL crystals impacted by radiation damage.
Explicitly, jets with

p
(jet)
T < 50 GeV

|η(jet)| ∈ [2.65, 3.139]
(6.5)

are removed. All other jets are corrected for differences in jet energy and resolution
between data and simulation. Corrections involve several steps as detailed in [202]. It is
worth mentioning, that τ -embedded samples are not subject to these corrections because
all information about jets is taken directly from data.

6.5.4 b-tagging Efficiency
Reconstructed jets present in events with selected tau pairs have to satisfy

p
(jet)
T > 30 GeV

|η(jet)| < 4.7 .
(6.6)

Furthermore, identification criteria as detailed in [134] are imposed to reduce the amount
of misreconstructed jets. In order for a jet to be classified as b-tagged, it has to pass
the medium threshold of the DeepJet classifier (see also Section 3.5.7). The transverse
momentum and pseudorapidity ranges for b-tagged jets differ from those stated in Equa-
tion (6.6) and are given by

p
(b-jet)
T > 20 GeV

|η(b-jet)| < 2.5(2.4) ,
(6.7)
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where |η(b−jet)| < 2.4 only applies to the 2016 data-taking period. A larger range of
pseudorapidity is used from 2017 onward because the tracker coverage of the CMS detector
was extended after the 2016 data-taking period.

Like for other efficiencies (see e.g. Section 6.5.1), the efficiency of selecting b-tagged
jets is different in simulation and data. Hence, a correction needs to be measured and
applied. However, the correction is not applied as event-by-event based weight. Instead,
individual jets are either promoted to be b-tagged jets or b-tagged jets are demoted in
a probabilistic manner that depends if the scale factor is larger6 or smaller than one,
respectively.

6.5.5 Corrections to Missing Transverse Momentum

Certain events exhibit an artificially high p
(miss)
T,PUPPI. The reasons include noise in the ECAL

or HCAL or bad reconstruction of muons [203]. Based on detector-dependent criteria, such
events are filtered out in the analysis.

All corrections discussed in Sections 6.5.3 and 6.5.4 related to jets are propagated to
the calculation of p

(miss)
T,PUPPI (see Equation (3.27)). In addition, processes such as VV and

tt, i.e. without a boson resonance recoiling against a jet of the hard interaction, are
corrected for effects of unclustered energy due to detector noise. However, single boson
resonances, i.e. the signal process (H → τ τ ) as well as Z → 00 and W → 0ν processes use
dedicated recoil corrections that are propagated to p

(miss)
T,PUPPI. In the following, the recoil

correction is explained in more detail with the help of Figure 6.9.
In Z → µµ events, no genuine MET is expected. The transverse momentum of the Z

boson (p(Z)
T ) can be reconstructed from the transverse momenta of the two muons and is

perfectly balanced with the hadronic recoil (HT)

p(µ1)
T + p(µ2)

T ≡ p(Z)
T = −HT . (6.8)

A distorted momentum balance between reconstructed pT of the Z boson and the hadronic
recoil leads to a non-zero MET (p (miss)

T )7. Such a non-zero MET is referred to as artifi-
cial MET (p(miss,art)

T ). The Z → µµ control region is thus well suited to calibrate the
hadronic recoil by comparing the distributions of p

(miss,art)
T in data and simulation. As

indicated in Figure 6.9, the p
(miss,art)
T vector is decomposed in a parallel and a perpen-

dicular component with respect to p(Z)
T . Distributions of both parallel and perpendicu-

lar components are measured for data and simulation and cumulative density functions
(Fsim,�, Fsim,⊥, Fdata,�, Fdata,⊥) are formed as shown in Figure 6.9.

In a simulated event, genuine MET can be present due to the presence of neutrinos as
shown in Figure 6.9. This can, for example, happen in the signal process (H → τ τ ), where
neutrinos come from the subsequent tau lepton decays. The difference between genuine
and reconstructed MET is attributed to artificial MET. Artificial MET is projected on the
parallel and perpendicular axes with respect to the direction of the resonance boson (R).
These components are corrected using the cumulative densities as shown in Figure 6.9
Afterwards, the p

(miss)
T vector is rebuilt using the corrected components of the artificial

MET
p(miss)

T =
 

p(ν)
T + p(miss,fake)

T (corrected) , (6.9)

where ! p(ν)
T denotes the sum of neutrino momenta in the simulated event. Uncertainties

on the recoil correction are assigned by varying the parallel and perpendicular component
6In that case, the b-tag efficiency is lower in simulation than in data.
7In the discussion of the recoil correction, the extra subscript “PUPPI” is dropped for clarity. The

same recoil correction procedure can be applied to PF MET.
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Figure 6.9: An overview of the different quantities and steps involved in the hadronic recoil
correction are given in this figure. The top row illustrates the measurement step which is
carried out in a Z → µµ enriched region and concludes by determining cumulative probabil-
ity densities, F̂ , for both parallel and perpendicular components of p

(miss,art)
T (shown in red)

in data as well as in simulation. On the bottom row, contributions of p
(miss,art)
T in simulated

events (shown in orange) are corrected using a quantile mapping procedure. Formulas of
the quantile mapping are also given in the bottom row. Note, that for a general resonance
(R), also genuine MET contributions due to neutrinos (! p(ν)

T ) can be present in the event
and need to be taken into account. More details are given in the main text.
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of the hadronic recoil (HT) with respect to the direction of p(R)
T and propagating the effect

to p
(miss)
T [10]. As concluding remark, it is worth mentioning that recoil corrections do

not apply to processes estimated by data-driven techniques such as the τ -embedding and
FF method.

6.5.6 Kinematic Reweighting
Inside a Z → µµ control region, similar to the one used for the recoil correction (see
Section 6.5.5), the two-dimensional distribution of Z boson transverse momentum and
invariant di-muon mass is measured in data and simulation. The ratio of the two defines
the scale factors applied to Z → 00 events in the analysis, improving the overall data-to-
simulation agreement.

The simulated pT-spectrum of the top quark falls steeper than observed in data [204,
205]. Dedicated weights are thus applied to simulated tt events in the analysis.

6.5.7 Trigger Inefficiencies
During the 2016 and 2017 data-taking years, the aging of ECAL crystals, mostly from the
endcap region, was not properly taken into account in the trigger. This led to timing
issues of the readout. As a consequence, some triggered events were wrongly assigned to
the previous bunch crossing. The actual event of interest was then blocked because after
triggering on an event, the trigger logic blocks the next two collision events from being
recorded. This effect was not included during event simulation. Therefore, simulated
events are weighted with the probability that such a trigger-prefiring has occurred that
depends on the event topology. Relevant for SM H → τ τ analysis, is the resulting loss of
about 4% of events of Higgs bosons produced via VBF.

6.5.8 Pileup Reweighting
The pileup conditions change throughout a data-taking period. An apparent example
is the double-peak structure of the 2017 PU distribution shown in Figure 3.4. Such run-
specific changes are not taken into account at the time of event simulation. The simulation
is reweighted to obtain the correct profile of true number of vertices, given the measured
instantaneous luminosity distribution and total proton-proton inelastic cross section.

6.5.9 Gluon-Gluon Fusion Reweighting
Special weights, reflecting NNLO accuracy in perturbative QCD, are applied to ggH signal
samples. These weights depend on p

H
T and the number of jets in the event. This is

particularly relevant for the differential measurement within the STXS stage-1.2 scheme
(see Figure 5.3), where the signals are also split using p

H
T and the number of additional

jets.
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Chapter 7

Search for Light Top Squarks

The search for light top squarks, discussed in this thesis, presents a continuous effort to
constrain the mass parameters of light top squarks within a compressed mass spectrum.
This chapter describes the analysis strategy as developed for previous publications by
the CMS Collaboration, the most recent being [206], which serves as a basis for further
developments such as presented in this and the next chapters. The selection of events and
the definition of physics objects is discussed in Section 7.1. Section 7.2 summarizes the
details of the used simulated samples. In Section 7.3, the SRs and control regions (CRs)
are defined. The large amount of Run2 data allows defining a finer splitting of regions
compared to [206], ultimately increasing the sensitivity of the analysis. At the end of this
chapter, the corrections applied to simulated events are reviewed.

7.1 Data, Signal and Background Processes

The signal process depicted in Figure 5.8 ("t1 → "χ0
1bff̄ 
) has the following characteristics:

1. Considerable p
(miss)
T originating from the LSPs ( "χ0

1), which escape detection.

2. Due to the compressed mass scenario (Δm = mt̃1
− m"χ0

1
< 80 GeV ≈ mW), the

decay products have low transverse momentum.

3. There are b quark initiated jets.

The search is conducted in the single-lepton final state, i.e. one lepton, which can originate
from either stop decay, is required. The lepton can be either an electron, muon or a tau
lepton which decays to an electron or a muon. This final state has a smaller BR than the
all-hadronic decay channel (ff̄ 
 ↔ qq 
). However, the all-hadronic channel suffers from a
lot of background contamination from QCD multijet events, abundantly produced at the
LHC (see also Figure 2.4). Furthermore, the final state jets in the all-hadronic channel
are low-energetic and thus not reconstructed, ultimately limiting the sensitivity of the
all-hadronic channel.

To have a chance of detecting signal events with the CMS detector, it is required that
a parton undergoes inital state radiation (ISR) (see also Figure 3.14). In the presence
of a high-pT jet from ISR, the stop-pair system recoils against this jet and most of the
extra transverse momentum is carried by the heaviest decay products, which are in this
case the neutralinos, while the leptons remain having low transverse momenta. Since
the neutralinos are not detected, such events result in high values of MET, which can be
exploited by the trigger logic to select such potentially interesting events.
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The triggers used to select events employ specific p
(miss)
T and HT thresholds, where HT

is defined as the scalar sum of all jet transverse momenta

HT =
 

PF jet

%%%p(jet)
T

%%% . (7.1)

Specifically, the trigger logic combines two triggers with p
(miss)
T (MET) and HT (HT) thresh-

olds at 110 GeV and 120 GeV

MET(110) ∧ HT(110) ∨ MET(120) ∧ HT(120) . (7.2)

Choosing p
(miss)
T > 200 GeV and HT > 300 GeV, ensures that selected events are in the

trigger plateau with an efficiency that is almost independent of the value of MET or HT,
and no events from the trigger turn-on region are selected.

In the following, the object selection is discussed which aims at enhancing signal
over SM background processes. An overview of the employed object selection is given in
Table 7.1. The notion of prompt, as introduced in Section 3.5.1, and non-prompt leptons
is central to this analysis. Prompt leptons are those that originate from the immediate
formation at the PV, like it is the case for the signal process. Non-prompt leptons come
mainly from decays of hadrons which originate from interactions at the PV but also from
PU. To selectively pick prompt leptons, cuts on the longitudinal (dz) and transverse (dxy)
component of the impact parameter are applied as detailed in Table 7.1. Furthermore,
electrons and muons emerging from hadron decays are suppressed by imposing cuts on
isolation variables. This analysis adopts a combined isolation criteria, termed hybrid
isolation (HI), ensuring a more uniform selection efficiency as a function of electron or
muon transverse momenta, respectively. For leptons with p

(�)
T > 25 GeV, a threshold

on the relative isolation (I(�)
rel ) is used, exploiting a possible footprint of the lepton in

the isolation cone. For transverse momenta below 25 GeV, however, a drop in lepton
selection efficiency is observed using the same threshold on I

(�)
rel because the amount of

energy allowed inside the isolation cone becomes very small. Therefore, for leptons with
p

(�)
T ≤ 25 GeV, a threshold on the absolute isolation (I(�)) is set. The exact thresholds are

given by
I

(�)
rel < 0.2 for p

(�)
T > 25 GeV

I(�) < 5 GeV for p
(�)
T ≤ 25 GeV .

(7.3)

The different isolation variables used for electrons and muons respectively, are presented
in Section 3.5.6 (see also Equations (3.15) and (3.17)). The HI (HI(�)) is then defined as

HI(�) = I
(�)
rel · min

�
p

(�)
T , 25

�
. (7.4)

In the analysis, a selection of HI(�) < 5 GeV is applied, which is equivalent to the condi-
tions listed in Equation (7.3). The purity of the selected leptons is increased by requiring
respective ID-requirements as introduced in Section 3.5.6 and detailed in Table 7.1. Kine-
matic selections on transverse momentum and pseudorapidity of leptons, tau leptons, jets
and b-tagged jets are also summarized in Table 7.1

Standard Model processes passing the object selections from Table 7.1 pose a source
of background contributions for the search of light top squarks. They can be split into
four different categories:

• The largest background contribution is made up by the W+jets process (see Fig-
ure 6.2), where the W boson decays leptonically.
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physics object
jet b-jet τ e µ

pT > 30 GeV pT > 20 GeV pT > 5 GeV pT > 3.5 GeV
|η| < 2.4 |η| < 2.3 |η| < 2.5 |η| < 2.4

– – – dxy < 0.02 cm
– – – dz < 0.1 cm
– – – HI(�) < 5 GeV (ΔR = 0.3)
– medium DeepCSV vloose MVA ID veto ID loose ID

Table 7.1: This table lists the selections applied to physics objects in the search for light
top squarks. The hybrid isolation (HI(�)) is defined in Equation (7.4) in terms of relative
isolation (I(�)

rel ), where I
(�)
rel is calculated inside an isolation cone of radius ΔR = 0.3 (see also

Figure 3.17) as shown in this table.

• Another important background is the tt process (see Figure 6.4). Compared to the
signal process, the tt process shows the most resemblance because of the presence
of b quarks in the final state and neutrinos leading to MET.

• A collection of several processes contributing only to smaller extent is referred to
as rare processes. One of the rare processes is the single top production (see Fig-
ure 6.6d). Another contribution is given by top pair production in association with
a W, Z or γ boson, collectively denoted as ttX. Diboson (see Figures 6.6a to 6.6c)
and DY (see Figure 6.5a) production also belong to the rare processes.

• The last category is formed by events with a non-prompt or a falsely identified
(fake) lepton. Non-prompt leptons originate for example from decays of B hadrons.
It can also happen that a prompt lepton originating from a W+jets or tt process is
lost because of its low momentum or the geometric acceptance of the CMS detector
and a non-prompt lepton is selected instead. It should be noted that electrons or
muons coming from tau lepton decays are considered as prompt in this analysis.
Furthermore, Z +jets processes (see Figure 6.5b), where the Z boson decays into
neutrinos and the jet is misreconstructed as a lepton (Z(→ νν)+jets) contribute
to the fake leptons. Processes related to QCD multijet production (see Figure 6.3)
enter the stop search whenever jets are misreconstructed as leptons. In QCD multijet
events, a mismeasurement of jet energies can lead to considerable fake p

(miss)
T and thus

mimic the signal process. Section 8.3 presents a way to estimate both non-prompt
and fake leptons in a data-driven manner.

All preselection cuts are summarized in Table 7.2 and are discussed next. The leading
jet, i.e. the jet with the highest transverse momentum, is taken as a proxy for an ISR jet.
Since final state objects originating from the stop decay have low transverse momenta,
requiring a large value of the transverse momentum of the ISR jet (p(ISR)

T ) is in line with
selecting genuine ISR jets. To reduce contributions from tt, events with more than two jets
with pT > 60 GeV are rejected. Furthermore, events with two jets with pT > 60 GeV for
both jets, the azimuth angle (Δφ(j1, j2)) between leading and sub-leading jet is required
to be below 2.5, reducing the amount of QCD multijet events. Events with tau leptons
or additional leptons with pT > 20 GeV are also rejected. Finally, remaining events must
include at least one electron or muon according to the requirements listed in Table 7.1.
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preselection requirements

p
(miss)
T > 200 GeV HT > 300 GeV p

(ISR)
T > 100 GeV

Signal lepton: at least one electron or muon according to Table 7.1
3rd jet veto: no events with p

(jet3)
T > 60 GeV

anti-QCD cut : Δφ(j1, j2) < 2.5
Tau veto: no events with hadronically decaying tau leptons with p

(τ)
T > 20 GeV

2nd lepton veto: no events with p
(�2)
T > 20 GeV

Table 7.2: This table summarizes the preselection cuts applied in the search for light top
squarks. Selections reduce the amount of background contamination, while retaining as
much of the signal process as possible.

7.2 Simulated Samples
The main background processes, W+jets and tt, are simulated at LO with the MG5
aMC@NLO [109] MC event generator. Furthermore, with exception of the single top
process, all other processes are also simulated with MG5 aMC@NLO using LO or NLO
precision. Single top processes are simulated at NLO using POWHEG [110]. All sam-
ples use PYTHIA [113] for event hadronization and parton showering together with the
CUETP8M1 [207] tune to model the underlying event. Interactions of simulated events
with the detector are modeled with GEANT4.

The signal process is simulated like the main backgrounds, i.e. using MG5 aMC@NLO.
The top squark decay is modeled directly in PYTHIA. A grid of mass points is simulated,
starting with mt̃1

= 250 GeV and increasing in steps of 25 GeV up to mt̃1
= 800 GeV. For

each stop mass, different neutralino masses corresponding to 10 GeV ≤ Δm ≤ 80 GeV
and separated in steps of 10 GeV, define a particular mass point. This makes in total 184
different mass points. Since the full detector simulation is the most time consuming step
in the event simulation and many mass points need to be simulated, a faster approach,
termed FastSim [208], is used instead1. Additionally, simulated signal events that are
very likely not entering the analysis are filtered out. The filter is applied at the point
of generation to save further computation time. Only events with p

(miss)
T > 80 GeV and

HT > 160 GeV are kept for further simulation steps. Depending on the mass point, the
efficiency of this filter varies and needs to be taken into account in the analysis [15].

7.3 Signal and Control Regions
All selections that define SRs and CRs are applied on top of the preselection cuts sum-
marized in Table 7.2. The definition of the signal regions aims to retain sensitivity over
different Δm signal points. For small values of Δm, the final state particles exhibit very
low transverse momenta. Especially b quark initiated jets have usually too low trans-
verse momenta to pass the threshold for well reconstructed jets. Hence, in a first signal
region, labeled with “1” in Figure 7.1, only events without b-tagged jets (Nb-jet = 0)
are selected. This requirement reduces also the amount of tt background events entering
SR1, and consequently W+jets becomes the dominant background in this region. To
reduce W+jets contributions as much as possible, leptons are restricted to the pseudo-
rapidity range |η(�)| < 1.5 and the selection of HT is tightened to HT > 400 GeV as well

1Some mass points are simulated using the the full detector model. These simulated samples are used
to calibrate the FastSim performance.
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Figure 7.1: This graphic summarizes the splitting in SRs and CRs used in the search for light
top squarks. Selections defining region “1” are highlighted in green and are dominated by
W+jets events as can also be seen from Figure 7.2. The main backgrounds of region “2”
consists of both tt and W+jets events and the specific selection cuts are emphasized in blue.
Each of the two regions is split in four regions using different m

(�)
T ranges, labeled “a” to “d”.

Each of those regions is split in two regions, applying a selection on CT1 for region “1” and
on CT2 for region “2”, respectively. The final splitting targets different p

(�)
T ranges, where

the low p
(�)
T ranges serve as SRs (“VL”,“L”,“M”,“H”,“VH”) and the last bin being the CR.

as p
(miss)
T > 300 GeV. All mentioned selections are highlighted in green in the top box

of Figure 7.1. Signal points with larger mass splitting result in harder pT spectra of
b quark initiated jets which are aggregated in a second signal region, labeled with “2”
in Figure 7.1. Thus, in region “2” at least one soft (pT < 60 GeV) b-tagged jet is re-
quired. However, no hard (pT ≥ 60 GeV) b-tagged jets are allowed in the event to keep
the contribution from tt at a minimum. Both, tt and W+jets events form the dominant
backgrounds in region “2”. Contributions from tt can be reduced by tightening the cut
on p

(ISR)
T (p(ISR)

T > 325 GeV). All defining cuts of region “2” are highlighted in blue in the
top box of Figure 7.1.

Each region is further split in four regions defined by different ranges of transverse
mass (m(�)

T ). The definition of the transverse mass is given in Equation (6.2). In this
analysis, however, MET is calculated according to Equation (3.26), i.e. contributions from
PU are dealt with charged-hadron-subtraction and not the PUPPI approach. Different m

(�)
T

regions are labeled from “a” to “d” as shown in Figure 7.1. The choice of this variable
is motivated by the discriminating power between the major background processes of
this analysis, i.e. the m

(�)
T -distribution of W+jets events peaks at the W boson mass.

Hence, W+jets events can be mainly found in the first two m
(�)
T -regions, “a” and “b”. In

this two regions the charge asymmetry of W+jets production [209]2 is exploited and only
2In proton-proton collisions at the LHC, more W+ bosons than W− bosons are produced because two
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leptons with negative charge are selected (see also Figure 7.1), reducing the contribution of
W+jets events. Additionally, signal processes populate different m

(�)
T -regions, depending

on the mass splitting, Δm. Mass points with low Δm enter the regions with lower m
(�)
T ,

whereas mass points with large Δm are rather located in bins with large m
(�)
T . Thus,

splitting in different m
(�)
T -regions aims at keeping the sensitivity to different mass points.

The two conditions
p

(miss)
T > 300 GeV

HT > 400 GeV
(7.5)

applied in region “1” can be combined to a single selection cut by defining a new variable,

CT1 = min
�
p

(miss)
T , HT − 100

�
. (7.6)

Thus, Equation (7.5) can be compactly re-written as CT1 > 300 GeV. Similarly for region
“2”, the condition

p
(miss)
T > 300 GeV

p
(ISR)
T > 325 GeV ,

(7.7)

can be applied by requiring CT2 > 300 GeV, where

CT2 = min
�
p

(miss)
T , p

(ISR)
T − 25

�
. (7.8)

Each m
(�)
T -region is further split in two regions, labeled with “X” and “Y”, respectively.

The region “X” refers to 300 ≤ CT1 < 400, whereas for “Y”, CT1 ≥ 400 is applied for region
“1”. The splitting in “X” and “Y” for region “2” works in complete analogy by replacing
CT1 with CT2 . Leptons from the signal process are expected to have low transverse
momenta and therefore a final splitting according to p

(�)
T is performed. The different p

(�)
T -

regions that serve as SRs are labeled as “VL”, “L”, “M”, “H” and “VH”, respectively. They
stand for very low, low, medium, high and very high, respectively. Only the m

(�)
T -regions

“a” and “b” enable the introduction of a VL-region, whereas regions “c” and “d” have
too low event counts in the “VL”-region. The “VL”-region is mainly populated by signal
processes with low Δm, which typically also have low m

(�)
T . The “VL”-region is only filled

with muons because of the applied selections shown in Table 7.13. The different p
(�)
T cuts

that define the separate regions are detailed in Figure 7.1. Regions with p
(�)
T > 50 GeV

are expected to be vastly dominated by background events and serve as CRs as indicated
in Figure 7.1. In total there are 72 SRs and 16 CRs. The published result [206] defines the
CRs for p

(�)
T > 30 GeV and regions “c” and “d” are merged. A finer splitting, as presented

in this section, is possible due to the large amount of available Run2 collision data.
Figure 7.2 shows the yields of the different background processes inside the different

regions. In addition, three different signal mass points are overlaid. It can be seen, how
signals with larger Δm values extend to higher p

(�)
T bins. In Section 8.3, it will be discussed

how misidentified and non-prompt leptons are estimated from data. From Figure 7.2, it
can be already inferred, that misidentified leptons from QCD multijet events are mainly
expected in CRs. Another source of misidentified leptons is located in low p

(�)
T bins which

can have significant contributions of events from Z(→ νν)+jets. These bins are most
sensitive for the signal as can be seen from Figure 7.2.

of the valence quarks have a positive charge.
3Electrons with transverse momenta below 5 GeV are excluded because their reconstruction efficiency

is too low.
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Figure 7.2: The background composition in the different regions, as defined in Figure 7.1, are
shown. All backgrounds are estimated by means of MC simulation as described in Section 7.2.
Three signal points with the same stop mass and different values of Δm are shown as well.
The hatched area represents the statistical uncertainty on the total background yield.

7.4 Corrections to MC Simulation
As outlined in Section 6.5 for analyses with di-tau final states, also in the search for light
top squarks, corrections are applied to improve the modeling of data by MC simulation.
The PU reweighting is applied as described in Section 6.5.8. More specific to this analysis,
quantities related to ISR receive a dedicated correction. Corrections are derived that
match the ISR multiplicities in simulated tt events to the ones observed in data. These
corrections are then applied to the signal, following the procedure in [210]. In general,
simulated event yields are scaled down between 10 to 50%, depending on the number
of ISR jets. For W+jets events, the p

(ISR)
T spectrum is being reweighted as described

in [211]. Correction factors for p
(ISR)
T ≈ 100 GeV are 1.18 and range down to 0.78 for

p
(ISR)
T > 600 GeV. Further important corrections of this analysis are selection efficiencies

for leptons and b quark initiated jets, which need to cover the low momenta of these
objects. How these corrections are obtained is detailed in [15].
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Chapter 8

Data-Driven Background Estimation

You don’t really understand something unless you can explain it to
your grandmother.

Albert Einstein, 1879 to 1955

This chapter describes my main contribution to the analyses presented in this thesis. It
concerns the estimation of contributions from quark- or gluon-initiated jets misidentified
as leptons directly from data, using the so-called fake factor (FF) method. In case of
analyses with a di-tau final state, the method models contributions from quark- or gluon-
initiated jets misidentified as τ h. A thorough discussion of the method as well as the
associated uncertainties is given throughout Section 8.2. In Section 8.3 the focus is shifted
on modeling the contributions from quark- or gluon-initiated jets that are misidentified
as electrons or muons. This background enters the search region for light top squarks
presented in Section 7.3.

No matter how nested the implementation of the FF method becomes or to which
analysis it is applied to, it is based on well defined elementary working principles. To
illustrate those, Section 8.1 serves as a gentle introduction to the FF method. Also, the
necessary terminology used all through this chapter is put in place in Section 8.1.

8.1 An Illustrative Example
In this section, a short example is presented illustrating the basic working principle of
the FF method. A publicly available dataset [212] is used which contains the information
of hair and eye color of certain individuals. The exact numbers are not relevant and the
example is chosen to have a simple starting point to explain the methodology. Let us
assume we want to infer the number of individuals with brown hair and green eyes within
a given group of people. In the dataset [212], 108 individuals have black hair and 286,
N(brown hair), have brown hair. Furthermore, it is known that from all individuals with
black hair, 5 have green eyes and 20 have blue eyes. The dataset comprises also individuals
with other hair and eye colors than those mentioned so far. Lastly, it is known that 30%
of individuals with brown hair have blue eyes, i.e. the probability, p(blue eyes|brown hair),
of an individual having blue eyes given that it has brown hair, is 30%. All this information
is summarized in Figure 8.1a and it is sufficient, if the two observables i.e. hair color and
eye color are uncorrelated, to infer the number of people with brown hair and green eyes.
As depicted in Figure 8.1a:

A: denotes number of individuals with green eyes and brown hair,
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B: denotes number of individuals with blue eyes and brown hair,

C: denotes number of individuals with green eyes and black hair and

D: denotes number of individuals with blue eyes and black hair.
Let us define the ratio of C over D

ρ ≡ C

D
= 5

20 = 0.25 . (8.1)

Assuming the green-to-blue-eyes ratio (ρ) is the same within the population of individuals
with brown hair and among individuals with black hair, the following equality can be
written down

A

B
= C

D

Eq. 8.1≡ ρ . (8.2)

The above equation can be solved for A

A = B · ρ = N(brown hair) · p(blue eyes|brown hair) · ρ . (8.3)
Inserting the known numbers into the above equation yields an estimate of A = 21.
Putting Equation 8.3 into words: The estimated number of individuals with green eyes
and brown hair is calculated by weighting each individual with brown hair by the prod-
uct of the probability of this individual having blue eyes and the green-to-blue-eyes ratio, ρ.

At this point let us introduce some important notation. The region of interest –
denoted as A – is called signal region (SR). The region with label B is called application
region (AR) because ρ gets applied to entities within this region. The region where ρ
is derived is called measurement region or determination region (DR). One distinguishes
between SR-like and AR-like DR, which correspond to the regions C and D, respectively.
The naming of the different regions is summarized in Figure 8.1b.

Going through this introductory example, the following key points of the method
should be kept in mind for the upcoming sections:

• The method relies on the universality of ρ, i.e. that it is the same in DR and SR/AR.
In other words, hair color and eye color should be uncorrelated.

• The AR and DR must be pure and not contaminated with individuals of other hair
or eye color.

• All regions in Figure 8.1b must be non-overlapping.
In short, the FF method in the context of the presented analyses has the following corre-
spondence to this introductory example:

• The SR (A) contains misidentified leptons and using the FF method their contribu-
tion shall be estimated.

• A suitable AR, non-overlapping with the SR, needs to be defined which is dominated
by misidentified leptons.

• The transfer factor (ρ) has to be measured inside a suitable DR which is pure in
misidentified leptons and be non-overlapping with the SR nor the AR. Important
for the success of the FF method is the fact, that ρ is measured using collision
data and is also applied to recorded collision events inside the AR. As we will see,
it is impossible to perfectly select misidentified leptons and there will always be a
contamination from other processes entering the AR and the DR. This contamination
from other processes is assessed by means of simulation and the goal is to reduce
their contributions as much as possible.
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Figure 8.1: The two graphics summarize the basic working principle of the FF method and
introduce some relevant notation. Hair and eye color are shown on the x-axis and y-axis,
respectively. Knowing the values inside regions B, C and D, the value of A can be inferred
as explained in the text.

8.2 Estimation of the Contribution from
Misidentified τ h’s in Di-Tau Final States

Searches for the SM Higgs boson or for additional MSSM Higgs bosons that decay into a
pair of tau leptons necessitate a reliable method to estimate background processes where
quark- or gluon-initiated jets are misidentified as τ h. In hadron collider experiments, the
overwhelming production cross section of QCD multijet events results in a non-negligible
population of such events inside Higgs boson search regions. Furthermore, W+jets pro-
cesses build a dominant source of the jet → τ h background in the semi-leptonic decay
channels. As mentioned in earlier chapters, QCD multijet processes are difficult to model
accurately by means of simulation. In addition, reaching higher luminosities in hadron
colliders, the simulation of collision events has become more difficult with regard to pileup
and underlying event simulation. Searches in extreme regions of phase space or precision
measurements can easily lack a good description in terms of simulated events. Data-driven
methods have been developed to mitigate these shortcomings. These methods aim at de-
scribing certain processes directly from recorded collision data and hence quantities like
the amount of pileup are described correctly automatically. In addition, various types of
corrections and parameter settings needed to calibrate MC simulation with collision data
are not needed or at least less relevant in data-driven methods. The τ -embedding tech-
nique, presented in Section 6.4, is an example of a data-driven method. Another example
of a data-driven technique is the FF method which is discussed in detail in this section.

Historically, the first appearance of the FF method applied to an analysis with a di-tau
final state can be dated back to 2005, where it was used by the CDF Collaboration in a
search for additional MSSM Higgs bosons [213]. The method was picked up by the CMS
Collaboration and refined. The measurement of the Z/γ∗ → τ τ cross section [214] and
the search for additional MSSM Higgs bosons [187] published by the CMS Collaboration
both use the FF method to estimate the jet → τ h background. In the SM H → τ τ
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analysis [215], the FF method is used together with the τ -embedding technique for the
first time. The two methods estimate the majority of background contributions directly
from data. Furthermore, the SM H → τ τ analysis presented in [215] uses machine learn-
ing techniques to categorize events and enhance the H → τ τ signal in dedicated signal
categories as described in more detail in Section 9.2. The results presented in [215] are
based on partial Run2 data from 2016 and 2017. In this thesis an improved FF method is
presented, used for the SM H → τ τ analysis using machine learning techniques with data
from 2016–2018 [7]. The main improvements are the following, whereas the details will
become clearer in the course of this section:

• The usage of the Djet classifier output to define SR-like and AR-like DRs. This exploits
the better discrimination power of the DeepTau classifier compared to previous
classifiers (see also Figure 3.21).

• The inclusion of a QCD multijet estimate in the FF determination of the W+jets
component.

• The FF parametrization is optimized for the targeted STXS measurements.

• Technical changes for a more realistic FF uncertainty model.

The FF method estimates the contribution of quark- or gluon-initiated jets misiden-
tified as τ h and can thus be applied to the following three di-tau final states (see also
Table 6.1):

eτ h: One tau lepton decays to an electron and the other decays hadronically.

µτ h: One tau lepton decays to a muon and the other decays hadronically.

τ hτ h: Both tau leptons decay hadronically.

Selections defining the SR of the SM H → τ τ analysis are presented in Section 6.1.
Figure 6.1 shows the different background contributions present in this SR, split by the
different final states listed above and years of data taking. The contribution of the jet →
τ h background to the semi-leptonic final states is in the order of 30%. Within these 30%,
the most dominant contribution comes from the W+jets process. For the fully hadronic
final state, the jet → τ h contribution to the SR is approximately 60%. QCD multijet
production is by far the dominant contribution to the jet → τ h background in this case.
Fractions of individual background processes contributing to the jet → τ h background
are shown in Figure 8.2.

All events inside the SR have a τ h candidate passing the tight threshold of the
DeepTau discriminant against jets, Djet (see Table 6.3). At the end of Section 3.5.8,
a summary of all Djet thresholds is given. In the τ hτ h channel, both τ h candidates have
to pass the tight threshold1. The output value of Djet lies between zero and one, with
values closer to one representing more genuine τ h-like objects. By selecting the tight
threshold for the definition of the SR, jet → τ h contributions are suppressed. When
loosening this requirement, more and more jet → τ h events are acquired. Loosening the
requirement on Djet and rejecting events from the SR defines a region orthogonal2 to the
SR which is enriched in jet → τ h events. Figure 8.3 shows the background composition
of events where tau pair candidates are required to only pass the vloose Djet threshold

1Note, that in the τ hτ h channel either one of the τ h candidates or both can originate from a misiden-
tified jet. Further details on this matter are presented in Sections 8.2.2 and 8.2.3

2Two regions are called orthogonal if they are non-overlapping.
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Figure 8.2: Shown are the different expected background contributions that make up the
jet → τ h process, which is highlighted with a solid line in Figure 6.1. All contributions other
than QCD multijet are estimated by means of simulation, whereas the difference between
these contributions to the observed data yield is attributed to the QCD multijet process.
Different backgrounds are labeled in the legend at the top. The compositions do not vary
much between the different years of data taking. Furthermore, the compositions of the semi-
leptonic channels – eτ h and µτ h– are comparable. Only relevant background contributions
– being either W+jets, QCD multijet or tt(jet → τ h) – are quantified with percentages,
except when their contribution is negligible. The contribution of signal events is negligible
and not considered in these pie charts.
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and fail the tight one. In case of the τ hτ h channel, it is either one of the τ h candidates
failing the tight Djet threshold and passing the vloose one, but not both. The different
treatment of the τ hτ h channel will become more clear throughout the discussions in Sec-
tions 8.2.2 and 8.2.3. Indeed, the jet → τ h process is dominant in every decay channel
shown in Figure 8.3, comprising 80% to over 90% of all selected events, where the per-
centages are obtained from simulation. The idea of the FF method is to take this region
as the AR and extrapolate the contribution of jet → τ h events from AR to SR by means
of a transfer factor. This transfer factor is called fake rate or fake factor and is denoted
as FF.

Looking back at the introductory example and the illustration in Figure 8.1b, the
next step lies in defining a suitable DR enriched in jet → τ h events, where FF can be
measured. However, this picture is complicated by the fact that different processes make
up the jet → τ h contribution, i.e. QCD multijet, W+jets and tt (see also Figure 8.2).
Each of these backgrounds have different composition in terms of gluon, light quark or
b quark initiated jets which are known to have different fake rates [14]. The way this
is solved, is by defining three determination regions (DRs), one for each dominant source
of jet → τ h background. A dedicated FF is measured inside a QCD enriched, W+jets
enriched and tt enriched DR and applied as a weighted average to events in the AR. The
weights correspond to the fractions of QCD multijet, W+jets or tt events populating the
AR and are calculated using simulation only.

Fake factors depend on kinematic features of the tau pair candidates such as transverse
momentum of each τ h candidate or event properties such as the number of jets. Therefore,
FF’s are parametrized in variables reflecting their most dominant dependencies as they
are measured within each dedicated DR. In general, FF’s of QCD multijet events are
smaller than those for W+jets events but larger than those for tt events. Misidentified
τ h’s in QCD multijet events are mostly originating from gluon-initiated jets, whereas for
W+jets events mostly light quark-initiated jets and for tt events heavy quark-initiated jets
are misidentified as τ h. The probability of misidentification is larger for quark-initiated
jets than for gluon-initiated jets [14], explaining the observed differences in measured
FF’s. Misidentification probabilities among quark-initiated jets are similar, whereas heavy
quark-initiated jets with large transverse momenta are more likely to be misidentified
than light quark-initiated ones [14]. The main dependence of the FF is on the transverse
momentum of τ h (p(τ h)

T ), where events with higher p
(τ h)
T tend to have larger FF values.

The basic assumption of the FF method is the so-called universality, meaning that
the FF measured in a DR has the same dependencies as if measured inside the SR/AR
which can be verified using simulated events. This assumption is also highlighted in the
introductory example in Section 8.1. However, universality is not strictly given because by
measuring FF in a DR, one introduces biases since for example the jet-flavor composition
changes in the DR with respect to the SR/AR. Therefore, the FF method also implements
process-dependent bias corrections to partially restore universality within the method’s
measurement accuracy.

In summary, the FF is measured in dedicated DRs and it is parametrized in variables
reflecting its dominant dependencies. Corrections are derived improving the modeling
of the jet → τ h contribution in variables not used for the initial parametrization. In a
last step, bias corrections are calculated, accounting for possible differences between the
DR, where the FF is measured, and the AR, where the FF is applied. The FF derivation
varies between the semi-leptonic and fully hadronic channels and is therefore discussed
separately in Section 8.2.1 and Section 8.2.2, respectively. Section 8.2.3 explains how
fractions of each background process inside the AR are derived and details on the FF
application. Finally, the FF uncertainty model is discussed in Section 8.2.4.
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Figure 8.3: Shown are the different expected background contributions which are divided in
three categories, genuine τ , jet → τ h and “other bkg.”. The applied selections are the same
as for the H → τ τ SR, except for the quality requirement on the τ h candidates of the tau
pair. Events shown in these pie charts consist of τ h candidates failing the tight threshold
of the Djet discriminant and passing the vloose one. This threshold combination defines
the AR of the FF method. The contribution resulting in genuine tau pairs is estimated by
the τ -embedding technique, jet → τ h processes are estimated by the FF method and “other
bkg.” by means of simulation (see also Figure 6.1).
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8.2.1 Fake Factors in the Semi-Leptonic Final States
This section discusses the FF derivation in the semi-leptonic decay channels, eτ h and µτ h.
All relevant elements of the FF method are pictorially summarized in Figure 8.4 and will
be covered throughout this section. The y-axis shows the Djet output which is used to
define the SR and the AR, both highlighted as gray boxes. All τ h candidates entering
the SR have to pass the tight condition on the Djet discriminant. The AR is defined as
events, where τ h candidates pass the vloose Djet condition but fail the tight one. The
fake factor, FF, is defined as

FF = N (tight)

N (vloose ∧ ¬tight) , (8.4)

where

• N (tight) is the number of events passing the tight Djet condition and

• N (vloose ∧ ¬tight) is the number of events passing the vloose and failing the tight
Djet condition.

The FF is derived in a DR which is divided in a SR-like part and an AR-like part (see
also Figure 8.2). Events inside the DR passing the tight Djet condition fall into the SR-like
category and those that pass the vloose Djet condition but fail the tight one are labeled
as AR-like. For each dominant component of the jet → τ h processes – W+jets, QCD
multijet and tt – a dedicated DR is defined and shown in different colors in Figure 8.4.

The FF measurement uses a parametrization in terms of the τ h candidate’s transverse
momentum – denoted as p

(τ h)
T , the jet multiplicity of the event – denoted as Njets, and

ΔR(�,τ h) – the angular distance between the τ h candidate and the light lepton 0 ∈ {e, µ} of
the tau pair. The FF measurement is indicated by the arrows with label “1” in Figure 8.4
and is repeated in each DR. Corrections to the measured FF are indicated with further
arrows labeled “2”, “3” and “4”, respectively. From looking at Figure 8.4, it becomes clear
that the structures “1”-“3”/“4” are repetitive among DRs. In the following the DRs and
FF measurements for each of the dominant jet → τ h processes are presented in a separate
section.

The W+jets Fake Factor

The W+jets FF is measured in a W+jets enriched DR – denoted as DRW+jets– and is
highlighted in red in Figure 8.4. The region DRW+jets differs from the SR in the following
way:

• The transverse mass between the light lepton, 0 ∈ {e, µ}, and the missing transverse
energy is greater than 70 GeV:

m
(�)
T,PUPPI ≥ 70 GeV . (8.5)

For the SR m
(�)
T,PUPPI < 70 GeV is applied (see also Equation (6.2)), thus avoiding

an overlap between SR and DRW+jets. Since the transverse mass distribution for
W+jets processes peaks around 80 GeV – the mass of the W boson – the above
selection is expected to dominantly select W+jets events.

• The number of b-tagged jets is required to be zero:

Nb-jet = 0 . (8.6)
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In the SR no requirement on the number of b-tagged jets is applied. This cut is
used to reject tt events which naturally have two b quark initiated jets (see also
Table 6.6).

The different selections applied with respect to the SR are also outlined at the bottom of
Figure 8.4.

Figure 8.5 shows p
(τ h)
T distributions inside DRW+jets for the 2018 data-taking period.

Note, that the distributions in Figure 8.5 are inclusive in Njets and inclusive in ΔR(�,τ h). A
good modeling of the sum of backgrounds with respect to the observed data is achieved. As
expected, DRW+jets is indeed mostly populated by W+jets events. With the exceptions of
two background processes, all other processes in Figure 8.5 are estimated from simulation.
The first exception is the genuine tau contribution from Z/tt/VV → τ τ processes, which
is estimated by the τ -embedding technique (see Section 6.4). The second exception is the
QCD multijet background which was neglected in previous versions of the FF method [14].
The QCD multijet background is estimated directly from data inside an altered DRW+jets
as follows.

The altered DRW+jets has an additional same-sign (SS) charge requirement

q(�) · q(τ h) > 0 , 0 ∈ {e, µ} . (8.7)

Inside the SS DRW+jets all contributions from simulation and τ -embedded samples are
subtracted from data. The result of this subtraction is assigned to the QCD multijet
process, whereby the difference is not allowed to reach negative values. This QCD estimate
is transferred to DRW+jets with a transfer factor of one, i.e. assuming that tau pairs from
QCD multijet processes do not share a common origin and thus the electric charges of the
tau pair are uncorrelated. In fact, this QCD multijet estimation method is a simplified
version of the QCD multijet estimation used for the eµ final state of the SM H → τ τ
analysis [7, 12, 215].

The W+jets FF (see also Equation (8.4)) is calculated from the histograms shown
in Figure 8.5. However, to incorporate the dependence on Njets, the p

(τ h)
T distributions

are determined inside three Njets categories, Njets = 0, Njets = 1 and Njets ≥ 2. This
categorization is also motivated to align the FF method with the targeted STXS stage-1.2
measurement, which uses the jet multiplicity to define different STXS bins (see Figures 5.3
and 5.4). Furthermore, the dependence on ΔR(�,τ h) is included by defining the following
two categories:

• ΔR(�,τ h) < 3

• ΔR(�,τ h) ≥ 3.

Hence, the p
(τ h)
T histograms in Figure 8.5 are re-calculated in three Njets categories times

two ΔR(�,τ h) categories and the FF measurement is executed in each of the six histograms
as follows.

Firstly, all contributions other than W+jets are subtracted from data to obtain an
estimate of the W+jets contribution directly from data. The sum of all other contributions
except W+jets is denoted with  

!W+jets
Nother . (8.8)

As can be seen from Figure 8.5, !
!W+jets Nother is small compared to the observed yield

inside DRW+jets and is partially based on MC simulation. Formally, the W+jets FF can
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Figure 8.5: p
(τ h)
T distributions inside DRW+jets for the 2018 data-taking period are shown.

The top row shows distributions for the eτ h channel and the bottom row for the µτ h
channel. On the left the SR-like part of DRW+jets is shown and on the right the AR-
like part. In all plots the W+jets process is at the top of the stacked histograms. It is
the dominating process, while all other processes combined make up a few percent of the
total yield. The QCD multijet estimate is taken from a SS region as detailed in the text.
Processes labeled as Z/tt/V V (ττ) are estimated by the τ -embedding technique. The ratio
is calculated as observed over predicted (sum of all filled histogram). The error bars in the
ratio plot represent the uncertainty on the observed contribution and the gray band reflects
the uncertainty on the predicted contribution. Only statistical uncertainties are shown here.
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be written in the following way

F
(W+jets)
F =

N
(tight)
data − !

!W+jets N
(tight)
other

N
(vloose ∧ ¬tight)
data − !

!W+jets N
(vloose ∧ ¬tight)
other

≡ F
(W+jets)
F,data

�
p

(τ h)
T , Njets, ΔR(�,τ h)

�
,

(8.9)

where in the last step the dependencies on p
(τ h)
T , Njets and ΔR(�,τ h) are highlighted. Also

highlighted in the second equality is the fact, that F
(W+jets)
F is data-driven, i.e. it mostly

depends on recorded collision data and relies only on simulation for subtracting a small
contamination from other processes. The W+jets FF in Equation (8.9) is also called the
raw F

(W+jets)
F since no corrections have been applied at this stage.

The FF Parametrization

Figure 8.6 shows an example of F
(W+jets)
F (see Equation (8.9)) as a function of p

(τ h)
T . The

elements in this figure will be discussed in the following. The decay channel information,
the Njets as well as the ΔR(�,τ h) category are reported on the top left of the figure. In
case of Figure 8.6, a plot for the eτ h channel in the Njets = 0 category with ΔR(�,τ h) ≥ 3
is shown. Information about the year of data taking and corresponding run conditions
can be found on the top right corner. For Figure 8.6, 2018 collision data – recorded at a
center-of-mass energy of 13 TeV – are used which correspond to an integrated luminosity
of 59.7 fb−1. The measurement of F

(W+jets)
F according to Equation (8.9) in bins of p

(τ h)
T

is shown in black. The error bars of the measurement are asymmetric in x-direction and
take into account the sample distribution within a p

(τ h)
T bin. The error bar to the left of

each measurement point is always shorter than to right, reflecting the steeply falling p
(τ h)
T

spectrum (see Figure 8.5). Since it is expected that FF’s in general vary smoothly as a
function of p

(τ h)
T , the measured p

(τ h)
T dependence is parametrized by means of a fit with

a smooth function. This particularly avoids a propagation of statistical fluctuations from
the FF measurement to the analysis.

A linear fit model is chosen for all FF parametrizations in the semi-leptonic final
states. The linear3 fit is shown in red in Figure 8.6 together with the corresponding 68%
confidence level uncertainty band. The full p

(τ h)
T range up to 500 GeV is used for the fit.

Furthermore, the χ2 divided by the number of degrees of freedom is quoted for the linear
fit in the legend. Depending on the slope of the linear fit, F

(W+jets)
F either grows or falls

towards zero for large p
(τ h)
T . Since F

(W+jets)
F is applied as an event weight later, it must be

avoided that F
(W+jets)
F takes on unrealistically large or negative values for events with large

p
(τ h)
T . This becomes even more important in the τ hτ h channel, when a more complicated

fit function is used (see Figure 8.24). One solution to this problem, is to switch to the
measured value in the highest p

(τ h)
T bin, but this would result in a discontinuity at the bin

boundary. Instead, the approach followed here is to truncate the linear fit at a certain
value of p

(τ h)
T and use that value as F

(W+jets)
F for all events with p

(τ h)
T above this threshold.

This procedure is termed high-pT flattening inside the legend of Figure 8.6. A threshold
value of p

(τ h)
T = 80 GeV is chosen universally, i.e. for every Njets and ΔR(�,τ h) category, and

lies at a point where for each category the sample size does not exhibit large statistical
fluctuations.

The uncertainty assigned to F
(W+jets)
F is reflected by the yellow band shown in Fig-

ure 8.6, which is obtained by following resampling method. Each measurement point is
3It might not look as a linear fit at first sight because the x-axis in Figure 8.6 is on a logarithmic scale.
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Figure 8.6: This figure shows the quantity F
(W+jets)
F as a function of p

(τ h)
T . It is derived for

the eτ h channel in the Njets = 0 and ΔR(�,τ h) ≥ 3 category. Data from 2018 are used for
the measurement. A linear fit is used to parametrize F

(W+jets)
F and is shown as a solid line

which is replaced by a constant at high p
(τ h)
T . The outcome of the analytic fit is shown in

red. More details on the parametrization and the derivation of the uncertainty bands are
given in the text.
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fluctuated individually according to a Gaussian with a mean of the measured value and
standard deviation corresponding to the statistical uncertainty of the measurement. The
fluctuated measurement points are re-fit using a linear function. This procedure is re-
peated 200 times. Finally, the sample standard deviation of the ensemble of linear fits
defines the yellow uncertainty band displayed in Figure 8.6. In order to reflect the uncer-
tainty in the high-p(τ h)

T regime, the uncertainty band is inflated from the beginning of the
constant continuation in a linear way.

In summary, the SM H → τ τ analysis applies the parametrized F
(W+jets)
F (solid black

line in Figure 8.6) and its uncertainty (yellow band in Figure 8.6) enters the uncer-
tainty model as described in Section 8.2.4. Figures 8.7 and 8.8 show F

(W+jets)
F for all

Njets × ΔR(�,τ h) categories for the eτ h and µτ h channel, respectively. In Figure 8.4, the
measurement of F

(W+jets)
F is symbolically represented by the two arrows inside DRW+jets

with labels “1” . The parametrized F
(W+jets)
F will be used in the next sections to derive

closure corrections, C, a process which is represented with a “2” in Figure 8.4.

Closure Tests inside DRW+jets

In this section, the fitted parametrization of F
(W+jets)
F (see Equation (8.9)) – developed in

the previous section – is used inside DRW+jets and the effect on distributions of different
variables is studied. The goal is to see how well F

(W+jets)
F models other variables than

Njets, ΔR(�,τ h) and p
(τ h)
T . For this purpose, let DRAR-like

W+jets be the subspace of DRW+jets
with events passing the vloose Djet condition but failing the tight one. The subspace
of DRW+jets with events passing the tight Djet condition, will be denoted as DRSR-like

W+jets.
This is the standard notation – used from now on – to refer to AR-like and SR-like DRs,
respectively (see also Figure 8.4).

The expected number of W+jets events inside DRSR-like
W+jets is given by the numerator of

Equation (8.9), i.e.
N (SR-like)

exp = N
(tight)
data −  

!W+jets
N

(tight)
other . (8.10)

These expected number of W+jets events can be filled in a histogram binned as a func-
tion of different variables as demonstrated in Figure 8.9. In Figure 8.9, the expected
distributions are shown as black measurement points. They are compared to predicted
distributions which are derived as follows. For simplicity, let us consider all observed
events (") inside DRAR-like

W+jets that fall into a certain (Njets, ΔR(�,τ h))-category and a certain
p

(τ h)
T bin such that

F
(W+jets)
F

�
p

(τ h)
T ("), Njets("), ΔR(�,τ h)(")

�
= constant ≡ FF

(W+jets) . (8.11)

The expression 
�

FF
(W+jets) = FF

(W+jets) ·  
�

1

Eq. 8.9=
N

(tight)
data − !

!W+jets N
(tight)
other

N
(vloose ∧ ¬tight)
data − !

!W+jets N
(vloose ∧ ¬tight)
other

· N
(vloose ∧ ¬tight)
data

Eq. 8.10= N (SR-like)
exp · N

(vloose ∧ ¬tight)
data

N
(vloose ∧ ¬tight)
data − !

!W+jets N
(vloose ∧ ¬tight)
other

,

(8.12)
can be written as the product of the expected number of events and an extra factor as
shown in the last line of the equality. This extra factor is bigger than one and makes
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Figure 8.7: The quantity F
(W+jets)
F as a function of p

(τ h)
T is shown for the eτ h channel using

2018 data. From top to bottom, three different Njets categories are displayed – Njets = 0,
Njets = 1 and Njets ≥ 2. On the left, the ΔR(�,τ h) < 3 category is shown and on the right,
the ΔR(�,τ h) ≥ 3 category. The FF parametrization is shown as a solid line. It consists of a
linear fit which is truncated at high p

(τ h)
T and replaced by a constant. Red uncertainty bands

represent the results coming from the analytic fit. In the analysis, the solid black line is
used together with its associated uncertainty band shown in yellow. The yellow uncertainty
band is obtained by a resampling technique, as explained in the text.
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Figure 8.8: The quantity F
(W+jets)
F as a function of p

(τ h)
T is shown for the µτ h channel using

2018 data. From top to bottom, three different Njets categories are displayed – Njets = 0,
Njets = 1 and Njets ≥ 2. On the left, the ΔR(�,τ h) < 3 category is shown and on the right,
the ΔR(�,τ h) ≥ 3 category. The FF parametrization is shown as a solid line. It consists of a
linear fit which is truncated at high p

(τ h)
T and replaced by a constant. Red uncertainty bands

represent the results coming from the analytic fit. In the analysis, the solid black line is
used together with its associated uncertainty band shown in yellow. The yellow uncertainty
band is obtained by a resampling technique, as explained in the text.
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!
� FF

(W+jets) larger than the expected number of events. The reason why is because not
all "’s are W+jets events (see also right side of Figure 8.5). Hence, each observed event
has to be weighted by a factor

p(W+jets|DRAR-like
W+jets) =

N
(vloose ∧ ¬tight)
data − !

!W+jets N
(vloose ∧ ¬tight)
other

N
(vloose ∧ ¬tight)
data

, (8.13)

which can be interpreted as the probability of that event to originate from a W+jets
process. The correct expression for the predicted number of events is thus

N
(SR-like)
pred =

 
�

FF
(W+jets) · p(W+jets|DRAR-like

W+jets) , (8.14)

which exactly matches the expected number of events in the simplified setup. In the
analysis, however, the parametrized FF is used in Equation (8.14), which explains why
the expected and predicted p

(τ h)
T -distributions in Figure 8.9a do not match exactly. Note,

that the probability in Equation (8.13) is binned in the variable which is investigated,
e.g. as a function of mvis in Figure 8.9d. In general, all distributions in Figure 8.9 show a
good agreement. A small trend can be seen in the ratio of distributions of the light lepton
transverse momentum, seen in Figure 8.9b, which motivates a correction in this variable.

Closure Correction of F
(W+jets)
F in p

(�)
T

In order to improve the agreement between expected and predicted p
(�)
T distributions (see

Figure 8.9b), the ratio of these two distributions is applied as a multiplicative correction
to the raw F

(W+jets)
F . The closure correction is denoted as

C(W+jets) ≡ C
(W+jets)
data (p(�)

T ) , (8.15)

where its dependence on p
(�)
T is highlighted. Like for the parametrization of the raw

F
(W+jets)
F , the closure correction is expected to vary smoothly as a function of p

(�)
T . Closure

corrections are smoothed with a Gaussian kernel of variable width taking into account the
statistical uncertainty of neighboring measurement points. This way, no explicit choice
on the functional form of the closure correction has to be made. Figure 8.10 shows the
measured closure correction together with the smoothed curve which is used to retrieve
the correction values. The uncertainty band is obtained by fluctuating the measurement
points according to a Gaussian and redoing the smoothing. The sample standard deviation
of the ensemble of smoothed curves, shown as yellow uncertainty band in Figure 8.10,
serves as an uncertainty on the smoothed curve. It enters the FF uncertainty model
as discussed in Section 8.2.4. It is demonstrated in [216] that there is no significant
improvement when closure corrections are measured differentially, e.g. in different Njets

categories. Therefore, for the benefit of larger sample sizes, p
(�)
T closure corrections are

calculated inclusively in Njets and inclusively in ΔR(�,τ h).
Extending Equation (8.14), by taking into account the closure correction, yields the

following expression
N

(SR-like)
pred =

 
�

F
(W+jets)
F · C(W+jets) · p(W+jets|DRAR-like

W+jets) . (8.16)

Different distributions using the above equation for the prediction are shown in Fig-
ure 8.11. Compared to Figure 8.9, an improvement in the closure of p

(�)
T is observed,

whereas all other distributions still show a very good agreement within statistical uncer-
tainties. The imperfect final closure in p

(�)
T results from using the correction value returned

from the smoothed curve.
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(a) τ h transverse momentum
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(b) electron transverse momentum
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(c) ΔR between τ h and electron
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(d) invariant mass of visible decay products

Figure 8.9: Different closure distributions inside DRW+jets for the eτ h channel using 2018 data
are shown. The expected distribution is calculated using Equation (8.10). The prediction is
obtained according to Equation (8.14), where FF

(W+jets) is replaced by the parametrization
shown as black lines in Figure 8.7. The ratio is calculated as expected over predicted.
The error bars in the ratio plot represent the uncertainty on the expected contribution
and the gray band reflects the uncertainty on the predicted contribution. Only statistical
uncertainties are shown.
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Figure 8.10: The closure corrections of F
(W+jets)
F as a function of p

(�)
T are shown for the 2018

data-taking period. On the left, the eτ h channel and on the right, the µτ h channel are
displayed. The measurement is smoothed with a Gaussian kernel of variable width and
the resulting smoothed curve is used later in the FF application. The uncertainty band
is obtained by fluctuating the measurement points and repeating the smoothing on the
generated toy data as explained in the text.

Bias Correction of F
(W+jets)
F

The missing part in the derivation of F
(W+jets)
F is the correction, B, which is labeled

with “3” in Figure 8.4. The goal of this correction is to mitigate biases introduced by
applying a different mT,PUPPI cut in the SR and inside DRW+jets (see also Equation (8.5)).
To derive the bias correction, the mT,PUPPI cut is omitted4 such that the resulting DR,
DR(B)

W+jets, overlaps with the SR. Hence, it is impossible to use collision data to calculate
this correction. A new F

(W+jets)
F using simulated W+jets events is derived inside DR(B)

W+jets
in analogy to Equation (8.9)

F
(W+jets)
F =

N
(tight)
W+jets

N
(vloose ∧ ¬tight)
W+jets

≡ F
(W+jets)
F,MC

�
p

(τ h)
T , Njets, ΔR(�,τ h)

�
,

(8.17)

where in the last step it is emphasized that the raw F
(W+jets)
F is derived purely from MC

simulation.
In a next step, a closure correction with respect to p

(�)
T similar to Equation (8.15) is

calculated, again using solely simulated W+jets events

C(W+jets) ≡ C(W+jets)
MC (p(�)

T ) . (8.18)

The expected number of events inside DR(B) SR-like
W+jets is then compared to the prediction

derived using the formula

N
(SR-like)
pred =

 
ω

F
(W+jets)
F,MC · C(W+jets)

MC , (8.19)

4Note, that the requirement of events without any b-tagged jets from Equation (8.6) is still applied.
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(a) τ h transverse momentum
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(b) electron transverse momentum
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(c) ΔR between τ h and electron
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(d) invariant mass of visible decay products

Figure 8.11: Different closure distributions inside DRW+jets for the eτ h channel using 2018 data
are shown. The expected distribution is calculated using Equation (8.10). The prediction
is obtained according to Equation (8.16), i.e. using the closure correction in p

(�)
T from

Figure 8.10. The ratio is calculated as expected over predicted. The error bars in the ratio
plot represent the uncertainty on the expected contribution and the gray band reflects the
uncertainty on the predicted contribution. Only statistical uncertainties are shown.
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Figure 8.12: The bias corrections of F
(W+jets)
F as a function of mvis are shown, using simulated

events from the 2018 data-taking period. On the left, the eτ h channel and on the right, the
µτ h channel are displayed. The measurement is smoothed with a Gaussian kernel of variable
width and the resulting smoothed curve is used later in the FF application. The uncertainty
band is obtained by fluctuating the measurement points and repeating the smoothing on
the generated toy data.

where the sum runs over all simulated5 W+jets events (ω) inside DR(B) AR-like
W+jets . The ratio

of the expected over predicted distribution is applied as a multiplicative correction and
defines the bias correction

B
(W+jets)
MC (mvis) . (8.20)

It is calculated as a function of the invariant mass of the visible decay products from the
tau pair (mvis) and it is important to emphasize that the bias correction is purely based
on MC simulation. The bias corrections is smoothed with a Gaussian kernel in the same
manner as explained in Section 8.2.1 for the closure correction. The bias correction is
shown in Figure 8.12.

Finally – using Equations (8.9), (8.15) and (8.20) – the combined W+jets FF can be
written as

F
(W+jets)
F = F

(W+jets)
F,data (p(τ h)

T , Njets, ΔR(�,τ h)) · C
(W+jets)
data (p(�)

T ) · B
(W+jets)
MC (mvis), (8.21)

which is the same expression as written in a more compact form in Figure 8.4. In sum-
mary, F

(W+jets)
F consists of a raw FF, which is measured inside six different Njets ×ΔR(�,τ h)

categories. In each of these categories, the p
(τ h)
T distribution is fit with a linear function.

The linear function is replaced by a constant for high p
(τ h)
T values. Two multiplicative

corrections are applied to the raw W+jets FF. One is correcting for small non-closures in
p

(�)
T inside DRW+jets. Typically, the closure corrections correct the raw F

(W+jets)
F upwards

for small p
(�)
T and decrease it for high p

(�)
T (see Figure 8.10). For most of the p

(�)
T spec-

trum, the raw F
(W+jets)
F is corrected by a few percent. However, corrections up to 20%

are observed. The other correction reduces biases in the FF measurement, coming from
5Therefore, no probabilities are needed in Equation (8.19) because p(W+jets|DR(B) AR-like

W+jets ) = 1 for
all W+jets events, ω.
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applying different kinematic selection in the DR with respect to the SR. Bias corrections
take on values roughly bound by [0.9, 1.1] over the whole mvis spectrum (see Figure 8.12).

The QCD Multijet Fake Factor

In the following, the pink part of Figure 8.4 – representing the FF derivation of QCD
multijet events – is discussed. The steps “1” and “2” related to the FF measurement, its
parametrization and closure correction are done exactly the same as for F

(W+jets)
F discussed

above, just in a different DR. More care is needed for the bias corrections, B1 and B2
(labeled with “3” and “4” in Figure 8.4), in case of the QCD multijet FF. The QCD multijet
FF is measured in a QCD enriched DR, referred to as DRQCD, differing from the SR in the
following way:

• The electric charges of the selected light lepton, 0 ∈ {e, µ}, and τ h candidate are
required to have the same sign (SS)

q(�) · q(τ h) > 0 . (8.22)

This selection enhances the contribution from QCD multijet events with respect to
all other processes.

• Even after the SS requirement, up to 50% of events with well isolated leptons origi-
nate from W+jets processes. The following selection on the relative lepton isolation
removes those events

I
(e)
rel ∈ [0.02, 0.15]

I
(µ)
rel ∈ [0.05, 0.15] ,

(8.23)

in case of the eτ h and µτ h channel, respectively. In addition, the selection

mT,PUPPI < 50 GeV , (8.24)

further reduces the contribution of W+jets events to DRQCD.

Figure 8.13 shows p
(τ h)
T distributions inside DRQCD. Applying the selections described

above results in a QCD-enriched DR as can be seen from Figure 8.13. Similar as for
F

(W+jets)
F , the raw QCD FF (F (QCD)

F ) is calculated according to Equation (8.9). Formally,
the expression6 for F

(QCD)
F is given by

F
(QCD)
F = N

(tight)
data − !

N
(tight)
other

N
(vloose ∧ ¬tight)
data − !

N
(vloose ∧ ¬tight)
other

≡ F
(QCD)
F,data (p(τ h)

T , Njets) ,
(8.25)

where in the last step its dependencies on p
(τ h)
T und Njets are highlighted. In case of

F
(QCD)
F , three Njets categories – Njets = 0, Njets = 1 and Njets ≥ 2 – are used and no

further splitting in ΔR(�,τ h) regions is applied. Raw F
(QCD)
F are shown in Figure 8.14 for

the 2018 data-taking period.
In exactly the same way as explained in Section 8.2.1, a closure correction is derived

for F
(QCD)
F . This step is labeled with “2” in the pink part of Figure 8.4. The predicted

event distribution

N
(SR-like)
pred =

 
�

F
(QCD)
F,data · p(QCD|DRAR-like

QCD ) , (8.26)

6Note, that in Equation (8.25) the sum runs over all processes, including the W+jets process
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Figure 8.13: p
(τ h)
T distributions inside DRQCD for the 2018 data-taking period are shown. The

top row shows distributions for the eτ h channel and the bottom row for the µτ h channel.
On the left the SR-like part of DRQCD is shown and on the right the AR-like part. In all
plots, the QCD multijet process is at the top of the stacked histograms. The estimated yield
from QCD multijet events is given by the difference between data and the sum of all other
background processes. It is the dominating process while all other processes combined make
up at most a few percent of the total yield. The QCD multijet estimate is simply taken
as the difference between the stacked histograms and the observation. Processes labeled as
Z/tt/V V (ττ) are estimated by the τ -embedding technique. Only statistical uncertainties
are shown here.
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Figure 8.14: The quantity F
(QCD)
F as a function of p

(τ h)
T is shown using 2018 data. On the left,

distributions for the eτ h channel are displayed and corresponding distributions for the µτ h
channel are displayed on the right. From top to bottom, three different Njets categories are
displayed – Njets = 0, Njets = 1 and Njets ≥ 2. The FF parametrization is shown as a solid
line. It consists of a linear fit which is truncated at high p

(τ h)
T and replaced by a constant.

Red uncertainty bands represent the results coming from the analytic fit. In the analysis,
the solid line is used together with its associated uncertainty band shown in yellow.
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Figure 8.15: The closure corrections of F
(QCD)
F as a function of p

(�)
T are shown for the 2018 data-

taking period. On the left, the eτ h channel and on the right, the µτ h channel are displayed.
The measurement is smoothed with a Gaussian kernel of variable width and the resulting
smoothed curve is used later in the FF application. The uncertainty band is obtained by
fluctuating the measurement points and repeating the smoothing on the generated toy data.

is compared to the expected distribution as a function of p
(�)
T . The ratio of expected over

predicted p
(�)
T distribution defines the closure correction

C(QCD) ≡ C
(QCD)
data (p(�)

T ) , (8.27)

which is shown in Figure 8.15.

Bias Corrections of F
(QCD)
F

The respective bias corrections, applied to F
(QCD)
F , are denoted as B1 and B2 in Figure 8.4.

They are used to correct for effects introduced by measuring F
(QCD)
F in a different region

than it is applied. In the case of F
(W+jets)
F , simulated W+jets events are used to derive

the bias correction (see Equation (8.20)). However, QCD multijet events are difficult to
simulate accurately. Therefore, several new regions – all of them orthogonal to the SR
– are used to derive bias corrections directly from data. In order to ease the discussion,
Figure 8.16 visualizes the different regions used.

Bias Correction: Lepton Isolation – B1

For the derivation of the lepton isolation bias correction, a new measurement region –
denoted as DRQCD,SS – is defined with the requirements:

• The electric charges of the selected light lepton, 0 ∈ {e, µ}, and τ h candidate are
required to be SS

q(�) · q(τ h) > 0 . (8.28)

• No restriction on the relative lepton isolation (I(�)
rel ).
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Figure 8.16: A schematic of all regions used to derive F
(QCD)
F and its corrections is given.

The figure focuses on the relevant differences between these DRs and the SR. The y-axis
shows the charge requirement imposed on the tau pair and on the x-axis the relative lepton
isolation is given. In gray, the SR is depicted. Different selections on I

(�)
rel define the SR

depending on the final state (see Table 6.3). Furthermore, DRQCD is shown which is used
to derive the raw F

(QCD)
F and its closure correction. In case of DRQCD, the definition of the

lower bound on I
(�)
rel varies between eτ h and µτ h channel (see Equation (8.23)) and is here

indicated by “min”. The other regions are used to derive bias corrections B1 and B2 (see
also Figure 8.4).

Figure 8.16 depicts DRQCD,SS with a solid frame. The region overlaps with DRQCD but is
orthogonal to the SR because of the SS requirement.

First, probabilities, p(QCD|DRAR-like
QCD,SS), of an event being a QCD multijet event are cal-

culated as a function of I
(�)
rel inside DRAR-like

QCD,SS. According to Equation (8.16), the predicted
number of events inside DRSR-like

QCD,SS is given by

N
(SR-like)
pred =

 
�∈DRAR-like

QCD,SS

F
(QCD)
F,data · C

(QCD)
data · p(QCD|DRAR-like

QCD,SS) . (8.29)

The ratio of expected over predicted I
(�)
rel distribution inside DRSR-like

QCD,SS defines then the
bias correction

B
(QCD)
data (I(�)

rel ) ≡ B1 . (8.30)

Note, that the I
(�)
rel bias correction is calculated almost entirely from data. The I

(�)
rel cor-

rection is shown in Figure 8.17. Over the whole I
(�)
rel spectrum, the correction takes on

values in the interval [0.9, 1.1], while most of them are close to one. The larger statistical
uncertainties in the low-I(�)

rel regime, especially visible in the µτ h channel, are caused by
subtracting significant contributions from W+jets processes. Uncertainties related to this
subtraction are propagated to the bias correction and are included in the yellow uncer-
tainty band shown in Figure 8.17. Furthermore, it should be mentioned that throughout
the derivation of B1 it is assumed that the FF dependency on I

(�)
rel is uncorrelated to the

sign of the electric charges of the tau pair. Under this assumption, the bias correction
measured in a SS region, can be applied in the AR (which is OS).

Bias correction: SS → OS – B2

This correction mitigates effects introduced by measuring F
(QCD)
F in a region with a SS

requirement but applying it in an OS region. Two new regions are defined for the derivation
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Figure 8.17: The bias corrections of F
(QCD)
F as a function of I

(�)
rel are shown for the 2018 data-

taking period. On the left the eτ h channel, and on the right the µτ h channel is displayed.
The measurement is smoothed with a Gaussian kernel of variable width and the resulting
smoothed curve is used later in the FF application. The uncertainty band is obtained by
fluctuating the measurement points and repeating the smoothing on the generated toy data.

of the SS → OS bias correction. One is denoted as DRQCD,aiso,OS and is shown with a
dashed-lined frame in Figure 8.16. The other one is referred to as DRQCD,aiso,SS and is
depicted as a box with a dotted frame in Figure 8.16. Both regions require less isolated
light leptons, with

I
(�)
rel ∈ [0.15, 0.25] , (8.31)

and hence carry an extra subscript “aiso” standing for anti-isolated light leptons. The
region DRQCD,aiso,SS has a further subscript “SS” reflecting the same-sign electric charge
requirement

q(�) · q(τ h) > 0 , (8.32)
whereas DRQCD,aiso,OS has the OS selection applied

q(�) · q(τ h) < 0 . (8.33)

First, a data-driven FF inside DRQCD,aiso,SS is measured in complete analogy to F
(QCD)
F,data

in Equation (8.25).
F

(QCD)
F,data,aiso(p

(τ h)
T , Njets) , (8.34)

with the only difference being the DR. For F
(QCD)
F,data the region DRQCD is used, while for

F
(QCD)
F,data,aiso DRQCD,aiso,SS is used (see also Figure 8.16). A closure correction is then derived

in analogy to Equation (8.27),
C

(QCD)
data,aiso(p

(�)
T ) . (8.35)

The idea of the SS → OS correction is to use Equations (8.34) and (8.35), which are
derived inside a SS region and apply them inside an OS region. More specifically, a predic-
tion of QCD multijet events inside DRSR-like

QCD,aiso,OS is obtained by adapting Equation (8.16)
to the following expression

N
(SR-like)
pred =

 
�∈DRAR-like

QCD,aiso,OS

F
(QCD)
F,data,aiso · C

(QCD)
data,aiso · p(QCD|DRAR-like

QCD,aiso,OS) . (8.36)
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The ratio between expected and predicted distribution, binned in mvis, defines the SS →
OS correction

B
(QCD)
data,SS→OS(mvis) . (8.37)

The expected QCD multijet distribution inside DRSR-like
QCD,aiso,OS is calculated by subtract-

ing contributions from observed data. These contributions are derived by means of MC
simulation and τ embedding. However, the modeling of I

(�)
rel by τ -embedded samples in

this particular phase space – consisting of less isolated light leptons – is not satisfactory.
Figure 8.18 illustrates the discrepancy between τ -embedded samples and MC simulation
inside DRSR-like

QCD,aiso,OS, where the predicted yield by τ -embedded samples is higher. The
yield from τ -embedded samples can get even higher than the observed yield. In such
extreme cases, the expected QCD multijet yield becomes negative. Comparing the mvis
distributions from τ -embedded and simulated samples in the SR however, shows a good
agreement as demonstrated in Figure 8.19. A comparison of I

(�)
rel is shown in the same

figure, where a trend is clearly visible. A plausible explanation of this mis-match could lie
in the τ -embedding technique itself (see Section 6.4). Since the embedding of simulated
tau pairs is not done on the most fundamental level, biases in the calculation of isolation
variables – as found in this particular case – can not be excluded. Consequently, for
the derivation of the SS → OS correction, solely MC simulation is used for subtracting
other contributions from data, i.e. τ -embedded samples are replaced by MC simulations
of genuine Z → ττ , tt and VV events. The SS → OS correction is shown in Figure 8.20
for the 2018 data-taking period. Its values are close to one over the whole mvis spectrum,
while the uncertainties are in the order of 10%.

Finally, using Equations (8.25), (8.27), (8.30) and (8.37), the combined F
(QCD)
F can be

written as

F
(QCD)
F = F

(QCD)
F,data (p(τ h)

T , Njets) · C
(QCD)
data (p(�)

T ) · B
(QCD)
data (I(�)

rel ) · B
(QCD)
data,SS→OS(mvis) , (8.38)

which is also shown in Figure 8.4. In summary, F
(QCD)
F consists of a raw FF, which

is measured inside three different Njets categories. Three multiplicative corrections are
applied to the raw F

(QCD)
F . The first one is correcting for non-closures in p

(�)
T inside

DRQCD. The other two corrections reduce potential biases, introduced by measuring
F

(QCD)
F in SS region with altered I

(�)
rel selection compared to the SR.

The tt Fake Factor

No suitably enriched tt DR with a sufficient event count which populates a similar phase
space as the SR in terms of misidentified τ h candidates can be identified. The contribution
of tt processes to the jet → τ h background is however sub-dominant to QCD multijet and
W+jets as can be seen from Figure 8.2. The idea is to not just take the tt contribution
inside the SR estimated by MC simulation but measure tt FF based on MC simulation and
correct it on data inside a tt-enriched validation region. The measurement of the raw tt
FF – labeled “1” in Figure 8.4 – and its closure correction – labeled “2” in Figure 8.4 –
work the same way as for F

(W+jets)
F and F

(QCD)
F discussed in the previous sections. Due

to the extremely low event count in the 0-jet category, the tt FF

F
(tt)
F =

N
(tight)
tt

N
(vloose ∧ ¬tight)
tt

≡ F
(tt)
F,MC(p(τ h)

T , Njets) ,

(8.39)

141



0

50

100

150

200

250

300

ev
ts

N ττ →Z 

EMB

hτe

0.05 0.10 0.15 0.20 0.25
(e)
relI

0

1

2

3

R
at

io

 (2018, 13 TeV)-159.7 fb

CMS
Work in progress

0.0

0.5

1.0

1.5

2.0

2.5

3.0

3.5

310×

ev
ts

N ττ →Z 

EMB

h
τµ

0.05 0.10 0.15 0.20 0.25
)µ(

relI

0

1

2

3

R
at

io

 (2018, 13 TeV)-159.7 fb

CMS
Work in progress

1

10

210

310

410

510ev
ts

N ττ →Z 

EMB

hτe

50 100 150 200
 (GeV)vism

0

1

2

3

R
at

io

 (2018, 13 TeV)-159.7 fb

CMS
Work in progress

10

210

310

410

510

610ev
ts

N ττ →Z 

EMB

h
τµ

50 100 150 200
 (GeV)vism

0

1

2

3

R
at

io

 (2018, 13 TeV)-159.7 fb

CMS
Work in progress

Figure 8.18: Distributions, showing the discrepancy between MC simulation (Z → ττ) and
τ -embedded samples (EMB) inside DRSR-like

QCD,aiso,OS, are presented. The top row shows the
distributions of I

(�)
rel and the bottom row the mvis distributions – on the left for the eτ h

channel and on the right for the µτ h channel. In all displayed distributions, τ -embedded
contributions over-predict those coming from Z → ττ simulation. This picture does not
change when contributions of genuine tt and VV processes are taken into account by means
of simulation because the dominant part of τ -embedded samples are made of Z → ττ events.
Only statistical uncertainties are shown here.
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Figure 8.19: Distributions of MC simulation (Z → ττ) and τ embedded samples (EMB) in the
SR are presented. The top row shows the distributions of I

(�)
rel and the bottom row the mvis

distributions – on the left for the eτ h channel and on the right for the µτ h channel. The
mvis distributions show a good agreement within uncertainties between the two estimation
techniques. However, a clear trend is visible in I

(�)
rel distributions, showing that contribution

estimated from τ -embedded samples over-predict those from MC simulation for higher isola-
tion values. This picture does not change when contributions of genuine tt and VV processes
are taken into account by means of simulation because the dominant part of τ -embedded
samples are made of Z → ττ events. Only statistical uncertainties are shown here.
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Figure 8.20: The SS → OS bias corrections of F
(QCD)
F as a function of mvis are shown for the

2018 data-taking period. On the left, the eτ h channel and on the right, the µτ h channel
is displayed. The measurement is smoothed with a Gaussian kernel of variable width and
the resulting smoothed curve is used later in the FF application. The uncertainty band
is obtained by fluctuating the measurement points and repeating the smoothing on the
generated toy data.

is measured in two Njets categories only, Njets ≤ 1 and Njets ≥ 2. The closure correction
is derived and binned in mvis

C(tt) ≡ C
(tt)
MC (mvis) . (8.40)

Raw F
(tt)
F together with the corresponding closure corrections are shown in Figure 8.21

for 2018 data and both eτ h and µτ h channels, respectively.
The derivation of SF, correcting F

(tt)
F , is labeled with “3” in Figure 8.4. It is derived

inside a tt-enriched validation region that is defined via the following selection:

• At least two jets, Njets ≥ 2. No restriction on Njets is applied in the SR.

• At least one b-tagged jet, Nb-tag ≥ 1. No selection on Nb-tag is applied in the SR.

• Failing the third-lepton veto, i.e. at least one isolated electron and one isolated muon
are required. The third lepton veto is part of the SR definition (see Table 6.5).

Even though the above selection results in a region enriched in tt events, the overall event
count is too low to perform a FF measurement in several p

(τ h)
T bins and that is why F

(tt)
F

is derived by means of simulation in the first place. However, global fake factors, i.e. a
single number, can be extracted based on simulation or in a data-driven manner. The
ratio of the global FF’s is used as scale factor correcting F

(tt)
F as explained in the following

and is expected to cover the largest part of data versus simulation discrepancies.
The simulation based FF is defined as

F
(tt)
F,MC,global =

N
(tight)
tt(jet→τ h)

N
(vloose ∧ ¬tight)
tt(jet→τ h)

, (8.41)

emphasizing that only those parts of simulated tt events are used that are matched to
the case of jet → τ h (see Section 6.3). Similarly, a data-driven FF can be derived inside
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Figure 8.21: The quantity F
(tt)
F as a function of p

(τ h)
T and its closure correction as a function

of mvis are shown, using simulated events from the 2018 data-taking period. On the left,
distributions for the eτ h channel are displayed and corresponding distributions for the µτ h
channel are shown on the right. The top and middle row show F

(tt)
F for the Njets ≤ 1 and

Njets ≥ 2 category, respectively. In the analysis, the solid line is used together with its
associated uncertainty band shown in yellow. The bottom row shows the closure correction.
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SF(tt)
data 2016 2017 2018

eτ h 0.87 ± 0.15 0.56 ± 0.15 1.09 ± 0.16
µτ h 1.06 ± 0.10 0.85 ± 0.10 0.92 ± 0.09

Table 8.1: The values of SF(tt)
data – defined in Equation (8.43) – are given for all years of data

taking from 2016 to 2018 and both semi-leptonic channels.

the tt-enriched validation region by subtracting all processes but tt(jet → τ h) from data
(see also Equation (8.9))

F
(tt)
F,data,global =

N
(tight)
data − !

!tt(jet→τ h) N
(tight)
other

N
(vloose ∧ ¬tight)
data − !

!tt(jet→τ h) N
(vloose ∧ ¬tight)
other

. (8.42)

The correction scale factor is defined as the ratio of Equation (8.42) over Equation (8.41)

SF(tt)
data =

F
(tt)
F,data,global

F
(tt)
F,MC,global

. (8.43)

Values of SF(tt)
data are quoted in Table 8.1 for all years of data-taking and both semi-leptonic

channels.
The combined F

(tt)
F as shown in Figure 8.4 is given by

F
(tt)
F = F

(tt)
F,MC(p(τ h)

T , Njets) · C
(tt)
MC (mvis) · SF(tt)

data . (8.44)

In summary, F
(tt)
F consists of a raw FF, which is measured inside two different Njets

categories. Two multiplicative corrections are applied to the raw F
(tt)
F . The first one is

correcting for small non-closures in mvis inside the SR. Raw F
(tt)
F and its closure correction

are calculated from tt simulation. The second correction consists of a scale factor defined
as ratio of data-driven and simulation-based FF measured inside a tt-enriched validation
region.

8.2.2 Fake Factors in the Fully Hadronic Final State
As can be seen from Figure 8.2, QCD multijet processes make up over 90% of the jet → τ h
contribution in the τ hτ h channel. Therefore, in the fully hadronic channel only a single
FF is used which is derived in a QCD multijet enriched DR. This FF is then not only
applied to QCD multijet events, but also to W+jets and tt events. The main challenge
in the derivation and application of FF in the τ hτ h channel is that either of the τ h or
even both τ h candidates can be due to a misidentified jet. Let (τ (1)

h , τ
(2)
h ) be the tau

pair as coming from the pair selection discussed in Section 6.1. Hence, the leading τ h
would be τ

(1)
h and τ

(2)
h the sub-leading one. One would like to measure FF with respect to

both τ h candidates. Technically this is achieved by considering each event twice, whereby
the position of the τ h candidates within a tau pair is switched: (τ (2)

h , τ
(1)
h ). The tau-ID

requirement is always applied on the leading τ h candidate. This way the FF measurement
correctly tests both hypothesis of τ

(1)
h being fake, or τ

(2)
h being fake. Since every event is

used twice in the FF derivation, each event gets weighted with an extra factor of 0.5.
The DR used to derive the QCD multijet FF differs only by one criterion from the SR

definition:
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Figure 8.22: Schematic of the FF method for the fully hadronic channel. The y-axis shows
the output of Djet defining the SR and AR, which are shown in gray boxes. In the τ hτ h
channel, a single DR – denoted as DRQCD – is defined. The bar in the notation is used to not
confuse it with DRQCD from Figure 8.4. The FF measurement is labeled with “1”, closure
corrections are labeled with “2” and “3”. Label “4” represents the bias correction. At the
bottom, the different selections applied with respect to the SR are listed in order to enrich
QCD multijet events. For the bias correction, a special region is used, whose selections are
given in the text. The final FF used to extrapolate events from AR to SR, is a weighted sum
consisting of fractions (fi), a combinatorial factor (ωi) and F

(QCD)
F .

• The charges of the tau pair are required to have SS

q(τ (1)
h ) · q(τ (2)

h ) > 0 . (8.45)

Figure 8.22 shows the FF scheme for the τ hτ h channel. The DR in case of the τ hτ h
channel is denoted by DRQCD with an extra bar to not confuse it with DRQCD used for
the semi-leptonic channels.

The derivation of the raw F
(QCD)
F – labeled as “1” in Figure 8.22 – works the same way

as for the semi-leptonic channels. Furthermore, the derivation of a first closure correction
– labeled as “2” in Figure 8.22 – is in complete analogy to the semi-leptonic channels. In
step “3”, a further closure correction – labeled as C2 in Figure 8.22 – is derived. Step
“3” is thus different to the semi-leptonic channels. Step “4” represents the SS → OS
correction, needed to correct for biases introduced by measuring F

(QCD)
F inside a SS DR

and applying it to an OS AR. In the following, each of the steps is discussed in more
detail.

Events are assigned to the SR-like DRQCD – denoted as DRSR-like
QCD – if both τ h pass

the tight condition on the Djet discriminant. The AR-like part – denoted as DRAR-like
QCD
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Figure 8.23: Shown are p
(τ1)
T distributions inside DRQCD for the 2018 data-taking period. The

distributions are measured for the τ hτ h channel. On the left, the SR-like part of DRQCD
is shown and on the right, the AR-like part. In all plots, the QCD multijet process is at
the top of the stacked histograms. The estimated yield from QCD multijet events is given
by the difference between data and the sum of all other background processes. It is the
dominating process, while all other processes combined contribute on a sub-percent level.
The QCD multijet estimate is simply taken as the difference between the stacked histograms
and the observation. Processes labeled as Z/tt/V V (ττ) are estimated by the τ -embedding
technique. Only statistical uncertainties are shown here.

– is defined by the sub-leading τ h candidate passing the tight condition on the Djet
discriminant while the leading τ h candidate fails it but passes the vloose condition. The
transverse momentum distributions of the leading τ h, p

(τ1)
T , inside DRQCD are shown in

Figure 8.23, demonstrating that mainly QCD multijet events populate this region.
The raw F

(QCD)
F is calculated according to Equation (8.25) and for three different Njets

categories, Njets = 0, Njets = 1 and Njets ≥ 2

F
(QCD)
F = F

(QCD)
F,data (p(τ1)

T , Njets) . (8.46)

For the parametrization, a third order polynomial is used which is truncated at transverse
momenta of the leading τ h candidate of 80 GeV. The truncation is needed to avoid
unrealistic FF values at high pT because the third order polynomial falls steeply in this
region. The associated uncertainty is obtained by the same means as for all other raw FF’s.
After generating toys from the measurement points, the fit procedure is repeated for each
toy data set and the uncertainty band is extracted from the ensemble of fitted third order
polynomials. However, in the generation of the toy data set, each measurement point
is allowed to fluctuate by three times the statistical uncertainty of the actual measured
value. This choice is expected to cover potential biases introduced by picking a more
complex fit function in case of the τ hτ h channel compared to the linear fit used in the
semi-leptonic channels.

Following Equation (8.27), a closure correction dependent on mvis is calculated. This
closure correction is denoted as C1 in Figure 8.22 and is given by

C
(QCD)
data (mvis) . (8.47)
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Figure 8.24: The quantity F
(QCD)
F in the τ hτ h channel as a function of p

(τ1)
T is shown using 2018

data. The top row shows F
(QCD)
F for the Njets = 0 (left) category and for the Njets = 1 (right)

category. Bottom left shows F
(QCD)
F for the Njets ≥ 2 category. The FF parametrization

is shown as a solid line. It consists of a third order polynomial which is truncated at high
p

(τ1)
T and replaced by a constant to avoid unrealistic, i.e. negative, FF values at high values

of p
(τ1)
T . In the analysis, the solid line is used together with its associated uncertainty band

shown in yellow. Lastly, on the bottom right, the closure correction as a function of mvis
is displayed. The measurement is smoothed with a Gaussian kernel of variable width and
the resulting smoothed curve is used later in the FF application. The uncertainty band
is obtained by fluctuating the measurement points and repeating the smoothing on the
generated toy data.
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Figure 8.24 shows the raw F
(QCD)
F as well as the closure correction in mvis using 2018 data.

An additional closure correction is derived as a function of the transverse momentum of
the sub-leading τ h candidate, p

(τ2)
T . For that, raw F

(QCD)
F and its closure correction (C1

from Equation (8.47)) are utilized to estimate the p
(τ2)
T distribution inside DRSR-like

QCD by
adapting Equation (8.16)

N
(SR-like)
pred =

 
�∈DRAR-like

QCD

F
(QCD)
F · C

(QCD)
data · p(QCD|DRAR-like

QCD ) . (8.48)

The ratio of the expected over predicted p
(τ2)
T distribution defines the correction. It is

derived in two separate Njets categories, Njets = 0 and Njets ≥ 1. Highlighting the depen-
dencies of the correction, it can be written as

C
(QCD)
data (p(τ2)

T , Njets) . (8.49)

Figure 8.25 (top row) shows the closure corrections for both Njets categories using 2018
data. The corrections between the two Njets categories clearly differ, justifying why they
are measured separately.

In step “4” of Figure 8.22, the SS → OS bias correction is derived. Similar to the
semi-leptonic channels, this correction is derived in an anti-isolated (aiso) region. For the
τ hτ h channel, the anti-isolation is defined by events where the sub-leading τ h candidate
fails the tight condition on the Djet discriminant. The anti-isolated region is split in SS
and OS, denoted as DRQCD,aiso,SS and DRQCD,aiso,OS, respectively. Figure 8.26 shows all
regions used for the SS → OS correction and their relation to the SR and DRQCD. In
analogy to Equation (8.34), a FF is measured inside DRQCD,aiso,SS

F
(QCD)
F,data,aiso(p

(τ1)
T , Njets) . (8.50)

Next, a closure correction is derived

C
(QCD)
data,aiso(mvis) . (8.51)

The above FF together with its closure correction are applied to OS-events inside
DRAR-like

QCD,aiso,OS. Changing Equation (8.16) appropriately yields

N
(SR-like)
pred =

 
�∈DRAR-like

QCD,aiso,OS

F
(QCD)
F,data,aiso · C

(QCD)
data,aiso · p(QCD|DRAR-like

QCD,aiso,OS) , (8.52)

The ratio between the expected and predicted distribution defines the SS → OS bias
correction

B
(QCD)
data,SS→OS(mvis) . (8.53)

The bias correction is shown in Figure 8.25 (bottom row) for the 2018 data-taking period.

The final F
(QCD)
F used for the τ hτ h channel consists of four multiplicative factors and

is given by

F
(QCD)
F = F

(QCD)
F,data (p(τ1)

T , Njets)·C(QCD)
data (mvis)·C(QCD)

data (p(τ2)
T , Njets)·B(QCD)

data,SS→OS(mvis) . (8.54)

In summary, F
(QCD)
F consists of a raw FF, which is measured inside three different Njets

categories. In each of these categories the distribution as a function of p
(τ1)
T is fitted with

a third order polynomial. The third order polynomial is replaced by a constant for high
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Figure 8.25: Corrections to F
(QCD)
F in the τ hτ h channel using 2018 data are presented. The

top row shows the closure correction in p
(τ2)
T derived separately in a Njets = 0 category (left)

and Njets ≥ 1 category (right). The bottom row depicts the SS → OS bias corrections as a
function of mvis. All measurements are smoothed with a Gaussian kernel of variable width
and the resulting smoothed curves are used later in the FF application. The uncertainty
bands are obtained by fluctuating the measurement points and repeating the smoothing on
the generated toy data.
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OS: opposite-sign charge 
SS: same-sign charge

DRQCD,aiso,OS
DRQCD,aiso,SS
DRQCD

⇒ B} signal region (SR)OS

SS
sub-leading tight ¬tightτh

Figure 8.26: A schematic of all regions used to derive F
(QCD)
F and its corrections is given. The

figure focuses on the relevant differences between these DRs and the SR. The y-axis shows
the charge requirement imposed on the tau pair and on the x-axis the τ -ID requirement
imposed on the sub-leading τ h candidate. In gray, the SR is depicted. Furthermore, DRQCD

is shown which is used to derive the raw F
(QCD)
F and its closure corrections. The other

regions are used to derive the bias correction, B (see also Figure 8.22).

p
(τ1)
T values. Three multiplicative corrections are applied to the raw F

(QCD)
F . The first one

is correcting for non-closures in mvis inside DRQCD. It amounts to a correction of F
(QCD)
F

by just a few percent. A second closure correction as a function of p
(τ2)
T is calculated

inside DRQCD. This correction is measured in two different Njets categories. Corrections
for Njets = 0 span a larger interval than in the case of the Njets ≥ 1 category, where the
correction are typically inside [0.9, 1.05]. The third correction mitigates potential biases
introduced by measuring F

(QCD)
F inside a SS region but applying it to an OS region. It

takes on positive values between 1.05 and 1.15 across the whole mvis range.
Fake factors and their corrections for all channels involving a τ h candidate can be

found in Chapter C for the 2016 and 2017 data-taking period.

8.2.3 Fake Factor Application
The application of FF differs between the semi-leptonic and fully hadronic channels.
Therefore, the discussion is split and the semi-leptonic case is explained first.

Each FF component for the semi-leptonic channels is discussed thoroughly in Sec-
tion 8.2.1. In summary, the three FF components – corresponding to the dominant
jet → τ h processes W+jets, QCD multijet and tt – and their dependencies are given
by

Eq. 8.21 → F
(W+jets)
F (p(τ h)

T , Njets, ΔR(�,τ h), p
(�)
T , mvis)

Eq. 8.38 → F
(QCD)
F (p(τ h)

T , Njets, p
(�)
T , I

(�)
rel , mvis)

Eq. 8.44 → F
(tt)
F (p(τ h)

T , Njets, mvis) .

(8.55)

Ideally, one would like to apply F
(W+jets)
F to all W+jets events inside the AR, F

(QCD)
F to

all QCD multijet events inside the AR and F
(tt)
F to all tt(jet → τ h) events inside the AR.

The chosen approach is to calculate the contribution of

• W+jets events,

• tt(jet → τ h) events and

• events from genuine tau or lepton to tau misidentification processes

152



inside the AR from simulation and τ -embedded samples. The difference between the
observed data yield and the sum of the above processes is attributed to the QCD multijet
process, where the difference is not allowed to become negative. Contributions from
W+jets, QCD multijet and tt(jet → τ h) events are normalized such that they add up
to one. These normalized contributions are called fractions7 and are labeled as fi in
Figure 8.4. For the eτ h and µτ h channel, fractions are shown in Figure 8.27 for the
2018 data-taking period. They are determined as a function of mT,PUPPI, using three
different Njets categories – Njets = 0, Njets = 1 and Njets ≥ 2. The choice of mT,PUPPI is
driven by the fact that QCD multijet events dominate at low mT,PUPPI and W+jets become
more abundant towards higher mT,PUPPI values. As for tt events, one can clearly see in
Figure 8.27 that they are only relevant for the category with at least two jets.

For each recorded event (") inside the AR the combined FF

FF = fW+jets · F
(W+jets)
F + fQCD · F

(QCD)
F + ftt · F

(tt)
F

1 = fW+jets + fQCD + ftt ,
(8.56)

is determined (see also the formula shown in Figure 8.4). The combined FF serves as
extrapolation factor from AR to SR. However, it has to be taken into account that not all
recorded events inside the AR are coming from the jet → τ h process as seen in Figure 8.3.
This is achieved by extrapolating the contributions from “other bkg.” and τ -embedded
samples from AR to SR by means of the combined FF and subtracting them. In form of
an equation, the number of predicted jet → τ h events inside the SR is given by

N
(SR)
pred =

 
�∈AR

FF(") −  
i∈other bkg.

FF(i) −  
j∈genuine τ

FF(j) , (8.57)

where the index i runs over all events falling into the category of “other bkg.” which are
estimated by means of MC simulation. The index j runs over all events of the τ -embedded
samples. An example of the FF application using the above formula is presented in
Figure 8.28. It shows the distributions of mvis of the di-tau system and demonstrates the
good modeling of the observed data.

For the τ hτ h channel, the FF application works as follows. Solely a F
(QCD)
F is measured

with the following dependencies:

Eq. 8.54 → F
(QCD)
F (p(τ1)

T , Njets, mvis, p
(τ2)
T ) , (8.58)

because QCD multijet processes almost entirely make up the jet → τ h contribution (see
bottom row of Figure 8.2). It must be taken into account that both τ h are potentially
due to a misidentification. This impacts the definition of the AR. For the fully hadronic
case, two ARs are used:

AR1 The leading τ h fails the tight condition on the Djet discriminant while passing the
vloose one. The sub-leading passes the tight Djet condition and is thus SR-like.

AR2 The roles are switched with respect to AR1. Here the leading τ h is SR-like and
passes the tight condition on the Djet discriminant. However, the sub-leading τ h
fails the tight Djet condition but passes the vloose one.

Figure 8.29 shows the SR together with AR1 and AR2. Each of the τ h candidates of the
tau pair can be either real (r) or fake (f). In total, four different combinations can occur

7Fractions are the same objects as the probabilities used to determine closure correction inside the
DRs (see for example Equation (8.13)).
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Figure 8.27: Fractions for the eτ h (left) and µτ h (right) channel are shown using 2018 data,
respectively. From top to bottom, three different Njets categories are displayed – Njets = 0,
Njets = 1 and Njets ≥ 2. The fractions are normalized such that 1 = fW+jets + fQCD + ftt
(see also Equation (8.56)). Contributions from Z → ��(jet → τ h) and VV(jet → τ h) (see
Figure 8.2) are included in the fractions of W+jets and marked as X + jets in the legend.
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Figure 8.28: The distributions of mvis are shown for the eτ h (left) and the µτ h (right) channel
using 2018 data. Contributions from the jet → τ h process are estimated using the FF
method and are obtained according to Equation (8.57). Only statistical uncertainties are
shown here.
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Figure 8.29: Illustration of the different combinations of jet → τ h in the τ hτ h channel. On
the top the SR is shown and at the bottom AR1 and AR2. For the SR the regions with
at least one fake τ h candidate are colored in dark gray. Regions of genuine tau pairs are
shown in yellow. W+jets and tt processes populate dominantly the (f,r)-part of AR1 and
the (r,f)-part of AR2. Regions with negligible contributions of jet → τ h are left white. QCD
multijet processes – shown in pink – give rise to two fake τ h candidates and thus populate
the corresponding (f,f)-parts of both AR1 and AR2. As a result different combinatorial
factors are applied to the different processes (see Figure 8.22).
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as illustrated in Figure 8.29. For W+jets and tt processes, typically, one τ h candidate is
real while the other one being due to a misidentified jet. Almost exclusively, the real τ h is
the one passing the tight Djet condition. Hence, extrapolating W+jets and tt processes
from AR1 to SR will populate the (f,r)-part of the SR. Similarly, extrapolating W+jets
and tt processes from AR2 to SR will populate the (r,f)-part of the SR. The FF used for the
extrapolation is F

(QCD)
F from Equation (8.58). As indicated in Figure 8.29, the behavior

for QCD multijet events is different. Tau pairs from QCD multijet production typically
both arise from misidentified jets. This means that this process populates the (f,f)-part
of AR1 and AR2. Therefore, a combinatorial factor of 0.5 is applied in the extrapolation
to the SR for the QCD multijet part which takes into account that both τ h candidates are
most likely due to misidentification. In summary, this means that even though F

(QCD)
F is

applied to all processes contributing to jet → τ h, it is weighted differently for W+jets /
tt and QCD multijet events. The combinatorial weights are given by

ωW+jets = 1.0
ωQCD = 0.5

ωtt = 1.0 ,
(8.59)

and are also part of the formula quoted in Figure 8.22. Fractions ,fi, are determined
in the same way as explained above for semi-leptonic channels. Figure 8.30 shows the
fractions used for τ hτ h channel using data recorded in 2018. They are binned in mvis
and calculated for three Njets categories. As can be seen from Figure 8.30, QCD multijet
processes are dominant across all Njets categories. The combined FF for the τ hτ h channel
reads

FF =
 

i

fi · ωi · F
(i)
F

= fW+jets · F
(QCD)
F + fQCD · 0.5 · F

(QCD)
F + ftt · F

(QCD)
F

1 = fW+jets + fQCD + ftt .

(8.60)

The FF application works according to Equation (8.57). Figure 8.31 shows the distri-
bution of mvis. The jet → τ h contribution is obtained by the FF method and is shown in
green. In general, a good agreement within statistical uncertainties is observed.

8.2.4 Fake Factor Uncertainty Model
The uncertainty model of the FF method takes into account the statistical uncertainties
present in the derivation of the raw FF’s and its corrections. Furthermore, uncertainties on
the subtracted contributions from data are taken into account as will be discussed in this
section as well as uncertainties on the fractions. The FF uncertainties are an important
part of the full model of uncertainties for the SM H → τ τ analysis that will be discussed
in Section 9.2.2.

In general, uncertainties can be classified the following way. Uncertainties changing
the event count with respect to the nominal value are called normalization uncertainties,
where the nominal value is calculated according to Equation (8.57). If an uncertainty
is changing the form of the nominal distribution, it is referred to as a shape-altering
uncertainty.

Yellow uncertainty bands (see e.g. Figure 8.6) serve as a starting point to evalu-
ate shape-altering uncertainties. The nominal value (n) is obtained retrieved from a
polynomial fit or from a smoothed curve. Statistical fluctuations defined by the yellow
uncertainty band at each point, x, are bound by an upper and a lower value. The interval
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Figure 8.30: Fractions for the τ hτ h channel are shown using 2018 data. Three different
Njets categories are displayed – Njets = 0, Njets = 1 and Njets ≥ 2. The fractions are
normalized such that 1 = fW+jets + fQCD + ftt (see also Equation (8.60)). Contributions
from Z → ��(jet → τ h) and VV(jet → τ h) (see Figure 8.2) are included in the fractions of
W+jets and marked as X + jets in the legend.
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Figure 8.31: The distribution of mvis is shown for the τ hτ h channel using 2018 data. Con-
tributions from the jet → τ h process are estimated using the FF method and are obtained
according to Equation (8.57). Only statistical uncertainties are shown here.

between upper and lower value represents a rough approximation of a 68% confidence in-
terval. Upper and lower boundaries are referred to as up and down variation, respectively.
Hence, one can write

n+u
−d , (8.61)

where u and d denotes the up and down variation, respectively. Both uncertainty varia-
tions are used to define a new set of morphed uncertainties

umorph(x) = u(x) x − xmin
xmax − xmin

+ d(x) xmax − x

xmax − xmin

dmorph(x) = u(x) xmax − x

xmax − xmin
+ d(x) x − xmin

xmax − xmin
x ∈ [xmin, xmax] .

(8.62)

Equation (8.62) means that the morphed up variation, umorph(x), is defined by drawing a
line from the lower left corner (d(xmin)) of the uncertainty band towards the upper right
corner (u(xmax)), with the line being always inside the uncertainty band. Similarly, the
morphed down variation, dmorph(x), is defined by a line from the upper left to the lower
right corner of the uncertainty band. The morphed up and down variations are shown in
red and blue in Figure 8.32, respectively.

In case of semi-leptonic final states, eleven independent shape variations arise from
the raw FF measurement, one for each jet → τ h source (W+jets, tt and QCD multijet)
and each Njets × ΔR(�,τ h) category. For each closure correction additional six variations
are added. All these shape variations turn out to be small since they have a purely
statistical nature and are typically derived in well-populated regions. This is reviewed
again in Section 9.2.2, where the FF uncertainty model is discussed in the context of the
SM H → τ τ analysis. Large closure or bias corrections in terms of their nominal value
indicate a problem in the validity of the FF method itself. Therefore, six variations are
introduced for each correction by defining a down variation, where the correction is not
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Figure 8.32: Shown is the closure correction for F
(W+jets)
F in the eτ h channel from Figure 8.10.

The shape-altering up and down variations are shown in red and blue, respectively. They al-
ways lie within the yellow uncertainty band and are calculated according to Equation (8.62).

applied and an up variation, where the correction is applied twice. These variations enable
to weaken or strengthen the applied correction during the signal inference step and are
typically the dominant source of uncertainties, reaching values up to 10%.

Uncertainties related to the subtraction of MC simulation and τ -embedded samples in
case of the data-driven F

(W+jets)
F and F

(QCD)
F are also taken into account. These uncer-

tainties are derived by propagating the shifts resulting from cross-section and acceptance
uncertainties within each DR to the final FF value and using the difference to the nominal
FF values as uncertainty. Similarly, the W+jets fraction inside the AR is varied according
to its statistical as well as cross section and acceptance uncertainties, while keeping the
sum of fraction equal to one. The total variation is in the order of ±7% and is propagated
to the final FF values. The difference to the nominal FF value is taken as uncertainty. In
the τ hτ h channel, F

(QCD)
F is applied also to W+jets and tt and two extra uncertainties of

30% are added and weighted with the fraction of W+jets and tt, respectively.

8.3 Estimating Background Contributions to Soft
Muons and Electrons

The FF scheme employed in this section follows closely the one shown Figure 8.1b. The
goal is on one hand to estimate the contributions from quark- or gluon-initiated jets that
are misidentified as electrons or muons, i.e. fake leptons. On the other hand, the same
measured FF is applied to estimate contributions from processes with non-prompt leptons.
In a first step, the DR needs to be defined which is enriched in QCD multijet events serving
as a proxy for non-prompt leptons.
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p
(�)
T range electron muon

< 12 GeV PFjet(40)
µ(3)PFjet(40)≥ 12 GeV e(8)PFjet(30)

Table 8.2: This table summarizes the triggers used to select events for the DR. Values in
parentheses represent the pT threshold in GeV on the respective physics object. The lowest
threshold on electron transverse momenta is implemented in e(8)PFjet(30), requiring a jet
with pT > 30 GeV. Since the electrons selected for analysis go down to 5 GeV in transverse
momentum (see Figure 7.1), the PFjet(40) trigger is used for p

(e)
T < 12 GeV. The reason

for covering also the “L” region (5 GeV ≤ p
(e)
T < 12 GeV) with the PFjet(40) trigger is to

avoid the turn on region around 8 GeV of e(8)PFjet(30). For muons, the measurement of
FF uses events selected by µ(3)PFjet(40) over the whole pT range.

Events in the DR are selected by different triggers, dependent on the channel as sum-
marized in Table 8.2. Triggers with low thresholds in lepton transverse momenta are
chosen to select events with soft leptons, i.e. leptons with low transverse momenta like
the ones present in the SR of the stop search. Events passing the respective trigger are
required to have at least one jet according to the pT and η requirements of the analysis,
i.e. pT > 30 GeV and |η| < 2.4 (see Table 7.1). Furthermore, only events with exactly
one soft lepton are kept. Soft leptons are defined as given in Table 7.1 with the following
differences

dxy < 0.1 cm
dz < 0.5 cm

HI(�) < 20 GeV .
(8.63)

For electrons, selection thresholds imposed on I
(e)
rel , which are part of the definition of the

veto ID, are dropped.
All triggers in Table 8.2 are pre-scaled. This means that they are selecting only a

fraction of all events passing the trigger selection because otherwise the trigger rate would
exceed its maximally allowed value. Since the simulation of events does not take trigger
pre-scales into account, MC samples need to be scaled accordingly. Trigger pre-scales
depend on the instantaneous luminosity of the beam, which varies over the period of data
taking. In this thesis, however, a single scale factor is extracted by averaging over the
whole dataset. This scale factor thus represents an effective (average) value of the trigger
pre-scale. In the measurement of the effective pre-scale, yields in data and simulation are
compared in a region, where electroweak processes dominate that are simulated with good
precision. This is achieved by selecting events with p

(miss)
T > 100 GeV, which removes a lot

of QCD multijet events. The remaining events are then used to match the m
(�)
T distribution

between data and simulation. Examples of m
(�)
T distributions after the fit are shown in

Figure 8.33.
For the FF measurement, the selection

p
(miss)
T < 50 GeV
m

(�)
T < 40 GeV ,

(8.64)

is applied, resulting in a QCD dominated region as can be seen from Figure 8.34.
The FF is measured using the formula

FF =
N (tight) − !

prompt N
(tight)
MC

N (loose ∧ ¬tight) − !
prompt N

(loose ∧ ¬tight)
MC

. (8.65)
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Figure 8.33: These plots show comparisons of the m
(�)
T distribution between data and sim-

ulation used to extract effective trigger pre-scales. The muon channel is depicted in the
top row, selecting events with the µ(3)PFjet(40) trigger and p

(miss)
T > 100 GeV. The

electron channel is shown in the bottom row, where on the left, the PFjet(40) trigger
is used with p

(miss)
T > 90 GeV and on the right events pass the e(8)PFjet(30) trigger

with p
(miss)
T > 100 GeV. The normalization of the m

(�)
T distributions is fit in the region

70 GeV < m
(�)
T < 100 GeV. In case of the bottom left plot (PFjet(40)), the p

(miss)
T cut is re-

laxed to have a larger sample size and the fit range is extended to 50 GeV < m
(�)
T < 100 GeV.
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Figure 8.34: The pT distribution is shown for the muon channel inside the DR. Simulated
events are weighted by the derived effective trigger pre-scale for µ(3)PFjet(40). Events
satisfy the selection of Equation (8.64). This plot illustrates that each pT bin is enriched in
QCD multijet events.

The definition of the SR-like (tight) region is given by the analysis requirements (see also
Table 7.1)

dxy < 0.02 cm
dz < 0.1 cm

HI(�) < 5 GeV .
(8.66)

The AR-like region is filled with events passing the loose selection criteria stated in Equa-
tion (8.63) but failing the tight criteria from Equation (8.66). The different regions are
visualized in Figure 8.35. Contributions from prompt leptons are subtracted as indicated
in Equation (8.65), leaving both non-prompt and falsely identified leptons for the mea-
surement of FF from data. Finally, FF is measured separately for the electron and muon
channel, as well as in different pT and η bins. Two bins in η are used, separating the
barrel and endcap region of the CMS detector. The binning in pT is aligned with the
region definition of the analysis (see Figure 7.1). Figure 8.36 shows the FF maps for both,
electron and muon channel. For the electron channel, the first pT bin is empty since only
electrons with pT > 5 GeV are selected in the analysis. For the second and third pT bin,
FF values are obtained from events selected by the PFjet(40) trigger, whereas for all
bins with larger pT, the e(8)PFjet(30) trigger is used (see also Table 8.2). The quoted
uncertainties are purely statistical in nature and reflect the large sample sizes available
for the FF measurement. Furthermore, the contamination from processes with prompt
leptons is small. Varying the contribution of prompt leptons by 50% results in changes of
FF values in the same order as the quoted statistical uncertainties.

The presented FF method has the following benefits over the approach followed in [15,
206]:
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Figure 8.35: A graphical representation of the selections given in Equations (8.63) and (8.66),
defining respectively the loose region (green) and the SR-like (blue) DR, is shown. The
AR-like DR is given by the requirement loose ∧ ¬tight. SR-like and AR-like DR are non-
overlapping.

• The DR proposed here results in a more robust measurement of FF. For instance,
the FF measurement is not dependent on the ISR reweighting (see Section 7.4) of
contributions from prompt leptons.

• The purity in fake leptons is much higher in the proposed method than in its previous
version.

However, the measured FF’s need to be further tested for potential biases when applying
them to the search for light top squarks. One such test can be in terms of a closure
correction in a validation region which is similar to the SR of the stop analysis. This topic
will be picked up again in Section 9.3.3.
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Figure 8.36: Shown are the FF’s measured according to Equation (8.65) for the muon (top)
and electron (bottom) channel. Different triggers are used to select the data and perform
the FF measurement (see Table 8.2). Quoted uncertainties are purely statistical in nature.

164



Chapter 9

Applications and Results

If it [a (new) theory] disagrees with experiment, it’s wrong. In that
simple statement is the key to science. It doesn’t make any difference
how beautiful your guess is, it doesn’t make even if how smart you
are who made the guess, or what his[/her] name is, if it disagrees
with experiment, it’s wrong. That’s all there is to it.

Richard Feynman, 1918 to 1988

This chapter presents the results of several analyses, starting with a general intro-
duction to statistical inference in Section 9.2. From the way the targeted signal process
looks like, dedicated kinematic selections are applied, as discussed in previous chapters,
to define a search or measurement region1. Search or measurement regions should contain
a minimum amount of misidentified objects as well as signal events with the least amount
of background contamination possible. Search and measurement regions are prepared for
statistical inference by applying a further partitioning of events. In some of these parti-
tions, the signal should be enriched over the background and it is possible to infer the
quantities of interest about the signal from these regions. However, it is also desirable to
have regions where the background is dominant. In those background dominated regions,
unknowns like the normalizations of certain background processes can be inferred from
data. There are two ways how the partitioning is achieved,

• by using multivariate techniques or

• in a cut-and-count based manner.

Both techniques are used in the analyses presented.
Throughout Section 9.2, the SM H → τ τ analysis is presented in detail. It starts by

explaining the event classification, followed by a discussion of the systematic uncertainties
and the presentation of the main results. Section 9.3 shows the results from searches of
new particles. In all cases, the background contributions arising from jet → τ h are
estimated with the FF method presented in Section 8.2.

9.1 Statistical Inference
All analyses presented in this thesis are based on counting experiments from a statistical
point of view. Histograms provide a useful summary statistics and enter the statistical

1In search regions, one is looking for a new physics signal, while in measurement regions parameters
of a known signal are inferred.
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inference. In order to extract/measure the parameters of interest (POIs) from the selected
data, the method of binned maximum likelihood is used as explained in the following. At
the core of the binned maximum likelihood approach lies the assumption that the content
of each histogram bin (i) can be modeled by a Poisson distribution if the entries (events)
are statistically independent [217]

P [di, λi] = exp(−λi) · λ
di
i

(di)!
, (9.1)

where di is the observed number of events in bin i, and λi represents the (unknown) true
yield in this bin. The full likelihood, L, is given by the product of the Poisson distributions
over all histogram bins

L =
�

i

P [di, λi] . (9.2)

The expected number of events can be divided into contributions from signal processes
(Si) and background processes (Bi)

λi = µ · Si + Bi , (9.3)

where the signal strength modifier (µ) is the POI. Hence, by varying µ during the max-
imum likelihood fit, the most compatible value with the data is retrieved. Clearly, a
value of µ close to zero indicates an absence of the signal process and upper limits on the
production cross section of the tested signal processes can be calculated. A value of µ
significantly higher than zero is indicative for the presence of a signal. In case a precise
signal yield prediction exists, a value of µ compatible with one is indicative of a signal
matching this particular prediction. Typically, there are several background processes
present within a single histogram bin. Thus, the background expectation is written as

Bi =
 

b

B
(b)
i , (9.4)

where B
(b)
i denotes the expected background contribution of process b in bin i. Similarly,

the signal can originate from several sub-processes, e.g. in the context of the STXS stage-
1.2 scheme (see Figures 5.3 and 5.4). In that case, the signal expectation is written as

Si =
 

s

S
(s)
i , (9.5)

where the different signal sub-processes are indexed by s. In case of several signal sub-
processes, there are also several POIs introduced

µ → µs . (9.6)

Equation (9.3) thus reads in the most general case as

λi =
 

s

µs · S
(s)
i +

 
b

B
(b)
i . (9.7)

As discussed so far, the statistical uncertainty of the observed data (di) is taken into
account by using the Poisson model shown in Equation (9.2). However, there are also
statistical and systematic uncertainties that affect both signal and background contribu-
tions. Therefore, both signal and background expectation are modeled as a function of
those parameters (θ) which are called nuisance parameters

Bi → Bi(θ)
Si → Si(θ) .

(9.8)
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channel classes
eτ h / µτ h genuine τ jet → τ h misc Z → 00 tt

τ hτ h genuine τ jet → τ h misc – –

Table 9.1: This table summarizes the different background classes defined for NN training. In
the semi-leptonic channels, five background classes are differentiated. The fully hadronic
channel only discriminates among three classes.

Nuisance parameters follow a certain probability distribution, C, and thus the full likeli-
hood from Equation (9.2) is extended and reads

L =
�
j

C(θj)
�

i

P
�
di,

 
s

µs · S
(s)
i (θj) +

 
b

B
(b)
i (θj)

�
≡ L(µ; θ) , (9.9)

where in the last step its dependence on the POIs (µ) and on the nuisance parameters (θ)
is highlighted.

Nuisance parameters can purely change the yield of nominal distributions. Examples
are cross section and luminosity uncertainties as well as all uncertainties associated with
multiplicative corrections like efficiency corrections. All such nuisance parameters are
modeled with a log-normal (lnN) distribution. In case the systematic uncertainty also
changes the shape of the nominal distribution, the up and down variations have to be
calculated in terms of their influence on the final discriminant used for signal inference.
During signal inference, a polynomial function is used to interpolate between the up and
down variations, while using linear extensions beyond the given up/down variations [218,
219].

9.2 SM H → τ τ Analysis
In Section 9.2.1, the event classification based on neural networks is explained. Systematic
uncertainties, with particular emphasis on those related to the FF method, are discussed
in Section 9.2.2. Results in terms of the target STXS stage-0 and stage-1.2 scheme are
presented in Sections 9.2.3 and 9.2.4, respectively. A manuscript describing the results of
this analysis is under journal review and available on the preprint server [7]. More details
of the analysis can also be found in [12].

9.2.1 Neural-Network-Based Event Classification
The goal is to separate signal from background events inside the signal region which
is defined in Section 6.1. Furthermore, going beyond a simple binary decision between
signal and background, several signal and background classes should be discriminated.
Each dominant background defines a background class, whereby minor backgrounds are
collected in a so-called miscellaneous (misc) class. The different background classes are
summarized in Table 9.1. For the signal, two signal classes are defined for the STXS
stage-0 measurement, one aggregating ggH events and one collecting qqH events. The
STXS stage-1.2 measurement comprises 15 signal classes, eleven for ggH (see Figure 5.3)
and four for qqH (see Figure 5.4). The formulated multi-classification task is tackled
using a deep neural network (NN) [220], schematically shown in Figure 9.1. For each
decay channel a dedicated NN is trained.

Each NN is designed as a fully-connected feed-forward NN, meaning that all nodes are
connected with each other in a non-circular way such that information can only flow in one
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σ

Figure 9.1: This figure summarizes the important elements of the neural network (NN) used
to differentiate between signal and background classes in the context of the SM H → τ τ
analysis. Each NN has an input layer (blue) followed by hidden layer(s) (gray) leading to the
output layer (yellow). The inputs (x) can have several different types (discrete, continuous,
one-hot encoded) as indicated in the figure. All nodes from one layer are connected with
the next layer, where one distinguishes between weights (black lines) and biases (red lines).
The connections are represented by weight matrices (W(1), W(2), W(3)) comprising all the
parameters which are fitted during the training phase of the NN resulting in the final model
used for classification. Each signal (yellow) and background (orange) class is represented
by a separate node in the output layer. The value of the output is transformed using the
softmax function (σ) to get values in the range [0, 1]. A numerical example of different output
values (y) and their transformed values (p) is given in the figure. The event classification
(red) then assigns the event to the class corresponding to the node with the highest value
of pi. More details are discussed in the main text or can be found in Table 9.2.

168



direction. The information flows from the input nodes, via nodes in the so-called hidden
layers to the output nodes. In the following, the exact processing of the information by
the NN is described. The output of the top node in the first hidden layer (h(1)

1 ) is computed
using all input nodes (xi with i = 1, . . . , nx) as

h
(1)
1 = a

� nx 
i=1

ω1i · xi + b
(1)
1

�
. (9.10)

The weights (ω1i) and the bias (b(1)
1 ) in the above equation belong to the set of parameters

of the NN and are represented by lines connecting pairs of nodes in Figure 9.1. A key
ingredient of every NN is the usage of a non-linear activation function, a(x). In this
analysis, the hyperbolic tangent is used as activation function, i.e.

a(x) = tanh(x) . (9.11)

From a theoretical point of view, every NN with a multi-layer feed-forward architecture
using a non-linear activation function can be used to approximate any given function [221].
The main challenge lies in monitoring the NN during the fitting of its parameters, called
training phase, to ensure the NN is approximating the desired function, i.e. improving
in classifying the inputs correctly. Instead of using the notation in Equation (9.10), it
is more convenient to use a matrix notation and fill the output values of each node in
vectors. Hence, the output of the first hidden layer with n(1) nodes can be written as

��
h

(1)
1
...

h(1)
n(1)

�� = a

�����

�����
b

(1)
1 ω11 · · · ω1nx

b
(1)
2 ω21 · · · ω2nx... ... · · · ...

b(1)
n(1) ωn(1)1 · · · ωn(1)nx

����� ·

����
1
x1
...

xnx

����
�����

h(1) = a
�
W(1) · x

�
,

(9.12)

where W(1) is a n(1) × (nx + 1) matrix containing all weights and biases connecting the
input layer with the first hidden layer. Using this matrix notation, the output vector of
the second hidden layer (h(2)), having n(2) nodes, can be written as

h(2) = a
�
W(2) · h(1)

� Eq. 9.12= a
�
W(2) · a

�
W(1) · x

��
, (9.13)

where W(2) is the n(2) × (n(1) + 1) matrix holding all weights and biases connecting the
first hidden layer with the second hidden layer. The NN used in this analysis (see also
Figure 9.1) has two hidden layers2 which are connected to the output layer. The output
vector (y) can be written as

y = W(3) · h(2) Eq. 9.13= W(3) · a
�
W(2) · a

�
W(1) · x

��
, (9.14)

where W(3) is a (ny × (n(2) + 1))-dimensional matrix, with ny being the number of output
nodes. The number of output nodes corresponds to the number of classes in the classifi-
cation task. The output nodes are transformed with a different activation function, which
is given in this analysis by the softmax function

σi(y) = exp(yi)
ny!

j=1
exp(yj)

, (9.15)

2In principle there can be more than two hidden layers.
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eτ h / µτ h τ hτ h
stage-0 stage-1.2 stage-0 stage-1.2

input nodes (nx) 14+3
hidden layers 2
nodes per hidden layer n(1) = 200 = n(2)
output nodes (ny) 7 20 5 18
trainable parameters 45407 48020 45005 47618
pre-processing mean 0 and standard deviation 1
weight initialization uniform Glorot
bias initialization zero

batch size 30 events per class and year
630 1800 450 1620

Table 9.2: This table summarizes the NN architecture as well as information about the training
setup.

where the index i labels the output nodes. Thus, the final output vector (p) has compo-
nents with values in the interval [0, 1] and the sum of all components add up to one. As
explained for example in [222], the softmax transformation of the output nodes makes it
possible to interpret the numerical value of the node as a Bayesian probability for given
input (x) to belong to the class associated to the output node yi

p = σ(y) . (9.16)

The specific values used in this analysis for the number of nodes per layer are summarized
in Table 9.2. Furthermore, the number of parameters of the NN are also given in Table 9.2.
From Equations (9.14) and (9.16), it follows that an NN (Ξ(λ)) can be viewed as a map

Ξ(λ) : Rnx → Rny

x �→ p ,
(9.17)

where Ξ(λ) is defined by its parameters (weights and biases)

λ = {W(3), W(2), W(1)} ≡ {λp} . (9.18)

The index p in the above equation labels all parameters of the NN.
The initialization of the weights of the NN uses the Glorot scheme [223] which

promises a faster convergence to optimal NN parameters during the training phase. This
is achieved by avoiding the problem of exploding gradients, i.e. avoiding large changes
of the weights during the training phase (see also Equation (9.22)). Biases, however, are
initialized to be zero. Furthermore, all input variables are pre-processed, except those
being one-hot encoded, such that the distribution of each variable has zero mean and a
standard deviation of one. This pre-processing is important because the input variables
have naturally different ranges. Transverse momenta can reach a value of 100 GeV while
for instance the number of jets in the event is typically a small number below ten. Without
pre-processing, input features with high values would lead to a saturation of the activation
function at the beginning of the NN-training. This would artificially increase the impor-
tance of such input features and thus prevent the convergence to optimal parameters of
the NN.

As mentioned earlier, for each decay channel and for each STXS scheme a separate NN
is trained because the number of signal and background classes vary. A two-fold training
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is performed to exploit the whole available data set for training and application of the
NN. This means, that the full set of events is split in two equal halves. Each event has an
identification number which is used to easily split event samples in halves by grouping the
events according to whether the event number is even or odd. Let us call the two data sets
DE and DO, respectively. An NN (Ξ(λ)

E ) is trained using 75% of DE. During the training,
the parameters of Ξ(λ)

E get updated such that more and more events in the training set
get classified correctly. The remaining 25% of DE, referred to as validation data set, is
not used for training but to monitor if Ξ(λ)

E is also performing well in classifying events
from an independent data set. After the training of Ξ(λ)

E has finished, it is used to classify
events from DO, the result of which is then used for statistical inference as discussed in
Sections 9.2.3 and 9.2.4. The same procedure is done with a second NN (Ξ(λ)

O ), trained
and validated on data from DO and used to classify events from DE. With this approach,
it is guaranteed that the training of the NN is not biased and evaluation happens always
on an independent data set not used during the training phase. In the following, the
indices of the even and odd folds will be dropped and it will be referred to as the NN,
even though there are technically two NNs trained.

The classification task is formulated as minimization problem of the average categorical
cross entropy loss (LCE) which is defined as

LCE = − 1
N

N 
i=1

w(i)
ny 

j=1
t
(i)
j ln(pj) , (9.19)

where N denotes the number of events and w(i) encodes the importance of each event for
the classification task. The indicator function (t(i)

j ) is given by

t
(i)
j =

1 if event i belongs to the class j

0 otherwise
. (9.20)

The predicted output probability (pj) is given by the NN output (see also Equation (9.17))

pj =
�
Ξ(λ)({xi})

�
j

, (9.21)

where the NN itself depends on the set of inputs, {xi}. After evaluation of the loss function
in Equation (9.19), the parameters of the NN ({λ}) get updated using a gradient descent
algorithm

λp − ηp

∂LCE
∂λp

→ λp , (9.22)

where ηp is the learning rate. For this analysis the learning rate (ηp) is initialized to
a value of 10−4 for all parameters and are altered individually according to the ADAM
algorithm [224]. For large training data sets as used in this analysis, it is not advisable
to use the whole training set for evaluation of the loss function, LCE. Modern machine
learning applications frequently use a subset of the training set, called (mini)batch, to
evaluate the loss and update the parameters of the NN. In this analysis the batches are
built using the balanced batch technique [225]. For every class in every data taking period,
30 events are randomly selected with replacement. The resulting number of events per
batch are summarized in Table 9.2. The weights, w(i), in Equation (9.19) are normalized
per class within each batch. As a consequence, each class has the same importance to
the NN, in other words, there is no emphasis on correctly classifying a particular class.
More details on the balanced batch approach in the context of this analysis can be found
in [226].
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Weights (w(i) in Equation (9.19)) determine how much the particular event can impact
the NN output. For simulated events, weights are used for example to scale to the correct
luminosity or to apply certain corrections. The training of the NN relies on labeled input
data (supervised learning), i.e. the true class of an event has to be known, suggesting
its limitation to the usage of simulated samples only. However, defining a dedicated
background class for τ -embedded samples and one for jet → τ h implies the usage of real
collision data during training. For the jet → τ h class, data from the AR are used and the
computed event-based FF (see Equations (8.56) and (8.60)) is included as a weight in the
training via Equation (9.19). As discussed in Section 8.2.3, not all events in the AR are
jet → τ h but they are nevertheless included for the training. The subtraction of other
processes than jet → τ h is then performed later in the analysis, at the histogram-level.
More details on the training with background classes derived from data-driven techniques
used in this analysis are given in [226].

In order to avoid overtraining3 of the NN, several regularization techniques are imple-
mented:

• If the loss, LCE, evaluated on the validation set is not decreasing for 50 epochs,
the training is interrupted. This method is called early stopping. In the adopted
balanced batch approach, an epoch is defined by 1000 batches, i.e. 1000 updates
according to Equation (9.22) to the weights and biases of the NN.

• Another technique to reduce the risk of overtraining is called dropout [227]. The
dropout rate in this analysis is 30%, meaning that in each hidden layer, 30% of
nodes are deactivated. Which nodes are affected is determined randomly for each
batch. All weights and biases associated to the deactivated nodes are not subject to
any change according to Equation (9.22). It should be mentioned, that the dropout
technique also helps in reducing the complexity of the NN and guides the NN to
explore other connections during training.

• The weights and biases are penalized with the L2 norm by adding the sum of squares
of each parameter to the loss function

LCE → LCE + δ
 

p

$$$λp

$$$2
, (9.23)

with δ = 10−5. This kind of regularization penalizes large parameters.

Detailed studies [228] have been carried out to reduce the set of input variables in
the context of this analysis, starting from a large set of inputs. The studies make use
of a metric proposed in [229] based on a Taylor expansion of the NN. It turns out that
the discrimination power of an NN is not only based on single input variables, which are
encoded in the first order Taylor expansion coefficients. Correlations between variables,
encoded in second order Taylor coefficients, prove to be just as useful to increase the
classification performance of an NN. Based on the studies documented in [228], for each
channel just a single NN is trained with the same input variables. These input variables
are summarized in Table 9.3 and belong to the following three types (see also Figure 9.1):

• The two input variables Njets and Nb-jet are discrete, i.e. they are integer valued.

• All variables about transverse momenta, masses, pseudorapidity and MELA [230]
are continuous.

3Overtraining happens if the NN adapts to sample specific in contrast to generic features of the training
data set. In that case, the classification performance on training data keeps increasing but the correct
classification on independent events from the validation set decreases.
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Variable Description

p
(τ1)
T Transverse momentum of the leading tau of the signal tau pair

p
(τ2)
T Transverse momentum of the sub-leading tau of the signal tau pair

p
(jet1)
T Transverse momentum of the leading jet

p
(jet2)
T Transverse momentum of the sub-leading jet

p
(vis)
T Transverse momentum of the visible decay products of the signal tau pair

p
(jj)
T Transverse momentum of the first two leading jets

mSV-fit Invariant mass of the di-tau system including SVfit [139]
mvis Invariant mass of the visible decay products of the signal tau pair
mjj Invariant mass of the leading two jets in the event
Njets Number of jets
Nb-jet Number of b-tagged jets

Δη(jj) Difference in pseudorapidity of the first two leading jets
Q2

V1
Variables based on the MELA approach [230]. Under the VBF hypothesis, they
correspond to the momentum transfer of the two vector bosons, respectively.Q2

V2

2016 One-hot encoded year of data taking
2017 One-hot encoded year of data taking
2018 One-hot encoded year of data taking

Table 9.3: This table lists the different input variables entering the NN. As a function of these
variables, the NN assigns events to different signal and background classes.

• The information about the year of data taking is entering the NN as one-hot encoded.
That means that three input nodes are added, one for each year of data taking
(2016/17/18). A value of one is assigned to the input to which the event belongs to
and a zero to the other years, e.g. an event recorded in 2017 is represented as

2016 : 0
2017 : 1
2018 : 0 .

(9.24)

After training of the NN, the classification is performed as indicated in Figure 9.1.
Each event is assigned to the category with the highest output probability given by the
NN output. Histograms are filled for each signal and background class binned in the
output probability (pj) of the NN. These histograms enter a maximum likelihood fit and
are used to perform the signal inference as will be discussed in more detail throughout
Sections 9.2.3 and 9.2.4.

9.2.2 Uncertainty Model
In order to extract the POIs, a binned maximum likelihood fit according to Equation (9.9)
is performed. In this section, the systematic uncertainties of the SM H → τ τ analysis en-
tering the likelihood (L(µ; θ)) as nuisance parameters (θ) are described. Special emphasis
is given on uncertainties related to the FF method (see Section 8.2.4). For completeness,
the uncertainties associated to simulated and τ -embedded samples are also discussed.
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source W+jets tt QCD multijet total

se
m

i-l
ep

to
ni

c

raw FF measurement (stat.) 6 2 3 11
FF correction (stat.) 2 3 1 6
FF correction (syst.) 2 3 1 6
MC subtraction 1 – 1 2
fractions 1 – – 1
normalization (Njets binned) 3 3
pure normalization (lnN) 2 2
total 31

fu
lly

ha
dr

on
ic

raw FF measurement (stat.) – – 3 3
FF correction (stat.) – – 4 4
FF correction (syst.) – – 4 4
MC subtraction – – 1 1
extra uncertainty 1 1 – 2
normalization (Njets binned) 3 3
pure normalization (lnN) 2 2
total 19

Table 9.4: This table summarizes the FF-related systematic uncertainties of the SM H → τ τ
analysis. They enter the maximum likelihood fit as nuisance parameters (see also Equa-
tion (9.9)). For the semi-leptonic channels, a total of 31 systematic uncertainties are part
of the uncertainty model, whereas for the fully hadronic channel there are 19.

FF-related Uncertainties

The measurement of each individual raw FF as well as its corrections is subject to sta-
tistical uncertainties due to the limited sample size in the DRs, where the raw FF or
its corrections are derived. All these uncertainties are saved and propagated to the NN
output. The discussion of the FF-related uncertainties is split in two parts, where the
semi-leptonic channels are discussed first and then the fully hadronic channel.

According to Table 9.4, there are eleven nuisance parameters related to the raw FF
measurement for semi-leptonic channels, listed as “raw FF measurement (stat.)”. All these
nuisance parameters are determined by using the morphed variations derived from the
(yellow) uncertainty bands as described in Section 8.2.4 (see also Equation (8.62) and
Figure 8.32). The impact of those nuisance parameters on the final NN output is shown
in Figure 9.2. As can be seen from the distributions shown in Figure 9.2, the effect of
these nuisance parameters is at most 0.5% and is smaller than the statistical uncertainty
in each bin of the NN output.

There are six nuisance parameters related to the corrections of the different raw FF
components which also stem from the statistical uncertainties during their derivation,
reflected in the (yellow) uncertainty bands. They are referred to as “FF correction (stat.)”
in Table 9.4. Their impact on the NN output is shown in the top row of Figure 9.3 and
is comparable to the statistical uncertainty within the bins of the shown histograms.
Only the impact of the variations of the closure correction (C(QCD)) of F

(QCD)
F in the µτ h

channel is larger, being in the order of 1%. This is consistent with the uncertainty bands
of closure corrections shown in Figure 8.15 since the uncertainty band in the µτ h channel
is significantly larger than the one in the eτ h channel.

All the uncertainties discussed so far are normalized to the same yield as the nominal
value, thus having a pure shape-altering effect. Uncertainties from these normalization
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factors are added in quadrature and serve as normalization uncertainties. In case of the
normalization factors related to the raw FF measurement (see Figure 9.2), the determina-
tion of the normalization effect is done per Njets category and is listed as “normalization
(Njets binned)” in Table 9.4. These normalization uncertainties can still have a shape-
altering effect. For the normalization factors related to the corrections, just a single
nuisance parameter is added which corresponds to one of the two pure normalization
uncertainties listed in Table 9.4. On the bottom of Figure 9.3, these normalization un-
certainties are depicted, reaching values up to 5–6%. Indeed, the nuisance parameters
binned in Njets exhibit also a shape-altering effect.

For each closure and bias correction an additional nuisance parameter is added. These
additional nuisance parameters quantify the magnitude of each correction to the raw FF,
ultimately allowing the final maximum likelihood fit to adjust the applied correction.
Technically this is achieved by defining the down variation as not applying the correction
and the up variation by applying the correction twice as also discussed in Section 8.2.4.
In Table 9.4, these nuisance parameters are referred to as “FF correction (syst.)”. The
top row of Figure 9.4 shows the impact of these systematic variations on the NN output.
From the larger y-range in the ratio plots, it is apparent that these uncertainties are the
most dominant discussed so far and typically exceed the statistical uncertainties within
each bin. For the eτ h channel in 2018 data, the closure correction of F

(QCD)
F has the

most dominant systematic effect which is in the order of 10%. The closure correction,
depicted in Figure 8.15, applies corrections to F

(QCD)
F in the range [0.75, 1.10] for the eτ h

channel, providing a consistent picture about the dominance of this nuisance parameter.
For the µτ h channel, however, the correction of F

(QCD)
F is not that large as can be seen

in Figure 8.15. In case of the µτ h channel, the dominant nuisance parameter is related
to the bias correction of F

(W+jets)
F , with an impact in the order of 7%. Comparing to

Figure 8.12, which shows for the µτ h channel a bias correction of 0.9 for a wide range of
mvis, again explains the dominance of that particular nuisance parameter.

Two additional nuisance parameters are added according to Table 9.4, referred to as
“MC subtraction”, to cover the effect of subtracting events inside the DRs. One nuisance
parameter is added related to the measurement of F

(W+jets)
F and one related to F

(QCD)
F

as explained in Section 8.2.4. Furthermore, one nuisance parameter is added varying the
fraction of W+jets events inside the AR. Finally, one pure normalization uncertainty is
added related to the subtraction of genuine τ and light lepton misidentifications (termed
as “other bkg.” in Figure 8.3) inside the AR. The bottom row of Figure 9.4 depicts these
final nuisance parameters in the uncertainty model of the semi-leptonic channels. Their
magnitude ranges up to values of 2%.

For the fully hadronic channel, there are less nuisance parameters related to the limited
sample size in the derivation of the raw FF and its corrections since there is only one FF
measured, being F

(QCD)
F . The same morphing technique as explained in Section 8.2.4 is

used to obtain the up and down variations of these nuisance parameters4. The top row
of Figure 9.5 shows these nuisance parameters, which are in the sub-percent level and
smaller than the statistical uncertainties in each of the bins of the shown histograms.
These nuisance parameters are purely shape-altering and are normalized to the nominal
yield.

In the same way as for the semi-leptonic channels, nuisance parameters are added
such that they take the magnitude of the corrections and the normalization into account.
These nuisance parameters are shown in the middle row of Figure 9.5. Their magnitude

4This is also true for the nuisance parameters related to the measurement of the raw F
(QCD)
F , which

uses a third order polynomial. Thus, the dependence of the up and down variations is approximated to
be linear.
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Figure 9.2: The caption is on the next page.
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Figure 9.2: The number of events (Nevts), classified as jet → τ h by the NN, as a function of the
NN output score is shown in this figure. The nominal distribution is shown as a black line
and its statistical uncertainty as gray band. All distributions are from the 2018 data-taking
period, the eτ h channel is shown on the left and the µτ h channel on the right. The top row
shows the morphed uncertainty variations originating from the derivation of F

(W+jets)
F (see

Figures 8.7 and 8.8). The middle row shows the morphed uncertainty variations originating
from the derivation of F

(QCD)
F (see Figure 8.14). The bottom row shows the morphed

uncertainty variations originating from the derivation of F
(tt)
F (see Figure 8.21).

is in the percent level reaching values of 5–7%. The bottom row of Figure 9.5 shows the
nuisance parameters covering the effect of changing the yield of events subtracted during
the determination of F

(QCD)
F and the normalization uncertainty due to the subtraction of

genuine τ and light lepton misidentification inside the AR. These two nuisance parameters
are also part of the uncertainty model in the semi-leptonic channels. The normalization
uncertainty due to subtraction of events is in the order of 2%, while the effect of subtrac-
tion on the derivation of F

(QCD)
F has only negligible effects. Lastly, two specific nuisance

parameters for the τ hτ h channel are also shown in the bottom plot of Figure 9.5. They are
introduced to cover variations of W+jets and tt yields inside the AR, taking into account
the application of F

(QCD)
F instead of dedicated FF’s. It turns out, however, that they have

a negligible effect and their impact is on the sub-percent level, well below the statistical
uncertainty of the nominal yield.

Uncertainties Related to τ Embedding and Simulation

There are common uncertainties to τ -embedded and fully simulated samples regarding the
reconstruction and identification of particle objects (electrons, muons and τ h’s) because
the tau leptons in the τ -embedded samples are also simulated. A dedicated scheme is
used to introduce correlations between τ -embedded and simulated samples, where a 50%
correlation between the two is applied. More details on the correlation scheme can be
found in [12]. In addition, nuisance parameters can also be modeled as fully correlated
or uncorrelated among processes, years or decay channels. Fully correlated processes
share the same nuisance parameter whereas uncorrelated effects are modeled by separate
nuisance parameters.

All corrections discussed in Section 6.5 have an associated uncertainty which is propa-
gated to the NN output. Variations within the corresponding uncertainties can have yield
and/or shape-altering effects on the NN output and are treated as nuisance parameters in
the likelihood fit. Nuisance parameters that go beyond the ones discussed in Section 6.5
are theoretical cross section uncertainties as well as uncertainties on branching ratios. In
accordance with the STXS stage-1.2 scheme, further nuisance parameters are introduced,
modeling migrations among separate STXS bins as well as shape-only changes of single
STXS bins.

The limited sample size of simulated samples, or data in case of data-driven back-
ground modeling, results in a last set of systematic uncertainties. They are modeled with
the Barlow-Beeston approach [231].

9.2.3 STXS Stage-0 Results
The NN trained for the STXS stage-0 measurement has seven classes (output nodes) for the
semi-leptonic channels and five classes in case of the fully hadronic channel (see Table 9.2).
Two of the classes are given by the ggH and qqH signal classes as shown in Figures 5.3
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Figure 9.3: The number of events (Nevts), classified as jet → τ h by the NN, as a function of the
NN output score is shown in this figure. The nominal distribution is shown as a black line
and its statistical uncertainty as gray band. All distributions are from the 2018 data-taking
period, the eτ h channel is shown on the left and the µτ h channel on the right. The top row
shows the morphed uncertainty variations originating from the derivation of the corrections
applied to F

(W+jets)
F , F

(QCD)
F and F

(tt)
F . Corrections include closure (see Figures 8.10, 8.15

and 8.21) and bias (see Figures 8.12, 8.17 and 8.20) corrections. The bottom row shows the
normalization uncertainties. Normalization uncertainties related to the FF derivation are
binned in Njets, whereas there is just a single normalization uncertainty for the corrections.
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Figure 9.4: The number of events (Nevts), classified as jet → τ h by the NN, as a function
of the NN output score is shown in this figure. The nominal distribution is shown as a
black line and its statistical uncertainty as gray band. All distributions are from the 2018
data-taking period, the eτ h channel is shown on the left and the µτ h channel on the right.
The top row shows the systematic variations of the different FF corrections, obtained by
not applying the correction or applying it twice. Some of these uncertainties are in the
order of 10% and are thus the most dominant FF uncertainties. The bottom row shows the
shape-altering uncertainties originating from subtracting events based on simulation and
τ -embedded samples in the derivation of the FF or varying the fractions inside the AR (see
Figure 8.27). A pure normalization uncertainty related to the subtraction of genuine and
other backgrounds in the AR (see Equation (8.57)) is also shown.
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Figure 9.5: The caption is on the next page.
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Figure 9.5: The number of events (Nevts), classified as jet → τ h by the NN, as a function
of the NN output score is shown in this figure. The nominal distribution is shown as a
black line and its statistical uncertainty as gray band. All distributions are from the 2018
data-taking period for the τ hτ h channel. The top row shows the morphed uncertainty
variations, originating from the derivation of F

(QCD)
F and its corrections (see Figures 8.24

and 8.25). The middle left plot shows the systematic variations of the different FF corrections
obtained by not applying the correction or applying it twice. The middle right plot shows the
normalization uncertainties. Normalization uncertainties related to the FF derivation are
binned in Njets, whereas there is just a single normalization uncertainty for the corrections.
The bottom row shows the shape-altering uncertainties, originating from subtracting events
based on simulation and τ -embedded samples in the derivation of the F

(QCD)
F . A pure

normalization uncertainty, related to the subtraction of genuine and other backgrounds in
the AR (see Equation (8.57)), is also shown. Furthermore, two nuisance parameters related
to the application of F

(QCD)
F to W+jets and tt events in the AR are shown in the bottom

plot.

and 5.4, respectively. A random assignment of an event to a class (j) would happen, if
the NN output probability is the same for each class

pj = 1
ny

=
1/7 for semi-leptonic channels

1/5 for the fully hadronic channel .
(9.25)

The probability boundaries given in Equation (9.25) present the lower bound of an event
being assigned to a certain class. For each class, the distribution of events, as a function
of the NN output probability that lead to their classification, is filled into a histogram. In
Figure 9.6, an example is shown for events classified as jet → τ h using data from 2018.
A first observation is that the dominant process within this class is indeed jet → τ h.
Furthermore, the higher the NN output (probability), the more enriched the corresponding
bin is in jet → τ h. This indicates that the NN is capable of separating jet → τ h events
from other processes and aggregating them in a dedicated class.

A more condensed way of quantifying the overall success of NN classifications is by
means of confusion matrices. An example of such a confusion matrix is shown in Fig-
ure 9.7. Each column of the confusion matrix is normalized to one, meaning that each
matrix entry represents the fraction of genuine events of this class, assigned to the respec-
tive predicted class. Hence, the diagonal of the confusion matrix represents the percentage
of correctly predicted events for each class. Processes like genuine τ , tt, Z → 00 and qqH
reach percentages around 70% and more of correct classification. For the other signal
class (ggH), the mis-classification is higher. From the confusion matrix, it follows that
ggH events mainly get mis-interpreted by the NN as qqH or genuine τ . Similarly for
jet → τ h, a certain fraction of such events get mis-assigned to be genuine τ events or
originating from a process summarized in the misc class. This is mainly because jet → τ h
themselves are composed of several different processes and thus a correct classifications
by the NN is more difficult to achieve.

As stated in the caption of Figure 9.6, the uncertainties shown include all variations
before the maximum likelihood fit, modeled by nuisance parameters (θ) and summarized
in Section 9.2.2. For every background class, the corresponding histogram is used in the
maximum likelihood fit of L(µ; θ) defined in Equation (9.9). There are three background
classes for the τ hτ h channel and five background classes for each other channel. Other
channels comprise the semi-leptonic channels, eτ h and µτ h, but also the fully leptonic eµ
channel, which covers 6% of the di-tau final states (see Table 6.1). A description of the eµ
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Figure 9.6: Event distributions are shown for the eτ h, µτ h and τ hτ h channel. Only events
assigned to the jet → τ h class are shown here as indicated in the title of each plot. Contribu-
tions from true jet → τ h processes are shown in green and dominate especially in bins with a
large NN output score. Note that even thought the first bin of each histogram extends down
to zero, the lower bound of the NN output for classification is given by the values quoted
in Equation (9.25). Uncertainties referred to as “Bkg. unc.” comprise the full uncertainty
model as presented in Section 9.2.2 before the maximum likelihood fit. The same plots after
the maximum likelihood fit are shown in Figure B.1. The figures are taken from [12].
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Figure 9.7: The confusion matrix for the µτ h channel using data from 2016–2018 is shown.
Classification is performed with an NN targeting the STXS stage-0 scheme, i.e. using two
signal classes (ggH and qqH) as shown in Figures 5.3 and 5.4. Furthermore, five background
classes are defined in accordance with Table 9.1. On the y-axis, the predicted class is shown
and the true class is displayed on the x-axis. The values of the matrix are such that they are
normalized to one in each column. This means that each matrix entry gives the percentage of
the true class that is assigned to the particular predicted class. The figure is taken from [7].
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channel and the relevant backgrounds can be found in [7, 12]. Additional four histograms,
one for each channel, that correspond to the signal class enter the maximum likelihood
fit. These histograms combine the output score for ggH and qqH as discussed in detail
in [12]. Each histogram is produced for each year of the three data-taking years. To
obtain the inclusive STXS stage-0 result, a single POI is used to scale all signal processes
simultaneously. In a second fit, three POIs are introduced, one that scales the ggH, one
that scales the qqH and one that scales the VH contributions with respect to the SM
expectation. Details on the addition of the VH production modes can be found in [7]
and are not discussed in this thesis. Results of these fits are shown in Figure 9.8. In
Figure 9.8, results from the NN approach presented in this thesis are labeled with NN.
In addition, results from an independent analysis, using a cut-and-count approach for
event classification, are also shown in Figure 9.8 and labeled as CB. Uncertainties on the
best fit value of the POIs are obtained by the profile likelihood method [232]. The total
uncertainty is split into four sources

• purely statistical (stat.),

• systematic uncertainty from experiment (syst.),

• systematic uncertainty from theory (theo.) and

• bin-by-bin uncertainties (bbb) due to finite sample sizes in the modeling of back-
grounds and signals.

Each nuisance parameter falls into one of the above sources. Individual uncertainties are
obtained by sequentially fixing all nuisance parameters to their best fit values but the
ones from one source. The obtained uncertainty is subtracted in quadrature from the
total uncertainty and assigned to the particular source. Since there is no large correlation
among different sources expected, this approach is justified.

The measured inclusive signal strength of µ = 0.82+0.11
−0.10 is compatible with the SM

expectation within two standard deviations. For the STXS stage-0 measurement, the
following signal strengths are obtained

µggH = 0.67+0.20
−0.18

µqqH = 0.81+0.17
−0.16

µVH = 1.79+0.47
−0.42 .

(9.26)

From the different uncertainty sources shown Figure 9.8, it follows that the uncertainty on
the µggH result is dominated by systematics whereas for µqqH it is statistically dominated.
Furthermore, a linear correlation coefficient of -0.35 between µggH and µqqH is in line with
observing migrations of ggH events into the qqH class (see Figure 9.7). In the context
of the finer granularity of the STXS stage-1.2 results discussed in Section 9.2.4, it will
become even clearer which ggH topologies show the largest misclassification with qqH
signal classes or the genuine τ background class.

Figure 9.8 also shows the likelihood scan where the two POIs are the coupling strength
modifiers, κV and κF, as discussed in Section 5.1.2 (see also Equation (5.6)). Contours
corresponding to 68% and 95% confidence intervals for the expectation, and as expected
for the SM, are shown in Figure 9.8. The obtained NN result includes the expected values
of κV = 1 and κF = 1 within the contour of 95% confidence level. The fact that the best
fit values of both coupling strength modifiers are below one agrees with the measurement
of µggH and µqqH, being both smaller than one, i.e. being below the SM expectation.
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Figure 9.8: The left plot shows the results of the inclusive and STXS stage-0 measurement.
Stage-0 measurements include the VH Higgs boson production mode. Details on the inclusion
of the VH signal process can be found in [7] and are not covered in this thesis. Results are
presented as signal strength modifiers (µ) with respect to the SM expectation. The total
uncertainty is split into different sources as explained in the text. The right plot shows
the STXS stage-0 results in form of κV-κF contours (see Section 5.1.2), i.e. treating the
coupling strength modifiers (κ) as POIs. Both plots are taken from [7]. Results from the NN
classification as presented in this thesis are labeled with NN in the plots. An independent
analysis, implementing a cut-and-count approach for event categorization, is labeled with
CB in the plots.
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9.2.4 STXS Stage-1.2 Results
For the STXS stage-1.2 measurement, NNs are trained with 20 and 18 classes for the semi-
leptonic and fully hadronic channels, respectively. The amount of background classes is
the same as for the STXS stage-0 measurement. It is the amount of signal classes which
is larger, targeting specific bins of the STXS stage-1.2 scheme the analysis is sensitive
to. For the ggH process, there are eleven signal classes that are differentiated as shown
in Figure 5.3. Four signal classes are added based on the qqH process as depicted in
Figure 5.4. Figure 9.9 shows the confusion matrix for the µτ h channel and 20 different
output classes. In general, the NN is sensitive to the differences between the classes and
predicts the correct class with efficiencies that reach up to 80%. Further observations are
the following:

• Due to the finer granularity of the ggH process in the context of the STXS stage-
1.2 scheme, it is possible to better identify which event topologies get confused
with qqH and genuine τ (see also Figure 9.7). In case of mis-assignments to the
genuine τ class, the ggH events are coming from the 0-jet categories which makes
sense because at leading order both types of processes do not have extra jets (see
Figures 5.1a and 6.5a). The other misclassification happens for ggH events with at
least two jets and large invariant di-jet mass (mjj > 350 GeV). These events are
confused by the NN as qqH events with at least two jets and large mjj, i.e. VBF
event topologies. Again this is in line with the similar event topologies of the two
processes.

• A prominent misclassification that stands out of the general trend of good sensitiv-
ities to different classes, is the qqH process with less than two jets or mjj < 350 GeV
in events with at least two jets. This category is labeled as “no VBF topo.” in
Figure 5.4. Three ggH classes with at least two jets and mjj < 350 GeV catch about
60% of these events. As in the previous point, the similar event topologies can
explain these misclassifications. However, the opposite misclassification of ggH to
qqH, seems not to occur. An explanation for this observation is that the discussed
ggH classes are also split in the Higgs boson transverse momentum (pH

T). As such,
the NN assigns events compatible with a certain p

H
T rather to a more specific ggH

class than to the more inclusive qqH class.

• The classification performance among the background classes, in terms of percent-
ages of correctly assigned events (diagonal elements), is similar to the STXS stage-0
training (see Figure 9.7). Increased misclassification rates in case of STXS stage-1.2
are expected because the number of different classes has increased and so did the
variety of different topological signatures.

The POIs for the maximum likelihood fit vary the signal strengths individually in
different STXS stage-1.2 bins. In total, twelve POIs are introduced to the likelihood in
Equation (9.9), four for qqH bins and eight for ggH bins. This combination of some of the
STXS stage-1.2 bins as defined in [7] is summarized in Figures 5.3 and 5.4. As input to
the maximum likelihood fit, there are 234 one-dimensional histograms binned in the NN
output score. The total number accounts for individual histograms for each of the four
di-tau channels (eµ, eτ h, µτ h and τ hτ h) and the three years of data taking. Results of the
signal strength modifiers are shown in Figure 9.10 and are consistent between both, the
NN and the CB analysis approach. They are compatible with SM expectations everywhere
but in the 0-jet STXS stage-1.2 bins. Future combinations with other decay channels will
help shed light on the situation in this particular STXS bin.
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Figure 9.9: The confusion matrix for the µτ h channel using data from 2016–2018 is shown.
Classification is performed with an NN targeting the STXS stage-1.2 scheme, i.e. using 15
signal classes (see Figures 5.3 and 5.4). Note, that the class “qqH ≥ 2 Jet mjj[0, 350]”
comprises also those qqH events with less than two jets, labeled as “no VBF topo.” in
Figure 5.4. Furthermore, five background classes are defined in accordance with Table 9.1.
On the y-axis the predicted class is shown and the true class is displayed on the x-axis.
The values of the matrix are such that they are normalized to one in each column. This
means that each matrix entry gives the percentage of the true class that is assigned to the
particular predicted class. The figure is taken from [7].
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Figure 9.10: Results of the STXS stage-1.2 measurement are shown. They are presented as
signal strength modifiers (µ) with respect to the SM expectation. Results of the analysis
present in this thesis are labeled as NN. A reference analysis, using a cut-and-count based
event categorization obtains the results labeled as CB. The top row shows signal strength
modifiers for STXS stage-1.2 bins related to ggH production, the bottom row those related
to qqH production. In all cases, the total uncertainty is split into different sources as
explained in the main text. The plots are taken from [7].
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9.3 Beyond the SM Searches
Three more analyses with di-tau final states are presented in Sections 9.3.1 and 9.3.2.
All of them contain backgrounds arising from jet → τ h, which are estimated with the FF
method explained in Section 8.2. Differences to the FF’s used for the SM H → τ τ analysis
are discussed. However, further analysis related details are not covered and can be found
in the quoted references. Section 9.3.3 covers some preliminary results for the search of
light top squarks.

9.3.1 MSSM and NMSSM H → τ τ

The event categorization for the presented search for additional neutral Higgs bosons in
the MSSM follows a cut-and-count approach which is based on the published analysis using
2016 data only [187]. Four final states are considered, eµ, eτ h, µτ h and τ hτ h. Only the
channels with at least one τ h are discussed further. The categorization of those channels
is summarized in Figure 9.11. For semi-leptonic channels, four categories are defined each,
whereas for the fully hadronic channel only two categories are defined.

As final discriminant for the search of additional Higgs bosons, the total transverse
mass (mtot

T ) is used, i.e. histograms binned in mtot
T are used for signal inference. To

define mtot
T , first the definition of the transverse mass given in Equation (6.2) has to

be generalized. The transverse mass of two physics objects, o1 and o2, with transverse
momenta p(o1) and p(o2), respectively, is defined as

mT(p(o1), p(o2)) =
�

2|p(o1)| · |p(o2)| ·
�
1 − cos Δφ(p(o1), p(o2))

�
. (9.27)

With this definition, the correspondence

m
(�)
T,PUPPI = mT(p(�)

T , p
(miss)
T,PUPPI) , (9.28)

can be established and the definition of mtot
T can be formulated as

mtot
T =

��
mT(p(τ1)

T , p
(miss)
T,PUPPI)

�2
+

�
mT(p(τ2)

T , p
(miss)
T,PUPPI)

�2
+

�
mT(p(τ1)

T , p(τ2)
T )

�2
. (9.29)

The signal tau pair (τ1, τ2) varies between the particular final state, i.e. eµ, eτ h, µτ h and
τ hτ h.

For the search of additional Higgs bosons, the likelihood of Equation (9.9) takes the
following form

L(µsBSM ; θ) =
�
j

C(θj)
�

i

P
di,

 
sBSM

µsBSM · S
(sBSM)
i (θj) +

 
sSM

·S(sSM)
i (θj) +

 
b

B
(b)
i (θj)

 .

(9.30)
The SM Higgs boson processes (S(sSM)

i ), associated to h of the MSSM, are treated as back-
ground. Corresponding signal processes for S

(sSM)
i comprise ggH and qqH. The production

of a heavier neutral Higgs boson (φ = H, A) are dominated by the production mechanisms
ggφ and bbφ as discussed in Section 5.2 (see also Figure 5.5). Their contribution (S(sBSM)

i )
to the likelihood in Equation (9.30) is scaled with two POIs, µggφ and µbbφ, respectively.
Many nuisance parameters given by systematic uncertainties are in common with the SM
H → τ τ discussed in Section 9.2.2, where of course additional uncertainties related to the
BSM signals ggφ and bbφ need to be included [10].
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Figure 9.11: This figure represents the cut-based categorization used in the search for addi-
tional neutral Higgs bosons (φ = H, A) in the context of the MSSM. For the τ hτ h channel,
there are two categories defined, applying different selections on Nb-jet. For the semi-leptonic
channels, each Nb-jet category is further partitioned in two sub-categories in terms of selec-
tions on m

(�)
T,PUPPI. The ranges given for m

(�)
T,PUPPI are in units of GeV. Thus, four categories

exist for each semi-leptonic channel.

Concerning the modeling of jet → τ h, the FF method, described in Section 8.2, is
used. The only difference is that the closure correction as a function of the sub-leading
τ h transverse momentum in the τ hτ h channel is calculated inclusively in Njets (see Fig-
ure 8.25). As a consequence there is also just a single nuisance parameter related to this
correction. Other than that, the FF-related uncertainty model is identical as discussed in
Section 9.2.2 (see also Table 9.4).

Figure 9.12 shows mtot
T distributions of categories with significant contributions of

jet → τ h (shown in green). Since no excess compatible with a BSM signal is observed,
model-independent upper limits on the yield are derived in a next step. This kind of result
is obtained from the CLs method [233, 234, 235]. The method uses the profile likelihood
(qµ) as test statistic [236, 237]

qµ = −2 ln
 L(µ, θ̂)

L(µ̂, θ̂µ̂)

 , (9.31)

where L(µ, θ) is given by Equation (9.30). Values with a hat (ˆ) indicate the maximum
likelihood estimates of the corresponding parameters from the fit to the data. The index
µ in qµ indicates that the fit to the data has been carried out for a fixed value of µ. The
denominator in Equation (9.31) represents a global maximum of L(µ, θ), meaning that
the POI and the nuisance parameters are fit simultaneously to the data. The test statistic
in Equation (9.31) follows a certain sample distribution, f(qµ), which differs between
different hypotheses. One assumption is that there is no new signal, i.e. the signal
strength parameter is zero (µ = 0), which is denoted as f(qµ|0). The other hypothesis
is that there is a signal contributing to the observed data counts, i.e. µ > 0. The
corresponding probability density is denoted as f(qµ|µ). The value of CLs is then given
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Figure 9.12: Distributions of mtot
T using 2018 data are shown for different final states and

categories of the MSSM φ → τ τ analysis. Top, middle and bottom row correspond to eτ h,
µτ h and τ hτ h channel, respectively. For the semi-leptonic channels, only distributions with
Nb-jet = 0 are shown, where on the left the category with mT,PUPPI < 40 GeV and on the
right with mT,PUPPI ∈ [40, 70] GeV is displayed. For the fully hadronic channel, Nb-jet = 0
is shown on the bottom left and Nb-jet ≥ 1 on the bottom right. The signal processes (bbφ
and ggφ) are shown for mφ = 500 GeV, normalized to σ × BR(φ → τ τ ) = 1 pb, and are
added on top of the sum of background expectations. Gray uncertainty bands represent
the uncertainties after the maximum likelihood fit of µggφ and µbbφ. The figures are taken
from [10].
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Figure 9.13: Upper limits at 95% confidence level on σ × BR as a function of mφ using data
from 2016–2018 are shown. On the left the ggφ, and on the right the bbφ production
process is shown. Expected median values in the absence of signal are shown as dashed
lines, where this analysis is shown in black and the limits obtained by ATLAS are shown in
blue [186]. Green and yellow bands show the central 68% and 95% expected quantiles for
the upper limit (black dashed). Black dots show the observed limits, which are connected
by solid black lines. The figures are taken from [10].

as a ratio of p-values of the two probability densities

CLs = pµ

p0
=

∞�
qobs

f(qµ|µ)dµ

∞�
qobs

f(qµ|0)dµ
, (9.32)

where qobs denotes the value of the test statistic observed in data. Values that fall below
5%

CLs ≤ α = 0.05 (9.33)

exclude the signal hypothesis with a confidence level of 95% (1 − α).
For the model-independent result, only one signal strength parameter is left free float-

ing, while the other is fit to its most compatible value with data, i.e. µ in Equation (9.32)
is set either to µggφ or µbbφ. Results of upper limits for the respective cross-section times
branching ratio (σ × BR) for ggφ and bbφ are shown in Figure 9.13. Green and yellow
uncertainty bands represent the central 68% and 95% expected quantiles for the upper
limit5. The expected limits in Figure 9.13 are compared to published results of the same
search by the ATLAS Collaboration [186]. Both analyses show compatible results, whereby
the limits presented here are calculated over a larger range of heavy Higgs boson masses
(mφ). In addition, the expected limits for mφ ∈ [110, 700] GeV are stronger in the pre-
sented analysis. The data are also interpreted in a model-dependent way within the M125

h
benchmark scenario [59] mentioned in Section 2.3.1. Results of this interpretation can be
found directly in [10] or in the recent publication [9] and are not discussed further here.

In the search of additional Higgs bosons in the context of the NMSSM [8, 11], many
similarities to the SM H → τ τ and MSSM H → τ τ analysis exist. The signal process is
shown in Figure 5.6 and involves a pair of tau leptons and a pair of b quarks in the final

5The expected limit is obtained by using generated data, referred to as Asimov data [238]. The Asimov
data yield is defined as the expected yield corresponding to the sum all background processes.
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Figure 9.14: An event distribution as a function of the NN output score is displayed for the τ hτ h
channel and data from 2016–2018. All events contributing to this histogram are assigned by
the NN to the jet → τ h class. The masses of the signal Higgs bosons (see also Equation (5.9))
are mH = 500 GeV and mhS

= 110 GeV. Hence, all events shown here are classified by the
NN trained with the signal class including this specific mass point. The gray uncertainty
band represents all statistical and systematic uncertainties after the maximum likelihood
fit to the signal plus background hypothesis for mH = 500 GeV and mhS

= 110 GeV. The
figure is taken from [8].

state. Three channels of possible tau pairs are analyzed – eτ h, µτ h and τ hτ h. The NMSSM
analysis employs an event categorization using NNs like in case of the SM H → τ τ analysis
discussed in Section 9.2.1. One of the target classes is the jet → τ h class. The jet → τ h
background is modeled by the FF method as described in Section 8.2. A notable FF-related
change is the different definition of FF in terms of the required Djet conditions. For the
NMSSM analysis, the SR is defined for τ h’s that pass the medium threshold of Djet. The
AR is defined as all events that fail this medium threshold but pass the loosest threshold
of the Djet discriminant (vvvloose). Hence, the basic equation of the FF derivation (see
Equation (8.4)) is given by

FF = N (medium)

N (vvvloose ∧ ¬medium) . (9.34)

The signal classes are difficult to define in the NMSSM analysis because several signal
hypotheses are tested. The mass ranges according to Equation (5.10) are split in 420
mass points. It is unfeasible to define 420 signal classes and have a sensible NN training
with the amount of available simulated samples as explained in [11]. On the other hand,
training 420 NNs with one signal class each is computationally not achievable. A trade-
off is made and 68 signal categories are defined, where certain mass points are grouped
together. Each signal category is used as signal class for a separate NN training, i.e. there
are 68 NNs trained and each is specialized to separate background classes from one of the
68 signal classes.

An example of the NN output distribution is shown in Figure 9.14. A high purity
of jet → τ h events (shown in pink), accumulated in bins with a large NN output score,
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different NNs are used to obtain the results, which are trained for a specific signal class in
terms of (mH , mhS

). The figure is taken from [11].

is achieved as can be seen from the middle panel of Figure 9.14. Furthermore, a good
data modeling is observed. The specific NN used for classification includes the mass point
(mH , mhS

) = (500, 110) GeV as indicated in the caption of the figure. Following the same
CLs approach as for the MSSM analysis (see Equation (9.32)), upper limits on the cross
section times branching ratio can be set for different mass hypotheses. An example for
upper limits for the mass hypothesis mH = 800 GeV is show in Figure 9.15.

9.3.2 Leptoquark Search
The search for third generation LQs is introduced in Section 5.3 and looks into non-
resonant and resonant production of LQs (see also Figure 5.7). The event categorization
applied to look for the LQ-signal, is shown in Figure 9.16. For signal inference of non-
resonant production, the following discriminating variable is used

χ = exp (|Δη|)
Δη = η(τ 1) − η(τ 2) ,

(9.35)

where (τ1, τ2) refers to the signal tau pair. The angular variable (χ) has been extensively
used to probe the substructure of quarks in di-jet analyses, e.g. in [239, 240, 241, 242, 243].
For certain BSM, including LQs, models, isotropic event distributions are expected leading
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eτh μτh τhτh

Njet = 0 Njet ≥ 1

mvis [200,400]

mvis [400,600]

mvis [600,∞]

Nb−jet = 0 Nb−jet ≥ 1

Figure 9.16: This figure represents the cut-based categorization used in the search for third
generation LQs in the channels involving at least one τ h – eτ h, µτ h and τ hτ h. To look
for non-resonant LQ production (see Figure 5.7c), events are selected with Njets = 0 and
in different mvis categories. The values of the mvis ranges are given in GeV. Resonant
signal production (see Figures 5.7a and 5.7b), is expected to populate the categories with
Njets ≥ 1, whereby a further splitting according to Nb-jet is used. In total, five (filled boxes)
signal categories are defined.

to an accumulation of signal events at low values of χ compared to known SM processes.
Hence, this variable is well suited to look for LQs in di-tau events. For the resonant
production, the following variable is used [244]

SMET
T = p

(τ1)
T + p

(τ2)
T + p

(jet1)
T + p

(miss)
T , (9.36)

being the scalar sum of transverse momenta of both signal tau leptons (p(τ1)
T , p

(τ2)
T ), the

transverse momentum of the leading jet (p(jet1)
T ) and MET6.

The search in the channels involving at least one τ h, i.e. eτ h, µτ h and τ hτ h, follows
closely the selection and tau pair formation as described in Chapter 6. As for the presented
Higgs boson analyses, also this di-tau final states has contributions of jet → τ h processes
entering the search region. This type of background is estimated with the FF method
presented in Section 8.2. However, several adaptations compared to the Higgs boson
analyses are applied to the FF method to better align it with the LQ search. An obvious
adjustment involves the FF definition (see Equation (8.4)) which is given by

FF = N (medium)

N (vloose ∧ ¬medium) , (9.37)

which is synchronized with the definition of the SR of the LQ analysis requiring signal τ h’s
to pass the medium threshold of Djet. Furthermore, the definition of Njets differs in the
search for LQs, where only jets with transverse momentum above 50 GeV are considered

6In this analysis, PU effects are treated by the charged hadron subtraction method (see also Sec-
tion 3.5.9)
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(compare to Equation (6.6)). Therefore, FF are derived using this definition of Njets
leading to a migration of events to lower jet multiplicities with respect to the presented
Higgs boson analyses. In addition, only two Njets categories are used, Njets = 0 and
Njets ≥ 1, to target better the categorization scheme shown in Figure 9.16 and profit
from larger sample sizes for the derivation of the raw FF’s. For the raw F

(tt)
F , only a

single inclusive Njets category is used. The cut on ΔR(�,τ h), used to define two categories
in the derivation of F

(W+jets)
F , is set to 2 because it has been studied that this definition

improves the data modeling in the low χ region where the non-resonant signal is expected.
Lastly, due to the inclusion of large mvis values in the search for non-resonant production
(see Figure 9.16), all FF-related correction as a function of mvis are extended to cover
this region too. Figure 9.17 shows distributions for both discriminating variables, χ and
SMET

T , for all channels with at least one τ h and two selected signal categories. The
contribution from jet → τ h processes are shown in pink. By using these distributions in
a maximum likelihood fit, the signal strengths can be inferred and upper limits can be
derived according to Equation (9.32) on the production cross section times branching ratio
of different LQ signal models. This analysis is currently being prepared for publication by
the CMS Collaboration. Results, covering the non-resonant signal production of vector-like
LQs, however, are already publicly available in [9]

9.3.3 Light Top Squarks
In this section, region histograms like the one shown in Figure 7.2 are used in a profile
likelihood approach to determine expected upper limits on the cross section of top squark
pair production. The branching ratio of top squarks to the studied four-body final state
("t1 → "χ0

1bff̄ 
) is assumed to be 100%. Region histograms are filled with different signal
mass points. The goal is to see if a gain in sensitivity can be achieved by employing the
finer region splitting shown in Figure 7.1 compared to the published results [206]. The
publication uses only three m

(�)
T regions, merging region “c” and “d” together. In addition

the “VH” SR is merged with the respective CR. Thus, in the publication in total 54 regions
are defined. Before discussing the results, a brief overview of the considered systematic
uncertainties is given.

Systematic Uncertainties

The normalization of the main background processes, being W+jets and tt (see Fig-
ure 7.2), in each SR is obtained from the corresponding CR in the following way. Inside
each CR the sum of W+jets and tt is scaled to match the data yield after all contributions
other than W+jets and tt, expected from MC simulation, are subtracted from observed
data. The obtained scale factors are then applied to the MC yields of W+jets and tt in
each corresponding SR, e.g. the scale factor from CR1aX is applied to all SR1aX(VL-VH)
(see Figure 7.1). The combined yield of W+jets and tt processes is scaled with values
in the range [0.9, 1.2]. Uncertainties of the measured scale factors are included in the
uncertainty model and are treated as nuisance parameters.

Systematic uncertainties due to the correction of ISR-related quantities (see
Section 7.4) are included for W+jets and tt processes. Their respective magnitude is
in the order of 15% for W+jets events and 5 to 10% for tt events. Furthermore, jet
energy and resolution corrections (see Section 6.5.3) uncertainties are treated with
separate nuisance parameters. The estimated uncertainty for background samples due to
jet energy and resolution corrections is in the range of 1–2%. Lepton and b-tag scale
factor uncertainties are also included to the uncertainty model, both being in the order
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Figure 9.17: Shown are distributions of χ and SMET
T . From top to bottom, the eτ h, µτ h and

τ hτ h channel using 2018 data are shown. On the left, the category with mvis ∈ [400, 600] GeV
is shown. The right side depicts distributions of the category with Nb-jet = 0. The dashed
uncertainty bands represent the statistical background and systematic uncertainties before
maximum likelihood fit. In the lower panel, the ratio of data to expected yield is shown.

197



300 400 500 600 700 800

 (GeV)t~m

10

20

30

40

50

60

70

80

90

100
) [

G
eV

]
10 χ∼ ,t~

m
(

Δ

1−10

1

10

210
 (13 TeV)-135.9 fbCMS  Work in progress 

 NLO+NLL excl.
1

0χ∼ b f f' → t~, t~ t~ →pp 
 JHEP 09 (2018) 065expσ 1 ±Expected 

expσ 1 ±Expected 

95
%

 C
L 

up
pe

r l
im

it 
on

 c
ro

ss
 s

ec
tio

n 
(p

b)

Figure 9.18: Expected exclusion limits at 95% confidence level are shown for stops in four-
body decays. The BR to the four-body final state is set to be 100%. The color map shows
the expected cross section limit. Expected limits are compared to published results in [206]
which use a more granular region splitting than presented in this thesis.

of 1%. Lastly, limited sample sizes of simulated background contributions are the source
of nuisance parameters obtained by the Barlow-Beeston approach [231].

Expected Stop Mass Limits

Upper limits on the top squark production cross section are obtained using the CLs
method and using asymptotic formulas [238]. In the limit calculation, observed data are
replaced according to the expectation from simulation. The expected upper limit on the
production cross section at 95% confidence level is shown as a colored map in Figure 9.18.
Central ticker lines in Figure 9.18 represent excluded masses at 95% confidence level
under the background-only hypothesis. Thinner lines indicate the region where 68%
of the distribution of limits is contained. In blue, the expected limits are shown for the
published analysis and in red for the presented analysis in this thesis. The further splitting
in m

(�)
T and pT regions translates to stronger exclusion limits. For all mass splittings, it is

expected that stop masses with 20 to 50 GeV higher values can be excluded. This result
is also encouraging in the light of extending the analysis to full Run2 collision data.

Data-Driven Background Estimation

Ultimately, the expected limit shown in Figure 9.18 should be recalculated using the FF
method presented in Section 8.3. Since the FF derived in this section use a DR quite
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different in terms of the applied trigger logic (compare Equation (7.2) with Table 8.2), it
is important to find a way to quantify potential biases introduced. One possibility is to
measure closure corrections in a validation region enriched in misidentified leptons closer
to the SR. A good candidate of such a region is given by inverting the anti-QCD cut in
Table 7.2. Obtained non-closures can then be used as systematic uncertainties in the
application of FF in the analysis. The FF application follows then Equation (8.57)

N
(SR-like)
pred =

 
�∈AR

FF(") −  
i∈prompt

FF(i) , (9.38)

i.e. subtract extrapolated contributions from prompt leptons to the SR from those ob-
tained by extrapolating the observed data.
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Chapter 10

Conclusion and Outlook

The discovery of the Higgs boson a decade ago marks the beginning of a rich physics
program followed by CMS and other experiments. During Run2, in the years 2016–2018,
an unprecedented amount of proton-proton collision data, corresponding to an integrated
luminosity of 137 fb−1, has been collected by the CMS experiment. Analyzing these data
allowed discovering rare decays of the Higgs boson like its decay into a pair of tau leptons,
H → τ τ . The H → τ τ decay is an interesting process because it allows testing the
Yukawa-type coupling of the Higgs boson to fermions. As demonstrated in this thesis,
studying the H → τ τ decay has moved from discovery to precision measurements during
Run2. Precision measurements are presented in up to twelve kinematic regions defined in
the context of the STXS scheme. The presented results are entering combinations of other
Higgs boson decay channels as well as combinations between CMS and ATLAS results.
These combined measurements will provide the ultimate sensitivity on the measurement
of the Higgs boson couplings to fermions and bosons after Run2.

Special ingredients to the presented SM H → τ τ analysis are the use of data-driven
background estimation methods and the implementation of modern machine learning
tools for event classification. More specifically, up to 95% of all background contributions
are estimated from data, picking up the actual beam and detector run conditions which
otherwise need to be corrected for in simulated collision events. As such, the FF method
presented in this thesis plays a key role. It estimates contributions from quark- or gluon-
initiated jets that are misidentified as hadronically decaying tau leptons, jet → τ h. Hence,
the FF method is used in the eτ h, µτ h and τ hτ h final states of the H → τ τ decay. It is
worth highlighting that the τ hτ h channel is the most sensitive channel of the H → τ τ
analysis, with the dominant background contribution coming from jet → τ h events.

Using data from the AR as well as τ -embedded events, improved the classification
performance of the NN compared to previous versions of the SM H → τ τ analysis. To
gain trust in the NN-based event classification, a thorough validation based on more than
one thousand saturated goodness-of-fit tests has been carried out [7, 12]. However, it
remains an open field of study to what extent machine learning based analysis techniques
affect the reliability of statistical inference. As such, one interesting aspect is the inclusion
of systematic uncertainties in the training of NNs [245], a topic relevant for measurements
that are already dominated by systematic uncertainties and will thus not benefit from
acquiring more collision data. An example of a measurement which is dominated by
systematic uncertainties is the ggH signal strength modifier of the SM H → τ τ analysis,
for which a value of

µggH = 0.67+0.08
−0.08(stat.)+0.14

−0.14(syst.)+0.10
−0.07(theo.)+0.05

−0.05(bbb)

is measured. The measurement of the signal strength modifier of Higgs boson production
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via vector boson fusion, however, is still dominated by statistical uncertainties. For the
qqH signal strength modifier of the SM H → τ τ analysis, a value of

µqqH = 0.81+0.14
−0.13(stat.)+0.06

−0.06(syst.)+0.05
−0.05(theo.)+0.06

−0.06(bbb)

is measured. For the inclusive signal strength modifier, a value of

µincl = 0.82+0.06
−0.06(stat.)+0.06

−0.06(syst.)+0.05
−0.04(theo.)+0.03

−0.03(bbb)

is obtained. A previous analysis published by the CMS Collaboration [174] measures

µincl = 1.09+0.15
−0.15(stat.)+0.16

−0.15(syst.)+0.10
−0.08(theo.)+0.13

−0.12(bbb) .

A clear reduction of uncertainties across all different sources can be observed in the pre-
sented analysis which uses collision data from 2016 to 2018, compared to this previous
result. A major step in reducing systematic uncertainties consists in the transition to data-
driven background estimation techniques presented in this thesis, i.e. the τ -embedding
technique and the FF method, which are not used in [174]. While systematic uncertain-
ties related to contributions from jet → τ h events range up to 15–20% in case of the
analysis [174], it is shown in this thesis that the systematic variations of different FF
components reach at most 10%.

In this thesis not only the application of the FF method to the SM H → τ τ analysis
is showcased, but also its usage in the search of new BSM particles. Adaptations of
the method are needed to align it with the respective analysis strategies in the searches
of extra heavy Higgs bosons or third generation LQs and are discussed in this thesis.
These alignments include the definition of the FF itself, choosing the same identification
condition as used for the SR of the respective analysis for the numerator of the FF.
Further adaptations concern the range of variables and definition of different categories
that best match the implemented event categorization. Checking that contributions from
misidentified quark- or gluon-initiated jets are well modeled in distributions of the variable
used for the final statistical inference, is an important step in validating the FF method.
The working principles behind the FF method are general and can be adopted also to
estimate contributions from quark- or gluon-initiated jets that are misidentified as muons
or electrons, which is also illustrated in the presented search for light top squarks. The
development of the FF method for the search of light top squarks is, however, still in
progress and certainly needs to be studied and tested in more detail.

Advances of identification algorithms, such as for example the DeepTau classifier,
decrease the probability of quark- or gluon-initiated jets being misidentified as τ h or light
leptons. This implies however, that extremely large amounts of simulated events would be
needed to precisely describe such contributions. Detector simulations alone consume 40%
of all computation resources of CMS [246]. Using the data-driven FF method circumvents
the dependence on a large number of simulated events and benefits from the substantial
amount of data collected during Run2. With the upcoming data-taking periods of the
LHC, data-driven methods can benefit even more from the amount of recorded collision
data, which is expected to reach 300 fb−1 by the end of 2030 and 3000 fb−1 by the end of
2036 [247].

Challenges of the FF method lie in correctly assessing systematic uncertainties because
individual fake factors are measured in different kinematic regions, all differing from the
region where they are applied. Furthermore, it is very important to study the composition
of misidentified objects in each analysis because fake factors depend on the jet flavor, i.e.
whether a light-quark, heavy-quark or gluon-initiated jet is misidentified. Also in this area,
machine learning techniques could help to identify for example better suited regions for
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the fake factor measurement, being more enriched in the desired misidentified impostor.
Another example is the parametrization of the fractions used in the FF method of the
di-tau analyses, which could be addressed by means of an underlying machine learning
model.
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Appendix A

Fake Factors for the LQ Search

In this section, all FF’s and their corrections are presented using the definition of Equa-
tion (9.37). They are used to estimate the jet → τ h background in the search for third
generation LQs presented in Section 9.3.2. In order to ease the navigation, Table A.1
summarizes the organization of the plots.

year channel F
(W+jets)
F F

(QCD)
F F

(tt)
F FF corrections

20
16

eτ h Fig. A.1 Fig. A.3 Fig. A.4 Fig. A.6
µτ h Fig. A.2 Fig. A.7
τ hτ h – Fig. A.5 – Fig. A.8

20
17

eτ h Fig. A.9 Fig. A.11 Fig. A.12 Fig. A.14
µτ h Fig. A.10 Fig. A.15
τ hτ h – Fig. A.13 – Fig. A.16

20
18

eτ h Fig. A.17 Fig. A.19 Fig. A.20 Fig. A.22
µτ h Fig. A.18 Fig. A.23
τ hτ h – Fig. A.21 – Fig. A.24

Table A.1: This is a summary table linking all figures of raw FF’s and their corrections. Fake
factors are derived according to Equation (9.37).
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Figure A.1: The quantity F
(W+jets)
F as a function of p

(τ h)
T is shown for the eτ h channel using

2016 data. Top and bottom display the two Njets categories – Njets = 0, Njets ≥ 1, respec-
tively. On the left, the ΔR(�,τ h) < 2 category is shown and on the right the ΔR(�,τ h) ≥ 2
category. The FF parametrization is shown as a solid line. It consists of a linear fit which
is truncated at high p

(τ h)
T and replaced by a constant. Red uncertainty bands represent the

results coming from the analytic fit. In the analysis, the solid black line is used together with
its associated uncertainty band shown in yellow. The yellow uncertainty band is obtained
by a resampling technique as explained in Section 8.2.1.
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Figure A.2: The quantity F
(W+jets)
F as a function of p

(τ h)
T is shown for the µτ h channel using

2016 data. Top and bottom display the two Njets categories – Njets = 0, Njets ≥ 1, respec-
tively. On the left, the ΔR(�,τ h) < 2 category is shown and on the right the ΔR(�,τ h) ≥ 2
category. The FF parametrization is shown as a solid line. It consists of a linear fit which
is truncated at high p

(τ h)
T and replaced by a constant. Red uncertainty bands represent the

results coming from the analytic fit. In the analysis, the solid black line is used together with
its associated uncertainty band shown in yellow. The yellow uncertainty band is obtained
by a resampling technique as explained in Section 8.2.1.
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Figure A.3: The quantity F
(QCD)
F as a function of p

(τ h)
T is shown using 2016 data. On the

left, distributions for the eτ h channel are displayed and corresponding distributions for the
µτ h channel are displayed on the right. Top and bottom display the two Njets categories
– Njets = 0, Njets ≥ 1, respectively. The FF parametrization is shown as a solid line. It
consists of a linear fit which is truncated at high p

(τ h)
T and replaced by a constant. Red

uncertainty bands represent the results coming from the analytic fit. In the analysis, the
solid line is used together with its associated uncertainty band shown in yellow. The yellow
uncertainty band is obtained by a resampling technique as explained in Section 8.2.1.
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Figure A.4: The quantity F
(tt)
F as a function of p

(τ h)
T is shown using simulated events from

the 2016 data-taking period. On the left, the distribution for the eτ h channel is displayed
and the corresponding distribution for the µτ h channel is displayed on the right. The
measurement of F

(tt)
F is inclusive in Njets. The FF parametrization is shown as a solid line.

It consists of a linear fit which is truncated at high p
(τ h)
T and replaced by a constant. Red

uncertainty bands represent the results coming from the analytic fit. In the analysis, the
solid line is used together with its associated uncertainty band shown in yellow. The yellow
uncertainty band is obtained by a resampling technique as explained in Section 8.2.1.
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Figure A.5: The quantity F
(QCD)
F as a function of p

(τ1)
T is shown for the τ hτ h channel using 2016

data. Left and right display the two Njets categories – Njets = 0, Njets ≥ 1, respectively. The
FF parametrization is shown as a solid line. It consists of a third order polynomal fit which
is truncated at high p

(τ1)
T and replaced by a constant. Red uncertainty bands represent the

results coming from the analytic fit. In the analysis, the solid black line is used together with
its associated uncertainty band shown in yellow. The yellow uncertainty band is obtained
by a resampling technique as explained in Section 8.2.1.

212



 (GeV)(e)

T
p

30 40 50 60 70 80 90 100 110 120

(W
+j

et
s)

da
ta

C

0.5

1

1.5

2
CMS

 hτe

Measured

curve
Smoothed

 (2016, 13 TeV)-135.87 fb

Work in progress

 (GeV)vism
0 200 400 600 800 1000

(W
+j

et
s)

M
C

B

0.5

1

1.5

2
CMS

 hτe

Measured

curve
Smoothed

Work in progress
Simulation

 (GeV)(e)

T
p

30 40 50 60 70 80 90 100 110 120

(Q
C

D
)

da
ta

C

0.5

1

1.5

2
CMS

 hτe

Measured

curve
Smoothed

 (2016, 13 TeV)-135.87 fb

Work in progress

(e)
relI

0 0.05 0.1 0.15 0.2 0.25 0.3

(Q
C

D
)

da
ta

B

0.5

1

1.5

2
CMS

 hτe

Measured

curve
Smoothed

 (2016, 13 TeV)-135.87 fb

Work in progress

 (GeV)vism
0 200 400 600 800 1000

(Q
C

D
)

O
S

→
da

ta
,S

S
B

0.5

1

1.5

2
CMS

 hτe

Measured

curve
Smoothed

 (2016, 13 TeV)-135.87 fb

Work in progress

 (GeV)vism
0 200 400 600 800 1000

)t
(t M

C
C

0.5

1

1.5

2
CMS

 hτe

Measured

curve
Smoothed

Work in progress
Simulation

Figure A.6: Shown are all the FF-related corrections in the eτ h channel using 2016 data. From
top to bottom, the correction applied to the raw F

(W+jets)
F , F

(QCD)
F and F

(tt)
F are displayed,

respectively. On the left, closure corrections are shown, and in the middle and right column
the bias corrections. Each correction measurement is smoothed with a Gaussian kernel
of variable width and the resulting smoothed curve is used later in the FF application.
The uncertainty band is obtained by fluctuating the measurement points and repeating the
smoothing on the generated toy data.
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Figure A.7: Shown are all the FF-related corrections in the µτ h channel using 2016 data. From
top to bottom, the correction applied to the raw F

(W+jets)
F , F

(QCD)
F and F

(tt)
F are displayed,

respectively. On the left, closure corrections are shown, and in the middle and right column
the bias corrections. Each correction measurement is smoothed with a Gaussian kernel
of variable width and the resulting smoothed curve is used later in the FF application.
The uncertainty band is obtained by fluctuating the measurement points and repeating the
smoothing on the generated toy data.
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Figure A.8: Shown are all the FF-related corrections in the τ hτ h channel using 2016 data.
From left to right, the two closure corrections are displayed first and then the bias correction.
Each correction measurement is smoothed with a Gaussian kernel of variable width and
the resulting smoothed curve is used later in the FF application. The uncertainty band
is obtained by fluctuating the measurement points and repeating the smoothing on the
generated toy data.
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Figure A.9: The quantity F
(W+jets)
F as a function of p

(τ h)
T is shown for the eτ h channel using

2017 data. Top and bottom display the two Njets categories – Njets = 0, Njets ≥ 1, respec-
tively. On the left, the ΔR(�,τ h) < 2 category is shown and on the right the ΔR(�,τ h) ≥ 2
category. The FF parametrization is shown as a solid line. It consists of a linear fit which
is truncated at high p

(τ h)
T and replaced by a constant. Red uncertainty bands represent the

results coming from the analytic fit. In the analysis, the solid black line is used together with
its associated uncertainty band shown in yellow. The yellow uncertainty band is obtained
by a resampling technique as explained in Section 8.2.1.
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Figure A.10: The quantity F
(W+jets)
F as a function of p

(τ h)
T is shown for the µτ h channel

using 2017 data. Top and bottom display the two Njets categories – Njets = 0, Njets ≥ 1,
respectively. On the left, the ΔR(�,τ h) < 2 category is shown and on the right the ΔR(�,τ h) ≥
2 category. The FF parametrization is shown as a solid line. It consists of a linear fit which
is truncated at high p

(τ h)
T and replaced by a constant. Red uncertainty bands represent the

results coming from the analytic fit. In the analysis, the solid black line is used together with
its associated uncertainty band shown in yellow. The yellow uncertainty band is obtained
by a resampling technique as explained in Section 8.2.1.
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Figure A.11: The quantity F
(QCD)
F as a function of p

(τ h)
T is shown using 2017 data. On the

left, distributions for the eτ h channel are displayed and corresponding distributions for the
µτ h channel are displayed on the right. Top and bottom display the two Njets categories
– Njets = 0, Njets ≥ 1, respectively. The FF parametrization is shown as a solid line. It
consists of a linear fit which is truncated at high p

(τ h)
T and replaced by a constant. Red

uncertainty bands represent the results coming from the analytic fit. In the analysis, the
solid line is used together with its associated uncertainty band shown in yellow. The yellow
uncertainty band is obtained by a resampling technique as explained in Section 8.2.1.
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Figure A.12: The quantity F
(tt)
F as a function of p

(τ h)
T is shown using simulated events from

the 2017 data-taking period. On the left, the distribution for the eτ h channel is displayed
and the corresponding distribution for the µτ h channel is displayed on the right. The
measurement of F

(tt)
F is inclusive in Njets. The FF parametrization is shown as a solid line.

It consists of a linear fit which is truncated at high p
(τ h)
T and replaced by a constant. Red

uncertainty bands represent the results coming from the analytic fit. In the analysis, the
solid line is used together with its associated uncertainty band shown in yellow. The yellow
uncertainty band is obtained by a resampling technique as explained in Section 8.2.1.
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Figure A.13: The quantity F
(QCD)
F as a function of p

(τ1)
T is shown for the τ hτ h channel using

2017 data. Left and right display the two Njets categories – Njets = 0, Njets ≥ 1, respectively.
The FF parametrization is shown as a solid line. It consists of a third order polynomal
fit which is truncated at high p

(τ1)
T and replaced by a constant. Red uncertainty bands

represent the results coming from the analytic fit. In the analysis, the solid black line is
used together with its associated uncertainty band shown in yellow. The yellow uncertainty
band is obtained by a resampling technique as explained in Section 8.2.1.
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Figure A.14: Shown are all the FF-related corrections in the eτ h channel using 2017 data. From
top to bottom, the correction applied to the raw F

(W+jets)
F , F

(QCD)
F and F

(tt)
F are displayed,

respectively. On the left, closure corrections are shown, and in the middle and right column
the bias corrections. Each correction measurement is smoothed with a Gaussian kernel
of variable width and the resulting smoothed curve is used later in the FF application.
The uncertainty band is obtained by fluctuating the measurement points and repeating the
smoothing on the generated toy data.
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Figure A.15: Shown are all the FF-related corrections in the µτ h channel using 2017 data.
From top to bottom, the correction applied to the raw F

(W+jets)
F , F

(QCD)
F and F

(tt)
F are dis-

played, respectively. On the left, closure corrections are shown, and in the middle and right
column the bias corrections. Each correction measurement is smoothed with a Gaussian ker-
nel of variable width and the resulting smoothed curve is used later in the FF application.
The uncertainty band is obtained by fluctuating the measurement points and repeating the
smoothing on the generated toy data.
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Figure A.16: Shown are all the FF-related corrections in the τ hτ h channel using 2017 data.
From left to right, the two closure corrections are displayed first and then the bias correction.
Each correction measurement is smoothed with a Gaussian kernel of variable width and
the resulting smoothed curve is used later in the FF application. The uncertainty band
is obtained by fluctuating the measurement points and repeating the smoothing on the
generated toy data.
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Figure A.17: The quantity F
(W+jets)
F as a function of p

(τ h)
T is shown for the eτ h channel

using 2018 data. Top and bottom display the two Njets categories – Njets = 0, Njets ≥ 1,
respectively. On the left, the ΔR(�,τ h) < 2 category is shown and on the right the ΔR(�,τ h) ≥
2 category. The FF parametrization is shown as a solid line. It consists of a linear fit which
is truncated at high p

(τ h)
T and replaced by a constant. Red uncertainty bands represent the

results coming from the analytic fit. In the analysis, the solid black line is used together with
its associated uncertainty band shown in yellow. The yellow uncertainty band is obtained
by a resampling technique as explained in Section 8.2.1.
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Figure A.18: The quantity F
(W+jets)
F as a function of p

(τ h)
T is shown for the µτ h channel

using 2018 data. Top and bottom display the two Njets categories – Njets = 0, Njets ≥ 1,
respectively. On the left, the ΔR(�,τ h) < 2 category is shown and on the right the ΔR(�,τ h) ≥
2 category. The FF parametrization is shown as a solid line. It consists of a linear fit which
is truncated at high p

(τ h)
T and replaced by a constant. Red uncertainty bands represent the

results coming from the analytic fit. In the analysis, the solid black line is used together with
its associated uncertainty band shown in yellow. The yellow uncertainty band is obtained
by a resampling technique as explained in Section 8.2.1.
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Figure A.19: The quantity F
(QCD)
F as a function of p

(τ h)
T is shown using 2018 data. On the

left, distributions for the eτ h channel are displayed and corresponding distributions for the
µτ h channel are displayed on the right. Top and bottom display the two Njets categories
– Njets = 0, Njets ≥ 1, respectively. The FF parametrization is shown as a solid line. It
consists of a linear fit which is truncated at high p

(τ h)
T and replaced by a constant. Red

uncertainty bands represent the results coming from the analytic fit. In the analysis, the
solid line is used together with its associated uncertainty band shown in yellow. The yellow
uncertainty band is obtained by a resampling technique as explained in Section 8.2.1.
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Figure A.20: The quantity F
(tt)
F as a function of p

(τ h)
T is shown using simulated events from

the 2018 data-taking period. On the left, the distribution for the eτ h channel is displayed
and the corresponding distribution for the µτ h channel is displayed on the right. The
measurement of F

(tt)
F is inclusive in Njets. The FF parametrization is shown as a solid line.

It consists of a linear fit which is truncated at high p
(τ h)
T and replaced by a constant. Red

uncertainty bands represent the results coming from the analytic fit. In the analysis, the
solid line is used together with its associated uncertainty band shown in yellow. The yellow
uncertainty band is obtained by a resampling technique as explained in Section 8.2.1.
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Figure A.21: The quantity F
(QCD)
F as a function of p

(τ1)
T is shown for the τ hτ h channel using

2018 data. Left and right display the two Njets categories – Njets = 0, Njets ≥ 1, respectively.
The FF parametrization is shown as a solid line. It consists of a third order polynomal
fit which is truncated at high p

(τ1)
T and replaced by a constant. Red uncertainty bands

represent the results coming from the analytic fit. In the analysis, the solid black line is
used together with its associated uncertainty band shown in yellow. The yellow uncertainty
band is obtained by a resampling technique as explained in Section 8.2.1.
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Figure A.22: Shown are all the FF-related corrections in the eτ h channel using 2018 data. From
top to bottom, the correction applied to the raw F

(W+jets)
F , F

(QCD)
F and F

(tt)
F are displayed,

respectively. On the left, closure corrections are shown, and in the middle and right column
the bias corrections. Each correction measurement is smoothed with a Gaussian kernel
of variable width and the resulting smoothed curve is used later in the FF application.
The uncertainty band is obtained by fluctuating the measurement points and repeating the
smoothing on the generated toy data.
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Figure A.23: Shown are all the FF-related corrections in the µτ h channel using 2018 data.
From top to bottom, the correction applied to the raw F

(W+jets)
F , F

(QCD)
F and F

(tt)
F are dis-

played, respectively. On the left, closure corrections are shown, and in the middle and right
column the bias corrections. Each correction measurement is smoothed with a Gaussian ker-
nel of variable width and the resulting smoothed curve is used later in the FF application.
The uncertainty band is obtained by fluctuating the measurement points and repeating the
smoothing on the generated toy data.
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Figure A.24: Shown are all the FF-related corrections in the τ hτ h channel using 2018 data.
From left to right, the two closure corrections are displayed first and then the bias correction.
Each correction measurement is smoothed with a Gaussian kernel of variable width and
the resulting smoothed curve is used later in the FF application. The uncertainty band
is obtained by fluctuating the measurement points and repeating the smoothing on the
generated toy data.
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Appendix B

Extra Material for the SM H → τ τ
Analysis

230



0

5

10

15

20

25

310×

  
ev

en
ts

N

CMS
Work in progress

 (13 TeV)-1137.2 fbhτ →, jet hτe

0 0.2 0.4 0.6 0.8 1

NN score

1

1.2

R
at

io

 embeddedτ τ→Jet Other Bkg.

Bkg. unc. Observed

Observed Bkg. unc.

0

10

20

30

40

50

310×

  
ev

en
ts

N

CMS
Work in progress

 (13 TeV)-1137.2 fbhτ →, jet 
h

τµ

0 0.2 0.4 0.6 0.8 1

NN score

1

1.2

R
at

io

 embeddedτ τ→Jet Other Bkg.

Bkg. unc. Observed

Observed Bkg. unc.

0

20

40

60

80

310×

  
ev

en
ts

N

CMS
Work in progress

 (13 TeV)-1137.2 fbhτ →, jet hτhτ

0 0.2 0.4 0.6 0.8 1

NN score

1

1.2

R
at

io

 embeddedτ τ→Jet Other Bkg.

Bkg. unc. Observed

Observed Bkg. unc.

Figure B.1: Event distributions are shown for the eτ h, µτ h and τ hτ h channel. Only events
assigned to the jet → τ h class are shown here as indicated in the title of each plot. Contribu-
tions from true jet → τ h processes are shown in green and dominate especially in bins with a
large NN output score. Note that even thought the first bin of each histogram extends down
to zero, the lower bound of the NN output for classification is given by the values quoted
in Equation (9.25). Uncertainties referred to as “Bkg. unc.” comprise the full uncertainty
model as presented in Section 9.2.2 after the maximum likelihood fit. The same plots before
the maximum likelihood fit are given in Figure 9.6. The figures are taken from [12].
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Appendix C

Fake Factors for the SM H → τ τ
Analysis

In this section, raw FF’s and their corrections are presented using the definition of Equa-
tion (8.4). They are used to estimate the jet → τ h background in the SM H → τ τ analysis,
presented in Section 9.2. Control plots from DRW+jets and DRQCD are also shown. In
order to ease the navigation, Table C.1 summarizes the organization of the plots. Only
plots for the 2016 and 2017 years of data taking are shown because plots from 2018 can
be found throughout Section 8.2.

year channel DRW+jets F
(W+jets)
F DRQCD F

(QCD)
F F

(tt)
F FF corrections

20
16

eτ h Fig. C.1 Fig. C.2 Fig. C.4 Fig. C.5 Fig. C.6 Fig. C.9
µτ h Fig. C.3 Fig. C.10
τ hτ h – – Fig. C.7 Fig. C.8 – Fig. C.11

20
17

eτ h Fig. C.12 Fig. C.13 Fig. C.15 Fig. C.16 Fig. C.17 Fig. C.20
µτ h Fig. C.14 Fig. C.21
τ hτ h – – Fig. C.18 Fig. C.19 – Fig. C.22

Table C.1: This is a summary table linking all figures of control plots, raw FF’s and their
corrections. Fake factors are derived according to Equation (8.4).
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Figure C.1: p
(τ h)
T distributions inside DRW+jets for the 2016 data-taking period are shown.

The top row shows distributions for the eτ h channel and the bottom row for the µτ h
channel. On the left the SR-like part of DRW+jets is shown and on the right the AR-
like part. In all plots the W+jets process is at the top of the stacked histograms. It is
the dominating process, while all other processes combined make up a few percent of the
total yield. The QCD multijet estimate is taken from a SS region as detailed in the text.
Processes labeled as Z/tt/V V (ττ) are estimated by the τ -embedding technique. The ratio
is calculated as observed over predicted (sum of all filled histogram). The error bars in the
ratio plot represent the uncertainty on the observed contribution and the gray band reflects
the uncertainty on the predicted contribution. Only statistical uncertainties are shown here.

233



 (GeV))hτ(
T

p
30 40 50 100 200 300

(W
+j

et
s)

FF

0.05

0.1

0.15

0.2

0.25

0.3

0.35

0.4

0.45

0.5
Measured

 flattening
T

high-p
Resampling method

 = 4.19 / 6dof / N2χ
Analytic fit (68% CL)

 < 3
)hτ(l,

RΔ = 0  ,  
jet

  ,  Nhτe  (2016, 13 TeV)-135.87 fb

CMS
Work in progress

 (GeV))hτ(
T

p
30 40 50 100 200 300

(W
+j

et
s)

FF

0.05

0.1

0.15

0.2

0.25

0.3

0.35

0.4

0.45

0.5
Measured

 flattening
T

high-p
Resampling method

 = 2.29 / 6dof / N2χ
Analytic fit (68% CL)

 < 3
)hτ(l,

RΔ = 1  ,  
jet

  ,  Nhτe  (2016, 13 TeV)-135.87 fb

CMS
Work in progress

 (GeV))hτ(
T

p
30 40 50 100 200 300

(W
+j

et
s)

FF

0.05

0.1

0.15

0.2

0.25

0.3

0.35

0.4

0.45

0.5
Measured

 flattening
T

high-p
Resampling method

 = 2.44 / 6dof / N2χ
Analytic fit (68% CL)

 < 3
)hτ(l,

RΔ 2  ,  ≥ 
jet

  ,  Nhτe  (2016, 13 TeV)-135.87 fb

CMS
Work in progress

 (GeV))hτ(
T

p
30 40 50 100 200 300

(W
+j

et
s)

FF

0.05

0.1

0.15

0.2

0.25

0.3

0.35

0.4

0.45

0.5
Measured

 flattening
T

high-p
Resampling method

 = 3.63 / 6dof / N2χ
Analytic fit (68% CL)

 3≥ 
)hτ(l,

RΔ = 0  ,  
jet

  ,  Nhτe  (2016, 13 TeV)-135.87 fb

CMS
Work in progress

 (GeV))hτ(
T

p
30 40 50 100 200 300

(W
+j

et
s)

FF

0.05

0.1

0.15

0.2

0.25

0.3

0.35

0.4

0.45

0.5
Measured

 flattening
T

high-p
Resampling method

 = 4.15 / 6dof / N2χ
Analytic fit (68% CL)

 3≥ 
)hτ(l,

RΔ = 1  ,  
jet

  ,  Nhτe  (2016, 13 TeV)-135.87 fb

CMS
Work in progress

 (GeV))hτ(
T

p
30 40 50 100 200 300

(W
+j

et
s)

FF

0.05

0.1

0.15

0.2

0.25

0.3

0.35

0.4

0.45

0.5
Measured

 flattening
T

high-p
Resampling method

 = 4.15 / 6dof / N2χ
Analytic fit (68% CL)

 3≥ 
)hτ(l,

RΔ 2  ,  ≥ 
jet

  ,  Nhτe  (2016, 13 TeV)-135.87 fb

CMS
Work in progress

Figure C.2: The quantity F
(W+jets)
F as a function of p

(τ h)
T is shown for the eτ h channel us-

ing 2016 data. Top and bottom display the two ΔR(�,τ h) categories – ΔR(�,τ h) < 3 and
ΔR(�,τ h) ≥ 3, respectively. From left to right, the three Njets categories are displayed –
Njets = 0, Njets = 1 and Njets ≥ 2, respectively. The FF parametrization is shown as a
solid line. It consists of a linear fit which is truncated at high p

(τ h)
T and replaced by a

constant. Red uncertainty bands represent the results coming from the analytic fit. In the
analysis, the solid black line is used together with its associated uncertainty band shown in
yellow. The yellow uncertainty band is obtained by a resampling technique as explained in
Section 8.2.1.
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Figure C.3: The quantity F
(W+jets)
F as a function of p

(τ h)
T is shown for the µτ h channel us-

ing 2016 data. Top and bottom display the two ΔR(�,τ h) categories – ΔR(�,τ h) < 3 and
ΔR(�,τ h) ≥ 3, respectively. From left to right, the three Njets categories are displayed –
Njets = 0, Njets = 1 and Njets ≥ 2, respectively. The FF parametrization is shown as a
solid line. It consists of a linear fit which is truncated at high p

(τ h)
T and replaced by a

constant. Red uncertainty bands represent the results coming from the analytic fit. In the
analysis, the solid black line is used together with its associated uncertainty band shown in
yellow. The yellow uncertainty band is obtained by a resampling technique as explained in
Section 8.2.1.
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Figure C.4: p
(τ h)
T distributions inside DRQCD for the 2016 data-taking period are shown. The

top row shows distributions for the eτ h channel and the bottom row for the µτ h channel.
On the left the SR-like part of DRQCD is shown and on the right the AR-like part. In all
plots, the QCD multijet process is at the top of the stacked histograms. The estimated yield
from QCD multijet events is given by the difference between data and the sum of all other
background processes. It is the dominating process while all other processes combined make
up at most a few percent of the total yield. The QCD multijet estimate is simply taken
as the difference between the stacked histograms and the observation. Processes labeled as
Z/tt/V V (ττ) are estimated by the τ -embedding technique. Only statistical uncertainties
are shown here.
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Figure C.5: The quantity F
(QCD)
F as a function of p

(τ h)
T is shown using 2016 data. In the top

row, distributions for the eτ h channel are displayed and corresponding distributions for the
µτ h channel are displayed on the bottom row. From left to right, the three Njets categories
are displayed – Njets = 0, Njets = 1 and Njets ≥ 2, respectively. The FF parametrization is
shown as a solid line. It consists of a linear fit which is truncated at high p

(τ h)
T and replaced

by a constant. Red uncertainty bands represent the results coming from the analytic fit. In
the analysis, the solid line is used together with its associated uncertainty band shown in
yellow. The yellow uncertainty band is obtained by a resampling technique as explained in
Section 8.2.1.
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Figure C.6: The quantity F
(tt)
F as a function of p

(τ h)
T is shown using simulated events from

the 2016 data-taking period. The top row shows the distributions for the eτ h channel and
the corresponding distributions for the µτ h channel are displayed on bottom row. The
measurement of F

(tt)
F uses two Njets categories, Njets ≤ 1 (left) and Njets ≥ 2 (right). The

FF parametrization is shown as a solid line. It consists of a linear fit which is truncated at
high p

(τ h)
T and replaced by a constant. Red uncertainty bands represent the results coming

from the analytic fit. In the analysis, the solid line is used together with its associated
uncertainty band shown in yellow. The yellow uncertainty band is obtained by a resampling
technique as explained in Section 8.2.1.
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Figure C.7: Shown are p
(τ1)
T distributions inside DRQCD for the 2016 data-taking period. The

distributions are measured for the τ hτ h channel. On the left, the SR-like part of DRQCD
is shown and on the right, the AR-like part. In all plots, the QCD multijet process is at
the top of the stacked histograms. The estimated yield from QCD multijet events is given
by the difference between data and the sum of all other background processes. It is the
dominating process, while all other processes combined contribute on a sub-percent level.
The QCD multijet estimate is simply taken as the difference between the stacked histograms
and the observation. Processes labeled as Z/tt/V V (ττ) are estimated by the τ -embedding
technique. Only statistical uncertainties are shown here.
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Figure C.8: The quantity F
(QCD)
F as a function of p

(τ1)
T is shown for the τ hτ h channel using

2016 data. From left to right, the three Njets categories are displayed – Njets = 0, Njets = 1
and Njets ≥ 2, respectively. The FF parametrization is shown as a solid line. It consists of a
third order polynomal fit which is truncated at high p

(τ1)
T and replaced by a constant. Red

uncertainty bands represent the results coming from the analytic fit. In the analysis, the
solid black line is used together with its associated uncertainty band shown in yellow. The
yellow uncertainty band is obtained by a resampling technique as explained in Section 8.2.1.
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Figure C.9: Shown are all the FF-related corrections in the eτ h channel using 2016 data. From
top to bottom, the correction applied to the raw F

(W+jets)
F , F

(QCD)
F and F

(tt)
F are displayed,

respectively. On the left, closure corrections are shown, and in the middle and right column
the bias corrections. Each correction measurement is smoothed with a Gaussian kernel
of variable width and the resulting smoothed curve is used later in the FF application.
The uncertainty band is obtained by fluctuating the measurement points and repeating the
smoothing on the generated toy data.
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Figure C.10: Shown are all the FF-related corrections in the µτ h channel using 2016 data.
From top to bottom, the correction applied to the raw F

(W+jets)
F , F

(QCD)
F and F

(tt)
F are dis-

played, respectively. On the left, closure corrections are shown, and in the middle and right
column the bias corrections. Each correction measurement is smoothed with a Gaussian ker-
nel of variable width and the resulting smoothed curve is used later in the FF application.
The uncertainty band is obtained by fluctuating the measurement points and repeating the
smoothing on the generated toy data.
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Figure C.11: Shown are all the FF-related corrections in the τ hτ h channel using 2016 data.
From left to right, the two closure corrections are displayed first and then the bias correction.
Each correction measurement is smoothed with a Gaussian kernel of variable width and
the resulting smoothed curve is used later in the FF application. The uncertainty band
is obtained by fluctuating the measurement points and repeating the smoothing on the
generated toy data.
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Figure C.12: p
(τ h)
T distributions inside DRW+jets for the 2017 data-taking period are shown.

The top row shows distributions for the eτ h channel and the bottom row for the µτ h
channel. On the left the SR-like part of DRW+jets is shown and on the right the AR-
like part. In all plots the W+jets process is at the top of the stacked histograms. It is
the dominating process, while all other processes combined make up a few percent of the
total yield. The QCD multijet estimate is taken from a SS region as detailed in the text.
Processes labeled as Z/tt/V V (ττ) are estimated by the τ -embedding technique. The ratio
is calculated as observed over predicted (sum of all filled histogram). The error bars in the
ratio plot represent the uncertainty on the observed contribution and the gray band reflects
the uncertainty on the predicted contribution. Only statistical uncertainties are shown here.
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Figure C.13: The quantity F
(W+jets)
F as a function of p

(τ h)
T is shown for the eτ h channel

using 2017 data. Top and bottom display the two ΔR(�,τ h) categories – ΔR(�,τ h) < 3 and
ΔR(�,τ h) ≥ 3, respectively. From left to right, the three Njets categories are displayed –
Njets = 0, Njets = 1 and Njets ≥ 2, respectively. The FF parametrization is shown as a
solid line. It consists of a linear fit which is truncated at high p

(τ h)
T and replaced by a

constant. Red uncertainty bands represent the results coming from the analytic fit. In the
analysis, the solid black line is used together with its associated uncertainty band shown in
yellow. The yellow uncertainty band is obtained by a resampling technique as explained in
Section 8.2.1.
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Figure C.14: The quantity F
(W+jets)
F as a function of p

(τ h)
T is shown for the µτ h channel

using 2017 data. Top and bottom display the two ΔR(�,τ h) categories – ΔR(�,τ h) < 3 and
ΔR(�,τ h) ≥ 3, respectively. From left to right, the three Njets categories are displayed –
Njets = 0, Njets = 1 and Njets ≥ 2, respectively. The FF parametrization is shown as a
solid line. It consists of a linear fit which is truncated at high p

(τ h)
T and replaced by a

constant. Red uncertainty bands represent the results coming from the analytic fit. In the
analysis, the solid black line is used together with its associated uncertainty band shown in
yellow. The yellow uncertainty band is obtained by a resampling technique as explained in
Section 8.2.1.
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Figure C.15: p
(τ h)
T distributions inside DRQCD for the 2017 data-taking period are shown. The

top row shows distributions for the eτ h channel and the bottom row for the µτ h channel.
On the left the SR-like part of DRQCD is shown and on the right the AR-like part. In all
plots, the QCD multijet process is at the top of the stacked histograms. The estimated yield
from QCD multijet events is given by the difference between data and the sum of all other
background processes. It is the dominating process while all other processes combined make
up at most a few percent of the total yield. The QCD multijet estimate is simply taken
as the difference between the stacked histograms and the observation. Processes labeled as
Z/tt/V V (ττ) are estimated by the τ -embedding technique. Only statistical uncertainties
are shown here.

246



 (GeV))hτ(
T

p
30 40 50 100 200 300

(Q
C

D
)

FF

0.05

0.1

0.15

0.2

0.25

0.3

0.35

0.4

0.45

0.5
Measured

 flattening
T

high-p
Resampling method

 = 0.68 / 2dof / N2χ
Analytic fit (68% CL)

 0≥ 
)hτ(l,

RΔ = 0  ,  
jet

  ,  Nhτe  (2017, 13 TeV)-141.53 fb

CMS
Work in progress

 (GeV))hτ(
T

p
30 40 50 100 200 300

(Q
C

D
)

FF

0.05

0.1

0.15

0.2

0.25

0.3

0.35

0.4

0.45

0.5
Measured

 flattening
T

high-p
Resampling method

 = 0.18 / 2dof / N2χ
Analytic fit (68% CL)

 0≥ 
)hτ(l,

RΔ = 1  ,  
jet

  ,  Nhτe  (2017, 13 TeV)-141.53 fb

CMS
Work in progress

 (GeV))hτ(
T

p
30 40 50 100 200 300

(Q
C

D
)

FF

0.05

0.1

0.15

0.2

0.25

0.3

0.35

0.4

0.45

0.5
Measured

 flattening
T

high-p
Resampling method

 = 1.68 / 2dof / N2χ
Analytic fit (68% CL)

 0≥ 
)hτ(l,

RΔ 2  ,  ≥ 
jet

  ,  Nhτe  (2017, 13 TeV)-141.53 fb

CMS
Work in progress

 (GeV))hτ(
T

p
30 40 50 100 200 300

(Q
C

D
)

FF

0.05

0.1

0.15

0.2

0.25

0.3

0.35

0.4

0.45

0.5
Measured

 flattening
T

high-p
Resampling method

 = 1.09 / 3dof / N2χ
Analytic fit (68% CL)

 0≥ 
)hτ(l,

RΔ = 0  ,  
jet

  ,  Nhτµ  (2017, 13 TeV)-141.53 fb

CMS
Work in progress

 (GeV))hτ(
T

p
30 40 50 100 200 300

(Q
C

D
)

FF

0.05

0.1

0.15

0.2

0.25

0.3

0.35

0.4

0.45

0.5
Measured

 flattening
T

high-p
Resampling method

 = 2.25 / 3dof / N2χ
Analytic fit (68% CL)

 0≥ 
)hτ(l,

RΔ = 1  ,  
jet

  ,  Nhτµ  (2017, 13 TeV)-141.53 fb

CMS
Work in progress

 (GeV))hτ(
T

p
30 40 50 100 200 300

(Q
C

D
)

FF

0.05

0.1

0.15

0.2

0.25

0.3

0.35

0.4

0.45

0.5
Measured

 flattening
T

high-p
Resampling method

 = 3.81 / 3dof / N2χ
Analytic fit (68% CL)

 0≥ 
)hτ(l,

RΔ 2  ,  ≥ 
jet

  ,  Nhτµ  (2017, 13 TeV)-141.53 fb

CMS
Work in progress

Figure C.16: The quantity F
(QCD)
F as a function of p

(τ h)
T is shown using 2017 data. In the top

row, distributions for the eτ h channel are displayed and corresponding distributions for the
µτ h channel are displayed on the bottom row. From left to right, the three Njets categories
are displayed – Njets = 0, Njets = 1 and Njets ≥ 2, respectively. The FF parametrization is
shown as a solid line. It consists of a linear fit which is truncated at high p

(τ h)
T and replaced

by a constant. Red uncertainty bands represent the results coming from the analytic fit. In
the analysis, the solid line is used together with its associated uncertainty band shown in
yellow. The yellow uncertainty band is obtained by a resampling technique as explained in
Section 8.2.1.
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Figure C.17: The quantity F
(tt)
F as a function of p

(τ h)
T is shown using simulated events from

the 2017 data-taking period. The top row shows the distributions for the eτ h channel and
the corresponding distributions for the µτ h channel are displayed on bottom row. The
measurement of F

(tt)
F uses two Njets categories, Njets ≤ 1 (left) and Njets ≥ 2 (right). The

FF parametrization is shown as a solid line. It consists of a linear fit which is truncated at
high p

(τ h)
T and replaced by a constant. Red uncertainty bands represent the results coming

from the analytic fit. In the analysis the solid line is used together with its associated
uncertainty band shown in yellow. The yellow uncertainty band is obtained by a resampling
technique as explained in Section 8.2.1.
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Figure C.18: Shown are p
(τ1)
T distributions inside DRQCD for the 2017 data-taking period. The

distributions are measured for the τ hτ h channel. On the left, the SR-like part of DRQCD
is shown and on the right, the AR-like part. In all plots, the QCD multijet process is at
the top of the stacked histograms. The estimated yield from QCD multijet events is given
by the difference between data and the sum of all other background processes. It is the
dominating process, while all other processes combined contribute on a sub-percent level.
The QCD multijet estimate is simply taken as the difference between the stacked histograms
and the observation. Processes labeled as Z/tt/V V (ττ) are estimated by the τ -embedding
technique. Only statistical uncertainties are shown here.
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Figure C.19: The quantity F
(QCD)
F as a function of p

(τ1)
T is shown for the τ hτ h channel using

2017 data. From left to right, the three Njets categories are displayed – Njets = 0, Njets = 1
and Njets ≥ 2, respectively. The FF parametrization is shown as a solid line. It consists of a
third order polynomal fit which is truncated at high p

(τ1)
T and replaced by a constant. Red

uncertainty bands represent the results coming from the analytic fit. In the analysis, the
solid black line is used together with its associated uncertainty band shown in yellow. The
yellow uncertainty band is obtained by a resampling technique as explained in Section 8.2.1.
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Figure C.20: Shown are all the FF-related corrections in the eτ h channel using 2017 data. From
top to bottom, the correction applied to the raw F

(W+jets)
F , F

(QCD)
F and F

(tt)
F are displayed,

respectively. On the left, closure corrections are shown, and in the middle and right column
the bias corrections. Each correction measurement is smoothed with a Gaussian kernel
of variable width and the resulting smoothed curve is used later in the FF application.
The uncertainty band is obtained by fluctuating the measurement points and repeating the
smoothing on the generated toy data.
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Figure C.21: Shown are all the FF-related corrections in the µτ h channel using 2017 data.
From top to bottom, the correction applied to the raw F

(W+jets)
F , F

(QCD)
F and F

(tt)
F are dis-

played, respectively. On the left, closure corrections are shown, and in the middle and right
column the bias corrections. Each correction measurement is smoothed with a Gaussian ker-
nel of variable width and the resulting smoothed curve is used later in the FF application.
The uncertainty band is obtained by fluctuating the measurement points and repeating the
smoothing on the generated toy data.
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Figure C.22: Shown are all the FF-related corrections in the τ hτ h channel using 2017 data.
From left to right, the two closure corrections are displayed first and then the bias correction.
Each correction measurement is smoothed with a Gaussian kernel of variable width and
the resulting smoothed curve is used later in the FF application. The uncertainty band
is obtained by fluctuating the measurement points and repeating the smoothing on the
generated toy data.
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