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Abstract

Considering a traffic mix in a wireless network, the scheduler at the base station
needs to be aware of the type of user packets and the state of each user buffer
to satisfy the requirements of users. In such networks, the requirements vary in
terms of latency, throughput, and reliability. Thus, a trade-off is required between
the prior performance metrics to enhance the overall network performance. In
this thesis, a Quality of Service Aware Scheduler (QAS) is proposed with tuning
parameters to achieve balanced Quality of Service (QoS) delivery. Moreover, a
moderate fairness is imposed among full buffer users that are assumed to have
infinite amount of data in packet buffer. An open-source modeling tool is used
to solve the Resource Blocks (RBs) optimization problem of QAS. System Level
(SL) simulations are performed to investigate the performance of the proposed
scheduler. In addition, QAS performance is compared to the standard scheduling
strategies, namely Round Robin (RR) and Best Channel Quality Indicator (CQI)
under different network loads and users positioning methods.
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1 INTRODUCTION

1 Introduction

1.1 Motivation

Nowadays, wireless networks are extremely complex due to the high number of
users and the massive heterogeneity in terms of applications and their correspond-
ing traffic models [34]. The number of connected devices and users is expected to
reach 29.3 billion by 2023 [33]. Each application has some Quality of Service (QoS)
requirements in terms of latency, throughput, and data loss [6]. In such large-
scale and versatile wireless networks, the existence of different services poses a
considerable challenge in achieving all QoS requirements simultaneously. It is es-
sential to provide adequate QoS for all applications without comprising either of
them. Therefore, Quality of Service Aware Scheduler (QAS) is definitely needed
in network design to balance the requirements of Real Time (RT) and Non Real
Time (NRT) applications and maximize user satisfaction. Standard scheduling
strategies such as Round Robin (RR) and Best Channel Quality Indicator (CQI)
do not consider buffer state information, or type of user data. Furthermore, the RR
scheduler do not consider the experienced quality of each radio link in the cell. It
distributes resources among users equally, allowing for a high level of fairness [13].
The Best CQI scheduler is opportunistic in nature. It allocates users with good
channel conditions to resources allowing high system throughput to be achieved
[13]. Thus, a trade-off must be achieved in resource allocation to guarantee en-
hanced system throughput and reliability, and reduction in latency.

Generally speaking, formulating the Resource Blocks (RBs) allocation problem
with varying requirements leads to a non-convex optimization problem when the
objective function of the problem is, e.g., maximizing the sum rate over all users
satisfying some constraints [12]. The solution of a mathematical optimization prob-
lem depends on the type of objective and constraint functions and the number of
variables and constraints involved in the underlying problem [5]. The general op-
timization problem is usually difficult to solve and may be intractable. However,
there are some problem classes that can be solved reliably. A well-known example
is the convex optimization problem. In addition, there are some transformations
that can be used to translate some general optimization problems into convex ones.

As realistic measurements in wireless communications are costly, onerous and in-
cluding significant overhead, the need for simulations arises [15]. In the context
of cellular networks, the term System Level (SL) means an accurate abstract rep-
resentation of the physical layer of a wireless system. This representation can be
evaluated with a lower computational complexity than computing all of the algo-
rithms involved in the processing of the physical layer. Generally, SL simulations
are fundamental for evaluating new transmission techniques and the key parame-
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1.2 Objective 1 INTRODUCTION

ters of wireless systems (e.g., capacity, latency, etc) and gaining insights into the
potential technologies. Therefore, in this work a SL abstraction is implemented for
QAS.

1.2 Objective

In this thesis, we design a SL abstraction of QAS as an efficient solution for RBs
allocation in 5th generation (5G) networks. As services in wireless networks are
classified in terms of their delivery requirements to RT and NRT, the ultimate goal
of introducing our QAS is to minimize latency for RT traffic while pledging a suf-
ficient data rate for NRT traffic. Furthermore, it should enhance the performance
of the network in a way that does not severely deteriorate the average reliability
among users. Moreover, it introduces moderate fairness among full buffer users
that are assumed to always want to transmit data during the simulation period.
Complying with QoS demands of different traffic models, QAS takes into account
the packet buffer state of each user (e.g., how long a packet has been in the buffer,
packet size, etc.) by weighting the estimated throughput of each user with latency
and reliability parameters to tune its behavior. This way, we maintain the balance
between the essential aforementioned performance metrics. This thesis answers a
couple of questions, which are as follows:

• Does QAS achieve trade-off between throughput, latency, and reliability in
wireless networks?

• Where do traditional scheduling strategies fail? How can QAS overcome these
challenges and provide an efficient resource allocation?

• Does QAS perform well compared to other standard scheduling strategies
with different cell loads?

• What are the impairments of QAS?

1.3 Outline

In light of the prior questions, the thesis is divided into chapters that answer the
questions in organized manner. We start with introducing the state of the art
scheduling strategies and their drawbacks in Chapter 2. Chapter 3 serves as a
reference for some expressions used in this work. Chapter 4 covers the structure
and key functionalities of 5G System Level Simulator (SLS) that belongs to the
Vienna Cellular Communications Simulators (VCCS) family. We use this simula-
tor for designing and evaluating the performance of QAS. Chapter 5 provides an
introduction to the theory of mathematical optimization and convex optimization
in particular. The latter allows us to solve RBs optimization problems efficiently.

3



1.3 Outline 1 INTRODUCTION

Chapter 6 is divided into two main sections. In the first section 6.1, we provide an
overview of several QoS classes and their main features. In the second section 6.2,
we formulate the RBs allocation problem of QAS and explain the impact of the
used tuning parameters. Chapter 7 is entirely focused on the network deployment
considered in this work and the performance of QAS in terms of SL simulations,
focusing on its benefits over classic scheduling strategies. We conclude this chapter
with a discussion giving a critical reflection of our work.
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1.4 Notation 1 INTRODUCTION

1.4 Notation

The following notation is used throughout this thesis:

R real numbers
R+ non-negative real numbers
X matrix

X−1 inverse matrix
X ∈ RN×K real-valued matrix with N rows and K columns

x scalar
x vector

x ∈ RN×1 length N real-valued column vector
D(·) domain
∥ · ∥2 Euclidean norm
vec(·) vec operation

x⊺,X⊺ vector/ matrix transpose
·∗ optimal value

argmax argument of the maxima
argmin argument of the minima
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2 STATE OF THE ART

2 State of the Art
This chapter provides a review of the literature of SL simulations and scheduling
strategies, highlighting their advantages and potential downsides.

System Level Simulations

Measurement-based analysis in wireless communications becomes time consum-
ing, challenging, and prohibitively expensive [31]. Therefore, SL simulations are
a relatively fast, economical, and inevitable tool for understanding the interac-
tions between network nodes and evaluating promising transmission techniques.
They become crucial for evaluating the performance of developed radio access
technologies such as Long Term Evolution (LTE) and 5G, testing, and optimizing
algorithms before implementing to prevent deterioration of network performance.
Accordingly, many SL simulation tools have been developed and widely used by
academia and industry, some of them are mentioned below. Two popular discrete-
event network simulators are OMNeT++ which is a modular simulation library
and framework that can be used for building network simulators [39] and ns-3 that
is used for Internet systems [10]. In [31] a simulator that focuses on vehicular com-
munications is introduced. An open platform and a tractable testbed are offered
in [35] to evaluate the SL performance of the 5G standard. In [26] the authors
introduce a simulator for 5G mobile networks. Last but not least, VCCS offers a
resilient simulation suite free of charge for academic use. It offers a 5G SLS [28]
and a 5G Link Level Simulator (LLS) [29]. These simulators are implemented in
MATLAB using object-oriented programming.

Classic Schedulers

Within the scope of wireless communications, user scheduling means the process
of dynamically assigning radio resources to users according to a scheduling algo-
rithm [14]. It plays a major role in maximizing the spectral efficiency and network
capacity of the communications system. Scheduling strategies are carried out on
the time and frequency grid, the so-called RBs.

In the following, we outline two of the most popular scheduling strategies. The RR
scheduler distributes resources evenly among users without taking into account
their channel conditions. In a circular order per scheduling cycle, users are sched-
uled over time as depicted in Figure 1. This scheduling strategy is simple and easily
deployed. It offers fairness among users with respect to the amount of resources
assigned to each of them but degrades the throughput performance [13]. The RR
scheduler can be seen as a special case of the Weighted Round Robin (WRR)
scheduler in which integer weights are configured for users. These weights deter-
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Figure 1: Illustrative example of RBs allocation by a RR scheduler.

mine the number of service opportunities for each user during a scheduling cycle
[3].

The Best CQI scheduler assigns RBs to users with the best channel conditions;
therefore, users close to the Base Station (BS) are more likely to be scheduled [13].
Due to the scheduling principle, users send CQI feedback to the BS, which uses
this information to select the scheduled users, as illustrated in Figure 2. As the
channel has high quality, a high data rate can be used. This results in high system
throughput and network capacity at the expense of fairness in terms of resource
division between users.

Quality of Service Aware Schedulers

There is a lot of previous work on QoS aware scheduling; for instance in [18], the
Proportional Fair (PF) scheduler was modified to reduce end-to-end delay for RT
users; however, this comes at the expense of throughput for NRT users. In [27],
authors aim to minimize the latency for RT traffic while still offering a good level of
throughput by proposing a Multiple Access Channel (MAC) scheduler. However,
prioritizing users according to their Block Error Ratio (BLER) performance was
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Figure 2: Illustrative example of RBs allocation by a Best CQI scheduler.

not addressed in the latter work. BLER refers to the ratio between the number
of erroneous received code blocks and the total number of received code blocks in
a data transmission. Furthermore, an extended Modified Largest Weighted Delay
First (MLWDF) scheduling algorithm was developed with position-based param-
eters to enhance QoS of cell-edge users in [23]. The performance of the proposed
algorithm deteriorates under high cell load. The resource allocation problem was
formulated as Markov Decision Process (MDP) in [30]; therefore, a value iteration
algorithm could be introduced to maximize the throughput of RT traffic. The work
does not focus on improving the NRT throughput as well. Eventually, authors of
[37], exploit channel conditions to improve the throughput performance of guar-
anteed bit rate and non-guaranteed bit rate traffics. In spite of this, they do not
evaluate the performance of the proposed algorithm in terms of other performance
metrics like the latency. In light of these limitations, the development of new QoS
aware scheduling strategy emerges. An essential difference between our proposed
scheduler and the works mentioned above, is the adoption of the linearized model
in [12] which simplifies the RBs allocation optimization problem.
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3 Terminology
For convenience, this chapter provides definitions of some terms used in this thesis.
Summaries about these terms can be found in Section 4.7.

In wireless communications, fading is defined as the attenuation of a wireless signal
due to various parameters that influence the quality of transmission over the com-
munication link [14]; hence the Signal to Interference and Noise Ratio (SINR). Two
popular types of fading a communication channel may experience are explained in
the following and are depicted in Figure 3.

Large-Scale Fading

Large-scale or macroscopic fading represents the power attenuation of a wireless
signal over distances large compared to the wavelength due to location dependent
fading mechanisms, i.e., it is impacted by positioning of network elements and
terrain layout. Macroscopic fading is modeled by four characteristics:

• Path loss: These models describe the attenuation of strength of a wireless
signal as it propagates between the transmit and receive antennas.

• Antenna gain: As an antenna has a radiation pattern, its gain models the
ability of the antenna to emit more or less in any direction.

• Shadow fading: Due to large objects blocking the propagation paths between
the transmitter and the receiver, the signal strength is attenuated by the so-
called shadow fading.

• Wall loss: The signal strength may be attenuated by the wall penetration
loss of blockages obstructing a communication link.

Small-Scale Fading

Due to the existence of different propagation mechanisms, such as scattering, many
wireless signals travel along different paths from the transmit to the receive an-
tenna. This phenomenon is known as multipath propagation. Due to the inter-
ference of the different mulitpath components, a radio signal experience a rapid
time-dependent fading over short distances in the order of the wavelength which is
known as small-scale fading. Examples of small-scale fading models are Pedestrian
A (PedA) and Vehicular A (VehA) [4].

9
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Shadow fading
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Antenna gain
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Figure 3: Sketch of large- and small-scale fading.
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4 System Level Simulations
In this chapter, we describe the flow of SL simulations using the 5G SLS [28] as
depicted in Figure 4. In particular, we introduce the simulation of Single User
Multiple-Input Multiple-Output (SU-MIMO) Orthogonal Multiple Access (OMA)
transmissions and characterize the main components of the simulator, to which
we point out in Chapter 7. Simulations are defined in scenario files. These files
contain a set of desired parameters that are related to the simulated region and
time, the type of users and BSs, the large- and small-scale fading models, the type
of transmission, and the storage option for the results.

4.1 Network Elements Generation

The simulator allows investigating the performance of large-scale wireless networks
that are diverse in terms of network layouts and type of users and BSs. After
the initialization part of the simulation is completed, during which the scenario
parameters are chosen, an arbitrary number of users and BSs are defined, and the
network geometry is created.

Blockages

The first step in network generation is placing walls and buildings within the
simulated region. Cities’ layouts are designed from buildings created by combining
multiple walls. These walls have a loss property that determines the attenuation of
a link passing through them. The term link refers to the radio connection between
a transmitter and a receiver. Buildings specify whether a network element is indoor
or outdoor, while streets allow for more realistic user positioning. Couple of city
types can be created in the simulator, namely Manhattan and arbitrary cities from
OpenStreetMap [40]. The latter type is used in this work. Figure 5 illustrates an
example of a Manhattan city.

Users

Users are defined as a receiving or transmitting end point of the communication
link. As the scope of our discussion is limited to the downlink, users represent
the receiver. They are placed in the Region Of Interest (ROI) or the interference
region according to multiple placement methods, such as stochastic Poisson Point
Process (PPP) or at some predefined positions. As the simulated areas are finite,
the region within the area is called ROI while users at its border experience the
network interference from an interference region added to the simulation area to
avoid border effects. Some of the main properties of a user are the number of receive
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Figure 4: Schematic diagram of the 5G SLS of VCCS.

antennas denoted by nRX, the small-scale fading model, and the data traffic model.

Base stations

The BS is the other end point of a communication link. Two essential properties
of a BS are the transmit antenna denoted by nTX and the baseband or digital
precoder used for this BS. Example of antenna radiation patterns supported in
the simulator are omnidirectional and three-sector. BSs are positioned according
to a hexagonal grid, on top of buildings, in predefined positions or in random
positions according to PPP. Analogously to the users, BSs are placed in the ROI
or the interference region. Each BS has a one-to-one relationship with a scheduler
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Figure 5: Placement of walls and streets in a Manhattan city.
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Figure 6: Sketch of cellular networks consisting of two types of BSs. The transmit
power, the antenna type and the number of transmit antennas are the main prop-
erties emphasized for each BS. In addition, the network involves two types of users
with different traffic models, user placements, small-scale fading channel models
and number of receive antennas.
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Time slots

Chunks
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Figure 7: Simulator timeline consisting of time slots, segments, and chunks.

that allocates radio resources to the users attached to it. Macro, pico, and femto
BSs with different transmit powers can be configured. The transmit power, denoted
by P , is the maximum power used by a BS to transmit signals to a user. Figure 6
provides an example of a cellular network with different types of network elements.

4.2 Simulation Timeline

After the network elements are generated, the main simulation loop starts. The
simulator timeline consists of three units, namely Time Slots (TSs), segments, and
chunks. The TS is the smallest unit of length 1 ms. It represents the time during
which the small-scale fading is assumed to be constant and corresponds to a LTE-
A subframe. Multiple TSs form a segment during which the macroscopic fading
is assumed to be constant. The duration of a segment depends on the correlation
distance of macroscopic fading values, i.e., the distance a network element travels
while large-scale fading values are constant. The user-to-BS association is set for
every segment, since macroscopic fading parameters are needed to achieve the cell
association. The association decision is made after evaluating a cell association
metric. In this thesis, we use the macroscopic received power metric. The longest
unit is the chunk which consists of a fixed number of TSs and may contain one or
more segments. Considerably long distances are assumed between chunks in order
to obtain uncorrelated user positions among chunks. Therefore, their simulations
are assumed to be independent which allows for parallelization.

14



4.3 Simulation Loop 4 SYSTEM LEVEL SIMULATIONS

4.3 Simulation Loop

Within the main simulation loop over TSs of a chunk, most of the key functional-
ities reside. In the following, we explain the functionalities briefly.

4.4 Traffic Models

Various types of users with different applications are involved in cellular networks.
Each of these users has a data traffic model according to its application. Thus,
the simulator offers 3rd Generation Partnership Project (3GPP)-compliant traffic
models that are described below. During the main simulation loop, the necessity of
new data generation is checked for each user according to its traffic model statistics.
Then, the packet buffer of the user is updated according to the number of bits a
user would transmit, i.e., throughput. As a result, packet transmission latency is
obtained at the end of the simulation. Below, we describe the traffic models shown
in Figure 8:

• Constant Rate: This model generates packets of fixed size that are gener-
ated according to a packet arrival rate. It allows modeling various RT and
NRT applications, e.g., vehicular communications, by specifying additional
parameters such as the delay constraint of the application.

• Full Buffer : It is assumed that users have an infinite amount of data in their
buffers at any time [22].

• File Transfer Protocol (FTP): In this best-effort model, a sequence of file
transfers separated by reading times is generated [6].

• Hypertext Transfer Protocol (HTTP): In this interactive model, a web page
consists of a main file and several embedded files [6].

• Video Streaming : At a regular time interval, frames of video data arrive. Each
frame consists of random sized packets. Encoding delay intervals between the
packets are introduced by the video encoder [6].

• Gaming : Users engaged in interactive gaming have packets separated with
interarrival times and associated with User Datagram Protocol (UDP) head-
ers [6].

• Voice over IP (VoIP): Two-state Markov model represents the voice activity
model of VoIP [6]. Adaptive Multi-Rate (AMR) is the audio codec used
with a source rate of 12.2 kbps. During voice activity periods, VoIP packets
are separated with encoder frame length. While Silence Insertion Descriptor
(SID) packets are generated during silence periods.

15
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Figure 8: Illustrative sketch of traffic models of users where S denotes the traffic
size generated over time which we refer to with T .

4.5 Scheduling

The scheduler embraces the functionality of the MAC layer. It utilizes the in-
formation from the user buffer provided by its traffic model statistics to deter-
mine resource allocation, namely transmit power allocation, RBs and appropriate
Modulation and Coding Scheme (MCS) for transmission on each RB. Each sched-
uler is mapped to a BS exclusively which is responsible for allocating its users
at every TS. The user allocation, as an output of the scheduler, is delivered to
the Link Quality Model (LQM) of the simulator, which we elaborate in the next
section, in order to calculate a performance measure, that is, post-equalization
SINR. The scheduler framework is developed encompassing Hybrid Automatic
Repeat Request (HARQ). The latter initiates retransmissions from a BS to its
attached user in case of transmission failure. Transmission errors are declared by
Acknowledged (ACK) or Non-Acknowledged (NACK) in the user feedback.

Classic Schedulers

Two standard schedulers are available in the simulator, namely the RR and the
Best CQI that are described in Chapter 2.

Resource Grid

In the downlink of 5G networks, the structure of the radio frame is defined
by Orthogonal Frequency Division Multiplexing (OFDM), which divides the fre-
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quency selective channel into a set of orthogonal frequency flat channels. OFDM
parameters, such as symbol duration, number of subcarriers, and subcarrier spac-
ing, are defined by the resource grid. In OFDM, a physical RB, i.e., time-frequency
resource, is allocated to a user and used for its transmission. Each RB is made up
of a number of consecutive subcarriers in the frequency domain and OFDM sym-
bols in the time domain. Different transmission numerologies are supported in the
simulator; thus, different resource grids can be generated from a base grid. A nu-
merology, which means a subcarrier spacing and symbol length, specify the size of
a RB. Downlink transmissions are organized into radio frames that comprise 10
subframes, each of duration 1 ms similar to LTE. In 5G, each subframe is further
divided into slots depending on the subcarrier spacing while in LTE each subframe
consist of two slots. The term TS defined in Section 4.2 is actually the same as
the subframe, namely the fundamental transmission time interval during which all
data of one subframe/TS is jointly passed through the downlink signal processing
chain of the system. Figure 9 illustrates a radio frame structure.

Radio Frame

... ...

Subframe

Time slot

RB
Time

...

Frequency

Figure 9: Resource grid structure used in the simulator.
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4.6 Link Quality Model

Several steps in the Multiple-Input Multiple-Output (MIMO) downlink signal pro-
cessing chain are abstracted in the LQM, which are the precoders, the channel,
and the receive filter. The latter is assumed to be a zero forcing filter which mini-
mizes the inter layer interference. As the name suggests, LQM is used to quantify
the quality of the received signal after equalization [17]. LQM yields the post-
equalization SINR calculated for each layer of each RB at which a user transmits.
As multi-antenna transmission techniques are supported in LTE and 5G, this al-
lows for simultaneous transmission for up to two parallel data streams, called
codewords. These codewords of coded data bits go through several steps in the
signal processing transmission chain and then are mapped to spatial transmission
layers by means of layer mapping [25]. One codeword can be mapped on up to four
transmission layers. In case of Single-Input Single-Output (SISO) transmission, one
codeword and one layer are used.

4.7 Propagation Effects

Position Dependent Effects

Path loss models consider all possible combinations of BSs type, Line Of Sight
(LOS)/Non Line of Sight (NLOS) connection between the transmitter and the
receiver, and indoor/outdoor users. In the setup phase of each chunk before the
main simulation loop, the path loss values are calculated. These values are then
updated for each segment. Examples of path loss models that can be utilized in
simulations are free space [14] and urban macro [19]. Both of these models are
employed in this work. Each of the other macroscopic propagation effects namely
wall loss, antenna pattern gain and shadow fading [24] are determined separately.

Time Dependent Effects

A power delay profile defines the strength of the signal received through a mul-
tipath channel as a function of time delay and is used to define channel models.
These models describe small-scale fading in the simulator. Channel traces are gen-
erated before the main simulation loop for each of these channel models. Traces
include all possible compositions of number of receive antennas, number of trans-
mit antennas, channel model, maximum user speed, and carrier frequency. Channel
models vary from stochastic channel models such as Rayleigh to Power Delay Pro-
file (PDP)-based channel models such as typical urban [9], that is used in this
thesis, and interface-based models such as QUAsi Deterministic RadIo channel
GenerAtor (QuaDRiGa) [21].
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4.8 Feedback

The scheduler needs various information about the channel state reported by the
user feedback, such as Rank Indicator (RI), CQI and Precoding Matrix Indica-
tor (PMI) [11] in order to determine the optimal transmission parameters for the
following TSs. Furthermore, ACK and NACK information about the success of
user transmissions is transferred by the feedback to the HARQ to perform retrans-
missions if necessary. In this work, HARQ feature is disabled.

4.9 Link Performance Model

Several steps in the receiver chain are abstracted in Link Performance Model
(LPM), e.g., layer demapping and decoding. In this part of the simulator, the
time-frequency selective post-equalization SINR values, calculated by the LQM, of
a given user and transmission layer are mapped to an average SINR with equiv-
alent Additive White Gaussian Noise (AWGN) performance. The averaged SINR
is called effective SINR. Mutual Information Effective Signal to Interference and
Noise Ratio Mapping (MIESM) is the method used for the averaging process, which
uses calibrated capacity curves. Then, the effective SINR values are mapped with
the CQI value used by the scheduler to a BLER value. For this, Signal to Noise
Ratio (SNR)-to-BLER mappings for a AWGN channel are used. Each CQI in these
mappings corresponds to specific MCS. After that, the number of transmitted bits
is calculated as user throughput. Based on the resulting throughput, the success of
the current transmission is determined. For a successful transmission, the number
of bits transmitted is equal to the maximum size of the transport block for the
scheduled RBs and otherwise it is equal to zero.

4.10 Results Post Processing

Right after the main simulation loop, post processing is performed. In this phase,
the acquired results of the independent chunks are combined to an eventual result.
The simulator offers types of postprocessors that differ in the number of function-
alities performed and the results collected at the end of the simulation. Results are
selectively stored based on the chosen settings and combined in average values. A
set of graphs is offered from which a conclusion can be drawn from the simulation
results, such as user throughput, SINR, transmission latency, and BLER.
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5 Optimization
An overview of mathematical optimization is presented in this chapter. First, the
formulation of a general optimization problem and some widely known and used
subclasses of convex optimization, namely least-squares and linear programming,
are introduced. Then, convex sets and functions and convex programming are
presented. Next, quadratic programming is summarized. Eventually, non-linear
programming is overviewed. This chapter is based, if not stated otherwise, on [5].
It can be used as a reference upon reading about the RBs optimization problem
in the following chapter.

5.1 Mathematical Optimization

A mathematical programming or mathematical optimization problem is formed as
follows

argmin
x

f0(x)

subject to:
fi(x) ≤ 0, i ∈ {1, . . . ,m}
hi(x) = 0, i ∈ {1, . . . , p} (1)

where x ∈ Rn such that x = {x1, . . . , xn} is the vector of the optimization vari-
ables. f0 is the objective function, which is a R-valued function on some subset
of Rn. The inequality constraint functions fi : Rn → R are R-valued functions in
some subset of Rn. Similarly, the equality constraint functions hi : Rn → R. The
domain of the optimization problem D is the set of points for which the objective
function f0 and all constraint functions fi, hi are defined

D =
m�
i=0

D(fi) ∩
p�

i=1

D(hi). (2)

If a point x ∈ D satisfies the constraints functions fi(x) in (1), then it is feasible.
The optimization problem is feasible if there exists at least one feasible point and
otherwise is infeasible. The feasible set is the set of all feasible points. x∗ which
has the smallest objective value among all vectors that satisfy the constraints in
the problem (1) is called the solution of the problem. Equivalently, the maximiza-
tion problem is solved by minimizing the objective function −f0 subject to the
constraints.

Optimization problems have become an essential tool in all quantitative disciplines,
from engineering and network design to economics. Our ability to solve the problem
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(1) is limited by many factors, such as the forms of the objective and constraint
functions and the number of functions considered in the optimization problem.
Therefore, compromises are often considered. Each class of optimization problems
is characterized by particular objective and constraint functions. In the following,
we will investigate a few forms.

5.2 Least-Squares Programming

The special thing about least-squares optimization problem is that it is an opti-
mization problem with no constraints and has an objective function as follows

argmin
x

∥ Ax− b ∥22 =
k�

i=1

(ai
⊺x− bi)

2 (3)

where A ∈ Rk×n with k ≥ n. The vector ai
⊺ indicates the rows of the matrix

A. The optimization variables are x ∈ Rn. The analytical solution of the least-
squares problem is x∗ = (A⊺A)−1A⊺b. There are many good algorithms for solving
least-squares problems reliably and precisely.

5.3 Linear Programming

The optimization problem is called linear when the objective function f0(x) and
the constraints f1(x), . . . , fm(x) in (1) are linear, i.e., satisfy

fi(αx+ βy) = αfi(x) + βfi(y) (4)

for all x,y ∈ Rn and all α, β ∈ R. The linear programming is expressed in a
standard form as

argmin
x

c⊺x

subject to:
ai

⊺x ≤ bi, i ∈ {1, . . . ,m} (5)

where bi ∈ R are scalars and c,ai ∈ Rn are vectors. Unlike least-squares problems,
there is no simple analytical formula for solving linear programming. However,
effective methods exist to solve them, including the Dantzig simplex method [2]
and the interior point methods [5].

5.4 Convex Programming

A special subfield of mathematical optimization problems is the convex optimiza-
tion. It studies the problem of minimizing convex functions in convex sets. Simi-
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larly, maximizing concave functions in convex sets. Thus, the objective and con-
straint functions are convex. This kind of functions is elaborated below. There
are many classes that are convex optimization problems, or, via some transfor-
mations, they are reduced to convex optimization problems such as least-squares,
linear programming, conic optimization and second-order cone programming. Sim-
ilar to linear programming, there is no analytical solution of convex optimization
problems; however, interior point methods are an effective method for this sake.

5.4.1 Sets

Since the convex optimization is an optimization problem to minimize convex
functions on convex sets, it is necessary to get a glimpse of the convex sets. In
order to do this, a line and line segment should be defined beforehand. Suppose
that x1 ̸= x2 are two points in Rn and the coefficient θ ∈ R. Then

y = θx1 + (1− θ)x2 (6)

forms the line that passes through x1,x2. The closed line segment corresponds to
θ ∈ [0, 1].

Affine Set

In the light of prior information, a set C ⊆ Rn is affine if the line passing through
two different points x1,x2 ∈ C lies in C, i.e., if θ ∈ R then θx1 + (1 − θ)x2 ∈ C.
Thus, linear combination of any two points in C inclosed in C given that the
coefficients sum up to one in the linear combination.

Convex Set

A set C is convex if the line segment between any two points x1,x2 ∈ C lies in C,
i.e., if θ ∈ [0, 1] then θx1 + (1− θ)x2 ∈ C as shown in Figure 10. Obviously, every
affine set is a convex set as it contains the whole line between any two different
points. Moreover, a convex set contains every convex combination of its points
provided the coefficients sum to one and each coefficient θ ≥ 0. Some of the most
important and relevant examples of convex sets are:

• The empty set ∅, any single point x0 and the space Rn are affine subsets of
Rn; hence convex.

• Any line is an affine set; hence convex .

• A line segment.

• A hyperplane is written as {x | a⊺x = b} where a ̸= 0,a ∈ Rn and b ∈ R.
It is an affine set; hence convex.
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Figure 10: Convex and non-convex sets. On the Left, the hexagon is convex.
Whereas the set on the right is non-convex since the line segment between the
two points depicted as dots is not contained in the set.

• A halfspace formulated as {x | a⊺x ≤ b} where a ̸= 0.

Cones

C is a cone if we have θx ∈ C for every x ∈ C and θ ≥ 0. Also, a set C can be
called a convex cone if for any θ1, θ2 ≥ 0 and x1,x2 ∈ C, we have

θ1x1 + θ2x2 ∈ C. (7)

That is, C is a convex and a cone.

5.4.2 Convex Functions

A function f : Rn → R can be called convex if its domain D(f) is a convex set
and

f(θx1 + (1− θ)x2) ≤ θf(x1) + (1− θ)f(x2) (8)

for all x1,x2 ∈ D(f) and θ ∈ [0, 1]. Figure 11 illustrates an example of a convex
function. One of the most popular examples of the latter is an affine function. It
has an equality in (8). It is worth mentioning that all affine functions are convex
and vice versa.

There are some transformations that preserve the convexity or concavity of func-
tions; some are stated below:

• Scaling: If f is a convex function and α ≥ 0, then αf is convex.
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(x1, f(x1))

(x2, f(x2))

Figure 11: Example of a convex function.

• Addition: If f1 and f2 are convex functions, then f1 + f2 is convex.

• Non-negative weighted sum of convex functions f =
�K

k=1 wkfk. Equiva-
lently, a non-negative weighted sum of concave functions is concave.

5.4.3 Standard Form

The standard form of convex optimization problems is written as

argmin
x

f0(x)

subject to:
fi(x) ≤ 0, i ∈ {1, . . . ,m}
ai

⊺x = bi, i ∈ {1, . . . , p} (9)

where f0(x), . . . , fm(x) are convex, that is, satisfy (8). The feasible set of a convex
optimization problem is convex because f0 : Rn → R and D(f0) is convex, the m
sublevel sets of convex functions {x | fi(x) ≤ 0} are convex, and the p hyperlanes
{x | ai

⊺x = bi} are convex, and hence the intersection of convex sets is convex.
Therefore, three conditions must be met according to (9):

• The objective function f0(x) is convex.

• The inequality constraints fi(x) is convex.

• The equality constraints hi(x) = ai
⊺x− bi is affine.
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Equivalently, the maximization problem is

argmax
x

f0(x)

subject to:
fi(x) ≤ 0, i ∈ {1, . . . ,m}
ai

⊺x = bi, i ∈ {1, . . . , p} (10)

where f0(x) is a concave function, and the problem can be solved by minimizing
the convex objective function −f0(x).

5.5 Second-Order Cone Programming

We can call the optimization problem second-order cone if it can be expressed as

argmin
x

f⊺x

subject to:
∥ Aix+ bi ∥2 ≤ c⊺ix+ di, i ∈ {1, . . . ,m}
Fx = g (11)

where x ∈ Rn,Ai ∈ Rni×n and F ∈ Rp×n. In this programming, the first constraint
is

∥ Ax+ b ∥2 ≤ c⊺x+ d (12)

is a second-order cone constraint, hence the name. The constraint requires the
affine functions (Ax+ b, c⊺x + d), where A ∈ Rk×n, to lie in the second order
cone in Rk+1. Interestingly, the problem in (11) reduces to linear programming if
Ai = 0, i ∈ {1, . . . ,m}.

5.6 Non-linear Programming

If the general optimization problem in (1) is not linear, i.e., the objective or con-
straint functions are neither linear nor convex, then it is called non-linear program-
ming. In general, there is no effective formula for solving such problems; therefore,
compromises are considered to solve non-linear programming.
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6 Quality of Service Aware Scheduler Abstraction
We address our proposed QAS throughout this chapter in full detail. In the first
section 6.1, QoS classes are categorized according to the set of network charac-
teristics. In the second 6.2, the system model of QAS is presented by formulating
the RBs allocation problem and introducing a powerful modeling tool to solve
problems that incorporate convex programming.

6.1 Quality of Service Classes

The wide-ranging term QoS refers to the experience a user has over a network [36].
In the context of wireless networks, QoS is quantitatively measured using multiple
features of the network service, such as

• Throughput: The rate at which data packets are delivered successfully be-
tween the transmitter and the receiver.

• Latency: The time which a packet takes to be transferred from one commu-
nication end point to the other.

• Packet loss ratio: The ratio of lost data packets due to transmission failures
to the total number of packets sent on the network.

There are several classes of QoS to which services belong according to their de-
lay sensitivity, throughput expectancy, packet loss ratio, etc. These classes are
described below according to [32]

• Conversational: Applications that include telephony speech, e.g., Global Sys-
tem for Mobile communications (GSM), VoIP and video conferencing. There-
fore, RT conversations, in which the data is generated in real time between
speakers oblige a stringent low latency transmission as provided by human
perception.

• Streaming: Applications in which users look at RT video or listen to RT
audio. In these cases, the data is usually recorded beforehand. Thus, trans-
mitting adequate number of packets to the user is sufficient for enabling RT
streaming of the file. Exploiting the times of good channel conditions for
providing high throughput for the user is possible in this class. However, this
is not feasible for the conversational class since the data is not generated
yet. Less strict requirements on delay compared to the conversational class
are required; however, the delay variation between the data packets within
a flow must be preserved.

• Interactive: The traffic is characterized by request-response patterns between

26



6.2 System Model 6 QUALITY OF SERVICE AWARE SCHEDULER ABSTRACTION

end users. The most popular instance of such traffic is web-browsing. The
payload must be transmitted reliably; hence, a low packet loss ratio is a
fundamental characteristic of this scheme.

• Background: Applications transmit and receive data in the background, e.g.,
downloading of databases. Thus, this class is delay-insensitive. Nevertheless,
the content must be delivered with a low packet loss ratio.

6.2 System Model

6.2.1 Resource Blocks Optimization Problem

Considering the downlink of 5G wireless networks, we assume a set of K users
and a set of N available RBs during one subframe/TS. The number of bits that
the user would transmit, in other words, the throughput of user k at a RB n is
denoted by tn,k. The weighted sum throughput maximization problem is written
with the following QoS constraints

argmax
{b1,1,...,bn,k,c}


 K�
k=1

α−βk σ−max {dc,k−dk,0}
N�

n=1

tn,kbn,k

�
+ c

subject to:
bn,k ∈ {0, 1}, ∀ n, k

K�
k=1

bn,k = 1, ∀n ∈ {1, . . . , N}
N�

n=1

tn,kbn,k ≥ c γk, ∀k ∈ {non full buffer users} ⊆ {1, . . . , K}

0 ≤ c ≤ 1 (13)

where bn,k denotes the RB n allocated to user k. The RB allocation is restricted
to be binary, i.e., can be either 1 or 0. The second constraint function implies that
every RB is assigned to one user at a time. The predetermined value γk denotes
the total number of bits in the buffer of user k, this inequality constraint ensures
that the number of RBs that are allocated to a user is sufficient for its need.
Achieving γk for all users may be infeasible due to insufficient available RBs. To
account for this, the variable c, which proportionally reduces the assigned RBs of
all users to achieve feasibility, is included. The power allocation is assumed to be
equal for every RB from the transmit antenna. The throughput for user k on RB
n is estimated as follows

tn,k = ςn × ηn (14)
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where ςn denotes the number of data symbols sent on RB n and ηn refers to the
CQI efficiency on the same RB. The CQI efficiency means the number of data bits
transmitted per symbol according to CQI estimated by the feedback on RB n. As
the problem in (13) is restricted to SISO transmissions, the number of codewords
is equal to one. Therefore, the number of layers per codeword is not considered in
the rough estimate of throughput in (14) as it is equal to one.

The positive base σ in (13) is linked to the latency parameter. The exponent
dc,k − dk represents the difference between the characteristic delay constraint of
user k, dc,k, and the current delay of that user. Characteristic delay constraints
are predefined for every traffic model. The current delay determines the difference
between the current TS and the generation time of the oldest untransmitted packet
of that user. When dc,k − dk < 0, the exponent is set to zero, so that the packets
are not prioritized. In the case of NRT applications, the delay is not a critical
constraint; therefore, the exponent is set to zero. Thus, the latency parameter is�

σ−max {dc,k−dk,0}, RT user
1, NRT user

(15)

which is exponentially increasing for RT users with a maximum value of one. The
closer the current packet delay of a user is to the delay constraint, the more priority
this user will be given.

The reliability parameter α−βk decreases exponentially with a base α. The expo-
nent βk represents the average BLER over codewords of user k. Therefore, the
traffic of high reliability users is prioritized. This raises the question of how users
with low reliability are treated. For the latter users, the reliability parameter α−βk

is equal to one and a lower CQI is used for the transmissions of these users com-
pared to the CQI measured by feedback from their links. This is done to guarantee
robust transmissions for them. Reliability is determined based on an average BLER
threshold, which is a typical operating point for mobile communication systems,
as follows �

α−βk , βk ≤ 0.1

1, βk > 0.1.
(16)

All of the parameters γk, tn,k, α, βk, σ, dc,k, dk ∈ R+ and must be checked on TS
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basis for every user. Rewriting the problem (13) in a vector notation results in

argmax
{b1,...,bk,c}


 K�
k=1

ζktk
⊺bk

�
+ c

subject to:
b(n) ∈ {0, 1}, ∀n ∈ {1, . . . , N}
bj

⊺bi = 0, ∀i ̸= j

tk
⊺bk ≥ c γk, ∀k ∈ {non full buffer users} ⊆ {1, . . . , K}

0 ≤ c ≤ 1 (17)

where ζk = α−βk σ−max {dc,k−dk,0} and bk = [b1,k, . . . , bn,k]
⊺. Next, the following

compact notation is borrowed from [12]

b = vec



b⊺1
b⊺2
...
b⊺K


 ∈ {0, 1}N ·K×1 (18)

A =

N ·K� �� �
1 . . . 1 0 . . . 0 . . . 0 . . . 0
0 . . . 0 1 . . . 1 0 . . . 0 . . . 0

... . . . ...
0 . . . 0 . . . . . . 1 . . . 1


� �� �

K

(19)

where b contains the RBs allocation for all users. The first K rows correspond to
the first RB assigned to all users, the next K rows to the second RB assigned to
all users, etc. The matrix A ∈ {0, 1}N×N ·K ensures that no RB is allocated to two
users at a time. As a result, the optimization problem is described as

argmax
{b1,...,bk,c}


 K�
k=1

ζktk
⊺bk

�
+ c

subject to:
b(n) ∈ {0, 1}, ∀n ∈ {1, . . . , N}
Ab ≤ 1N

tk
⊺bk ≥ c γk, ∀k ∈ {non full buffer users} ⊆ {1, . . . , K}

0 ≤ c ≤ 1. (20)
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Letting the constraint function Ab ≤ 1N strictly equal to 1 may be infeasible
due to excluding the possibility of no users assigned to a RB; hence the use of
inequality.

Fairness is a key performance metric that allows equal sharing of resources between
users. Jain’s fairness index, the commonly used metric in literature,

J (x1, x2, . . . , xK) =
(
�K

k=1 xk)
2

K
�K

k=1 xk
2

(21)

is widely used to measure fairness [1]. As x is a throughput vector and xk is the
throughput of user k on its RBs, the index is equal to one if the same throughput is
achieved by all users. This indicates the greatest fairness. With decreasing fairness,
it gets closer to zero. When all RBs are allocated to only one user J = 1/K; thus
the worst fairness is attained. Writing Jain’s fairness index in our optimization
problem context

J =
(
�K

k=1 tk
⊺bk)

2

K
�K

k=1(tk
⊺bk)2

. (22)

Therefore, a constraint is imposed to ensure fairness among users of the full buffer
such that J ≥ J◦ where J◦ = 0.7 is the desired fairness index. This value is
chosen such that the feasibility of the RBs allocation problem is guaranteed using
the network loads that has been studied in this work. Thus, if infeasibility arises,
this value must be changed accordingly. As stated in [16], the constraint can be
reformulated as a second-order cone constraint

(
�K

k=1 tk
⊺bk)

2

K
�K

k=1(tk
⊺bk)2

≥ J◦ ⇔
K�
k=1

tk
⊺bk ≥

�
J◦K∥ tk

⊺bk ∥2. (23)

Adding the fairness constraint to the problem in (20)

argmax
{b1,...,bk,c}


 K�
k=1

ζktk
⊺bk

�
+ c

subject to:
b(n) ∈ {0, 1}, ∀n ∈ {1, . . . , N}
Ab ≤ 1N

tk
⊺bk ≥ c γk, ∀k ∈ {non full buffer users} ⊆ {1, . . . , K}

0 ≤ c ≤ 1�
J◦K∥ tk

⊺bk ∥2 ≤
K�
k=1

tk
⊺bk, ∀k ∈ {full buffer users} ⊆ {1, . . . , K}. (24)
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Analyzing the RBs optimization problem in (24) shows that

• Considering the objective function, each term within the non-negative
weighted sum is a linear (affine) function of the RBs. According to Section
5.4.2, affine functions are convex. Also, non-negative weighted sums preserve
convexity; hence the objective function is convex.

• This inequality constraint Ab ≤ 1N can be written as an
⊺b − 1 ≤ 0 for

n = {1, . . . , N} where an
⊺ are the rows of A. The prior functions of RBs are

affine; hence convex.

• Similarly, the inequality constraint functions tk
⊺bk ≥ c γk are linear (affine)

functions of the RBs; therefore convex.

•
√J◦K∥ tk

⊺bk ∥2 ≤
�K

k=1 tk
⊺bk is a second-order cone constraint that is con-

vex according to Section 5.5.

• The optimization problem involves continuous and binary variables bn,k. Such
a problem is called mixed binary integer programming.

If we drop the assumption that the optimization variables are restricted to binary
and assume bk ∈ Rn, then we can call our optimization problem convex.

6.2.2 Problem Relaxation

In order not to use a binary programming solving method, relaxation can be ap-
plied. Relaxation implies substituting each non-convex constraint with a looser
convex one, that is, replacing the integer constraints with convex ones, solving the
convex programming, and rounding the results [5]. Solving the relaxed optimiza-
tion problem is more convenient than solving the original one. With reference to
the problem in (24), the integer constraint bn,k ∈ {0, 1} can be relaxed to a linear
one, i.e., 0 ≤ bn,k ≤ 1. Furthermore, if the matrix A is totally unimodular and
the right hand side of its constraint is an integer valued vector, then every feasible
solution is an integer [2]. Totally unimodular means a matrix in which every square
invertible submatrix is unimodular, i.e., a square integer matrix that has a deter-
minant 0, 1, or −1. Consequently, the solution returned by the relaxed problem
is guaranteed to be an integer. This applies to the matrix A in our optimization
problem in (24).

6.2.3 CVX Tool

To solve the problem in (24), a MATLAB-based modeling system called CVX
is used, which supports convex programming [20]. The tool allows optimization
problems to be formulated using standard MATLAB expression syntax. It supports
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Disciplined Convex Programming (DCP), which is a methodology to construct
convex optimization problems in a proper format for CVX. Problems that abide
by the ruleset imposed by DCP are quickly verified as convex and transformed to a
solvable form. Otherwise, they would be inadmissible even when they are convex.
CVX supports standard optimization problems such as linear programming and
much more complicated ones. Solvers with distinct capabilities are included in
CVX, e.g., SeDuMi, Gurobi, and Mosek.

In a nutshell, to initiate CVX, one must write a CVX specification into a MAT-
LAB script, function, or command prompt. A specification encompasses MATLAB
statements and particular CVX commands for announcing optimization variables
and specifying constraints and objective functions. It is noteworthy that CVX sup-
ports Mixed Integer Disciplined Convex Programming (MIDCP) in which problems
are non-convex. MIDCP and DCP comply the same convexity rules; however one or
more variables are restricted to be integer in MIDCP. Some CVX solvers support
MIDCP without a guarantee of low computational complexity for any moderately
sized problem. To obey the DCP ruleset and formulate our optimization problem
(24) in CVX, we introduce the following vectors

t =


t⊺1
t⊺2
...
t⊺K

 ∈ RK×N (25)

ζ =


ζ1
ζ2
...
ζK

 ∈ RK (26)

γ =


γ1
γ2
...
γK

 ∈ RK (27)

t∗ = vec



ζ2t

⊺
1

ζ2t
⊺
2

...
ζKt

⊺
K


 ∈ RN ·K×1 (28)
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where t includes the throughput of all users, ζ holds the tuning parameters of all
users’ traffic, γ has the remaining data in all buffers, and t∗ contains the tuned
estimated throughput of all users. The first K rows correspond to the throughput
that every user would transmit over its first RB and the next K rows to the
throughput that every user would transmit over its second RB, etc. In addition,
we introduce matrix T ∈ RK×N ·K

T =

N ·K� �� �
t11 0 0 . . . 0 t12 0 0 . . . 0 . . . t1N 0 0 . . . 0
0 t21 0 . . . 0 . . . 0 t2(N−1) 0 . . . 0 t2N 0 . . . 0

... . . . ...

...
...

0 0 0 . . . tK1 0 0 0 . . . tK2 . . . 0 0 0 . . . tKN


� �� �

K

(29)
which contains the throughput of all users on all RBs. Eventually, the problem in
(24) is formed in CVX as

argmax
b,c

t∗⊺b+ c

subject to:
b(n) ∈ {0, 1}, ∀n ∈ {1, . . . , N}
0 ≤ c ≤ 1

Ab ≤ 1N

Tb ≥ cγ ∀{non full buffer users}�
J◦K∥ tk

⊺bk ∥2 ≤
K�
k=1

tk
⊺bk, ∀{full buffer users}. (30)

6.2.4 Tuning Parameters

Figure 12 shows the behavior of the latency parameter σ−max {dc,k−dk,0} introduced
earlier in (13) using multiple delay constraints. The tuning base σ is equal to 1.05
precisely. The reason stands behind this choice is that values higher than 1.05
eliminate the smooth growth of the latency parameter curve. Instead, a flipped
L-shaped curve would result. This means that a significant range of small current
delays dk of user k would correspond to low values of the parameter in the flat
region of its curve. Thus, parameter values correspond to distinct small current
delays would barely differ. On the other hand, if σ lies in the interval (1, 1.05),
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curves of the parameter would shrink. Therefore, the current delay of the users
would be assigned to a smaller scope of parameter values.

The behavior of the reliability parameter α−βk using the tuning base α of 2 is
represented in Figure 13. If the base is larger, the range of the reliability param-
eter would approach values smaller than 0.5 and its curve tail would be flatter.
Therefore, very low values of the parameter would be assigned to a large number of
users with a high BLER. Therefore, the difference in the impact of tuning achieved
by the parameter on scheduling decision would hardly be observed among these
users. On the flip side, choosing a parameter in the interval (1, 2) would narrow
the parameter values zone.

6.2.5 Verification

To verify QAS abstraction introduced in Section 6.2.1, the output of each function,
either used while developing QAS or influenced by it, is checked using the unit test
framework [38]. Thus, we ensure that all newly implemented features are developed
properly and coincide with the work of other parts of the simulator.
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Figure 12: Latency parameter curves using various delay constraints. The function
f(dk) = σ−max {dc,k−dk,0}. The yellow curve corresponds to a delay constraint that
is equal to 20. The red and blue curves correspond to delay constraints that are
equal to 40 and 100 respectively.
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7 Performance Evaluation
SL simulations of QAS are carried out using the 5G SLS [28]. In this chapter,
two different scenarios are considered for QAS performance validation. In Sections
7.1 and 7.2, simulation-specific parameters are presented and simulation results
of QAS are compared to those of classic scheduling strategies namely RR and
Best CQI. Afterwards, we discuss insights into scheduling with QoS constraints in
urban environments, problems of implementation of QAS, and some open issues
in Section 7.3.

7.1 Outdoor Simulation Scenario

This section addresses the first simulation scenario. A hexagonal grid of macro
BSs with 500 m distance between neighboring BSs is considered for network de-
ployment. All users are located outdoors according to PPP where vehicular users
move at a speed of 30 km/h in random trajectories. and other users are static,
as shown in Figure 14. In this scenario, we use a typical urban environment [9].
To reveal the effectiveness of QAS, we consider users with different RT and NRT
traffic, and each user is assigned a traffic model. Five types of traffic are imposed
on the network, namely vehicular, VoIP, video streaming, HTTP, and full buffer.
Each of these models is described in Section 4.4 and implies some constraints that
we elaborate below. Figure 15 depicts the system model of this work.

HTTP users are NRT interactive users that need sufficient data rates to browse
web-pages, and the content of their packets must be reliably transmitted [36]. A
minimum data rate that achieves constant streaming with a loose delay constraint
is desirable for video streaming users. Thus, we set a delay constraint of 100 ms
for this RT application. Furthermore, the model is modified according to [7] to
achieve a higher data rate of 90 kbps. As the VoIP user is considered in an outage
if 98% of the packets of this user are delivered with a delay greater than 50 ms
[6], we define a strict delay constraint of 40 ms for this RT model. The last RT
application considered in our traffic mix is vehicle-to-network. The latter means
the communication between a User Equipment (UE) and an application server,
both supporting vehicle-to-network applications, communicating with each other
through a cellular network (e.g., LTE or 5G) [8]. Such a safety-critical model
imposes some latency, packet arrival rate, and packet size requirements to ensure a
reliable communication; however, it does not have stringent data rate requirements.
Therefore, we consider a maximum delay of 20 ms for vehicular communications.
Finally, some users are modeled in full buffer mode [22] as they have sufficient
data available to fully utilize the network. They are best-effort users that are not
as reliable as other traffic models and there is no guarantee of delay-free delivery
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Table 2: Main simulation parameters of the outdoor scenario

Transmission parameters
TS duration 1 ms
Center frequency 2 GHz
Bandwidth 20 MHz
Simulation duration 2000 TS

Network elements properties
Number of users 140, 210, 420 users
Number of BSs 7 BSs in a hexagonal grid
BS antenna 1 omnidirectional antenna
User antenna 1 omnidirectional antenna
Traffic models Vehicular, VoIP, video stream-

ing, HTTP, and full buffer
Link properties

Channel model Typical urban
Path loss model Free space

of their data. The main simulation parameters are reported in Table 2.

7.1.1 Simulation Results

In the following, the behavior of schedulers under different network loads is inves-
tigated. In the first simulation, 140 users are considered as follows, 24% vehicular,
24% VoIP, 24% video streaming, 24% HTTP, and 4% full buffer users. In the sec-
ond and third sets, 210 and 420 users are considered respectively with the same
percentage of users belonging to each traffic category.

Throughput

One of the QoS indices that we try to maximize for the aforementioned services
is the user throughput. The resultant average and sum throughput for all traffic
categories under different cell loads are shown in Figure 16. The results of our
proposed scheduler are compared to those from RR and Best CQI strategies. After
the throughput of each user is calculated in bits per second for every TS in the
simulation, the average throughput of user k is determined as

tk
avg =

�S
s=1 ts,k
S

(31)

where ts,k is the throughput assigned to user k in TS s. The total number of TSs
is denoted by S. Then, the average throughput of all users belong to a traffic
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Figure 16: Average and sum throughput per traffic model and scheduling strategy
for 140 (top), 210 (middle), and 420 (bottom) users consecutively.
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Figure 17: Number of active HTTP users per TS and scheduling strategy in a
simulation of 140 users.

category is computed as follows

T avg =

�K
k=1 tk

avg

K
(32)

where K is the number of users. The sum throughput is calculated in bits per
second by adding the throughput allocated to each user belong to the category
over time as written below

T sum =

�K
k=1

�S
s=1 ts,k

S
. (33)

First, we consider the simulation of 140 users at the top of Figure 16. When
studying the performance of the Best CQI scheduler, it can be seen in Figure 17c
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Figure 18: Average BLER per traffic category for 140 users using QAS and the
Best CQI scheduler.

that HTTP users have a low number of active users per TS due to the limited
simulation duration. Looking at the average BLER of the users in Figure 18b,
it is clear that many HTTP users have a zero average BLER because they are
inactive; hence unserved. Some of the active HTTP users have a slightly high
average BLER that results in the lowest sum and average throughput. Generally
speaking, vehicular users have a high average BLER due to movement which let
the CQI feedback about their links outdated; therefore, the assigned MCS does
not fit to their actual channel conditions and their transmissions are unrobust.
This leads to low average throughput. On the other hand, the highest sum and
average throughput of full buffer users are due to their lowest average BLER. The
reliability of video streaming users is slightly better than VoIP, so higher average
and sum throughput.

Regarding the RR scheduler, allocating users fairly gives rise to less differences
between the sum throughputs among different traffic categories. As Figure 17a
shows, HTTP users are highly inactive, as a consequence, they get the lowest sum
throughput. Vehicular users also have low user activity per TS, as they have a
low packet arrival rate, resulting in the lowest average throughput. Throughput
performance of full buffer users is similar to the Best CQI. In terms of user activity,
video streaming users produce larger packets and much more frequently than VoIP;
therefore, a higher sum and average throughput. The RR scheduler performs worst
in the context of the sum throughput provided for all traffic categories, compared
to other schedulers, except for the full buffer.

As expected, the performance of QAS for the strict delay constraint categories,
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Figure 19: Number of active HTTP users per TS using QAS and the Best CQI
scheduler in a simulation of 210 users.

namely vehicular and VoIP, outperforms the other two strategies despite the
slightly high average BLER of both categories, as shown in Figure 18a. This is
due to the priority given to them by their delay constraints and the reliability
enhancement technique of QAS. HTTP users obtain the lowest sum throughput
since they are highly idle as shown in Figure 17b. However, throughput perfor-
mance of HTTP outperforms other scheduling methods due to the considerably
large packet size. Video streaming users also have relatively large packets and a
high packet arrival rate as well; nevertheless, the average throughput provided by
QAS is 10% less than what is allocated by the Best CQI scheduler. The reason
behind this is that QAS is designed to serve users with sufficient throughput that
matches their needs, while the Best CQI scheduler continuously serves them with
high throughput as long as they experience good channel conditions. In view of the
fact that video streaming users have a larger packet size and higher packet arrival
rate than VoIP, they get a larger sum and average throughput. Finally, full buffer
users acquire low sum throughput, as they do not provide any strict data delivery
requirements that must be met; however, they get the highest average throughput
due to their high reliability.

The performance of the second simulation of 210 users, can be observed in the
middle of Figure 16. Generally speaking, the same behavior can be observed by
scheduling strategy. With respect to the Best CQI scheduler, one can notice an
increment of sum throughput for video streaming users compared to full buffer
since the increment in number of users belonging to video streaming model is
higher than in the latter. Also, the RR scheduler transmits more throughput to
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Table 3: Improvement factors of average throughput achieved by introducing QAS.

140 UEs 210 UEs 420 UEsTraffic model RR Best CQI RR Best CQI RR Best CQI
Vehicular 1.5 1.18 2.13 1.07 3.33 1.46
VoIP 1.59 1.14 2.18 1.09 4.10 1.69
Video streaming 1.32 0.90 1.71 0.89 2.27 1.06
HTTP 1.51 2.11 0.7 3.25 1.12 3.13

HTTP users as their user activity increases, as can be seen in Figure 19a. Un-
surprisingly, QAS outperforms other strategies in the performance of VoIP and
vehicular communications. HTTP users have a substantial packet size; however,
the average throughput transmitted by QAS is 30% less than what is granted by
the RR scheduler. This is because HTTP users are more active per TS while using
the RR scheduler in this simulation as shown in Figure 19b.

As maintaining a high throughput at high loads is essential, we examine the last
simulation of 420 users. The results can be observed at the bottom of Figure 16.
A careful look at the figure reveals that QAS is successful in achieving its main
objectives. Table 3 summarizes the results of average throughput offered by QAS
divided by the average throughput transmitted by the two benchmarks for all
simulations. Thus, the throughput gain or loss achieved for each traffic category
can be seen numerically.

It should be noted that in this work, we consider a single random realization of
users’ positions for each simulation, i.e the throughput results are not averaged over
multiple random realizations of users’ positions. Therefore, one can observe that
there is a throughput improvement using QAS for each simulation individually;
however, there is no obvious trend of its behavior that matches the gradual increase
in the network load. This non-monotonic behavior is quite clear when considering
the performance of the Best CQI scheduler since it depends on the channel quality
of the users that is related to their random positions and not only on the number
of active users per TS as it is the case when using the RR scheduler.

Reliability

As reliability is essential for data delivery over wireless networks, we try to optimize
the RBs allocation such that it is enhanced. The mean BLER per scheduling
strategy for 140, 210 and 420 users is examined. The average BLER over the
codewords of each user is calculated in every TS in the simulation and then the
values are averaged among all users. Generally speaking, reliability degrades as the
number of users increases, as shown in Table 4. The proposed scheduling strategy
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Table 4: The mean BLER calculated among all users per scheduling strategy.

Scheduling strategy 140 UEs 210 UEs 420 UEs
RR 0.07 0.06 0.07
QAS 0.06 0.09 0.11
Best CQI 0.13 0.16 0.22

performs well in the first simulation. In the following simulations, QAS continues
to boost the reliability of the network under high load; however, its performance
is noticeable to be somewhere in the middle between the other two strategies since
it prioritizes more low reliability users, e.g., vehicular users.

Latency

The last QoS indicator that we focus on in this work is the latency of RT ap-
plications. Delay performance is investigated for all traffic categories except full
buffer, as their packet size and thus latency is assumed to be infinity. The packet
latency is computed as the difference between its generation and successful trans-
mission times. To obtain information on the performance of each traffic category,
we examine the ECDF over latency measured in milliseconds.

First, we show the simulation results of 140 users in Figure 20. The vertical dashed
lines indicate the predefined delay constraints, that are indicated by DC, of RT
applications namely 20 ms for vehicular communications, 40 ms for VoIP and
100 ms for video streaming. One can see that neither QAS nor the RR scheduler
violate the delay constraints. However, the Best CQI scheduler violates the delay
constraint of vehicular communications as the maximum latency exceeds 20 ms.
Looking at the HTTP performance in Figure 20b, one may wonder why the ECDF
stops below one such that 95% of users have a latency less than 190 ms. The
reason is that the rest of users have an infinite latency due to the finite simulation
duration. HTTP is a best-effort interactive model; therefore, it does not have
stringent latency requirements. It can be seen that QAS approaches higher latency
values compared to the other strategies for HTTP users. This is due to giving more
priority to RT applications as explained below.

Inspecting the zoomed-in latency in Figures 21a and 21c, we see that VoIP users
have the least delay values followed by video streaming, vehicular and HTTP users
consecutively. Regarding the RR scheduler, this is due to the high packet arrival
rate and the large packet size of the video model compared to VoIP. Also, vehic-
ular users generate packets infrequently. With respect to the Best CQI scheduler,
vehicular users have low reliability, as stated earlier; therefore, they are barely
served and their packets experience higher latency compared to video streaming
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Figure 20: Latency empirical cumulative distribution function (ECDF) per traffic
category and scheduling strategy for 140 users.

and VoIP users. This order of the latency curves is not what we wish for, since the
curves must act according to the increase of delay constraints of the RT models
followed by the NRT models. This is the case when using QAS, the latency curves
in Figure 21b are in ascending order starting with vehicular and followed by VoIP,
video streaming, and HTTP consecutively. One more thing to wonder about is the
stairs shape of the ECDF of each traffic model. This non-smooth behavior can be
observed for each scheduling strategy. It is a matter of the small number of users
considered in this simulation.

Roughly speaking, as the number of users increase to 210, the latency performance
degrades, i.e, higher latency values can be seen on the x-axis as shown in Figure
22. It can be seen that none of the strategies violate the delay constraint of video
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Figure 21: Zoomed-in latency ECDF per traffic category and scheduling strategy
for 140 users.

streaming model. Regarding HTTP, high latency values are recorded using the RR
scheduler, since 47% of the users have a delay less than 1555 ms, while others have
an infinite delay. On the other hand, 98% of the users have a delay less than 758
ms using QAS, which means that fewer users experience infinite delays compared
to the RR scheduler. The first reason of this is that, on average, higher number
of HTTP users are active using the RR scheduler as shown earlier in Figure 19.
The second is the priority given to these users using QAS due to their large packet
size. The Best CQI scheduler grants low latency values for HTTP users; however,
latency is not a strict performance indicator for this traffic model.

Looking at the zoomed-in latency in Figure 23, one can see that the RR and the
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Figure 22: Latency ECDF per traffic category and scheduling strategy for 210
users.

Best CQI schedulers perform worst, since the order of the latency curves does
not follow the increase in the delay constraints of the RT models. In other words,
low delay values are assigned to VoIP users followed by video and vehicular users
consecutively. When using QAS, we see in Figure 23b that low delay values are
assigned to vehicular users, followed by VoIP and video users respectively. For
example, considering a delay less than 4 ms, 99% of vehicular users have such a
delay using QAS while 91% and 76% of them have the same delay using the RR
and the Best CQI schedulers consecutively. Also, the Best CQI scheduler violates
the delay constraint of vehicular communications for 0.3% of the users. None of
the scheduling strategies violates the delay constraint of VoIP.

Finally, we consider the simulation of 420 users shown in Figure 24. There is a
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Figure 23: Zoomed-in latency ECDF per traffic category and scheduling strategy
for 210 users.

noticeable rapid increase of latency values assigned to HTTP users using the RR
and the Best CQI schedulers. This is due to the high number of HTTP users that
are active per TS in this simulation. On average, less number of HTTP users are
active while using QAS; hence, the incident is not observable in QAS performance.
Also, HTTP users have a low reliability using the Best CQI scheduler as shown in
Figure 25; therefore, their packets encounter high delays. The Best CQI scheduler
performs the worst with 64% of the users having a delay less than 1236 ms, which
translates to an abundant percentage of users experiencing an infinite delay.

Inspecting the zoomed-in latency in Figure 26, one can observe that the RR sched-
uler violates the delay constraint of vehicular communications for 0.2% of the users.
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Figure 24: Latency ECDF per traffic category and scheduling strategy for 420
users.

As stated earlier, the number of active HTTP users per TS increased during this
simulation; therefore, one can notice the bend around 80 ms since the packets
of the users stay in the buffer for quite a while until their next scheduling in-
stance and encounter even more delay. Knowing that the delay constraint of all
RT applications, Figure 26c shows that the Best CQI scheduler violates the de-
lay constraint of all of them which is not the case for QAS as shown in Figure
26b. The last observation is that the latency curves of RT applications adhere to
the desired order discussed earlier, that is vehicular, VoIP, video streaming, and
HTTP consecutively, while using QAS only.

Table 5 summarizes the latency performance of RT traffic models by listing the
ones that their delay constraints are exceeded using any of the aforementioned
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Figure 25: Average BLER per traffic category for 420 users using the Best CQI
scheduler.

Table 5: The RT traffic models that their delay constraints are violated using each
of the scheduling strategies.

Scheduling strategy 140 UEs 210 UEs 420 UEs
RR Vehicular
QAS
Best CQI Vehicular Vehicular All models

scheduling strategies. The check mark means that none of the delay constraints is
violated.
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Figure 26: Zoomed-in latency ECDF per traffic category and scheduling strategy
for 420 users.
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7.2 Indoor-Outdoor Simulation Scenario

This section elaborates the second scenario used for the performance investiga-
tion. Table 6 reports the main simulation parameters considered. In this sce-
nario, we study the traffic mix of three applications, namely vehicular, VoIP and
HTTP users. These applications adhere to the same constraints as elaborated in
the previous section. The simulator allows for simulating buildings and streets
arranged according to real world cities based on data gathered from the Open-
StreetMap database. For this scenario, the location of Vienna University of Tech-
nology (TU Wien) Gusshausstraße Campus is chosen. Thus, HTTP and VoIP users
are static and centered in the Campus experiencing wall loss inside the building
and some vehicular users, moving at a speed of 30 km/h, are distributed on the
streets around the building. Two BSs are placed in predefined positions in front of
TU Wien Campus as shown in Figure 27.

7.2.1 Simulation Results

The performance of the schedulers is studied under two network loads of 50 and 76
users, respectively. The percentage of users belonging to each category in the first
simulation is: 40% vehicular, 30% VoIP and 30% HTTP. The same percentages
are considered for the second set.

Throughput

Similar to the outdoor scenario, we start by presenting the throughput performance
and comparing our proposed scheduler against the other scheduling strategies.
Figure 28 shows the performance measures of interest which are average and sum
throughput. They are calculated according to (32) and (33). It is worth bearing in
mind that, similar to the previous scenario, a single random realization of users’
positions is considered.

Examining the first simulation at the top of the figure, it can be seen that the
Best CQI scheduler allocates low average and sum throughput for vehicular users
as they encounter a high average BLER as shown in Figure 29c and some of them
experience an outage having an average BLER equal to one. Although HTTP users
have a low average BLER, the lowest average and sum throughput is transmitted
to them due to their low user activity per TS unlike VoIP users as shown in Figure
30. In the RR scheduler case, throughput is distributed fairly among users which
induces less differences between the sum throughputs as well as the average ones
among the traffic categories compared to other strategies; however, this fairness
comes at the cost of drop in the average and sum throughput. Using QAS, HTTP
users get the highest sum and average throughput compared to classic scheduling
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Figure 27: Network deployment of the indoor-outdoor scenario.

Table 6: Main simulation parameters of the indoor-outdoor scenario

Transmission parameters
TS duration 1 ms
Center frequency 2 GHz
Bandwidth 20 MHz
Simulation duration 4000 TS

Network elements properties
Number of users 50, 76 users
Number of BSs 2 BSs in predefined positions
BS antenna 1 omnidirectional antenna
User antenna 1 omnidirectional antenna
Wall loss 20 dB
Traffic models vehicular, VoIP, HTTP

Link properties
Channel model Typical urban
Path loss model Urban macro
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Figure 28: Average and sum throughput per traffic model and scheduling strategy
for 50 (top) and 76 (bottom) users.

strategies, as they reliably produce large packets. Vehicular users still acquire a
high average and sum throughput compared to other schedulers, despite the fact
that they are highly unreliable as shown in Figure 29b. Their average throughput
is a bit less than what is granted by the Best CQI scheduler. This is due to offering
priority to all vehicular users and not transmitting to those with the best channel
quality only, as is the case with the Best CQI scheduler. Finally, due to the priority
given to VoIP as a RT application with strict delay constraint, they get the highest
sum and average throughput compared to other schedulers.

In the following, we consider the results of the second simulation of 76 users at the
bottom of Figure 28. In principle, the Best CQI scheduler achieves high through-
puts for users with high reliability but users with low reliability are barely severed
according to Figure 31c. As a matter of course, the RR scheduler performs worst
as it does not take into account the channel conditions for resource allocation. The
average throughput assigned by our proposed scheduler for HTTP users is 2% less
than the throughput provided by the Best CQI scheduler since QAS serves these
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Figure 29: Average BLER per traffic category and scheduling strategy for 50 users.

users with throughput that matches the remaining bits in their buffers, whereas
the Best CQI scheduler serves them continuously with high throughput due to
their good channel conditions. For VoIP, QAS outperforms other strategies. In the
case of vehicular communications, it performs well compared to the RR scheduler;
however, the average throughput assigned by the Best CQI scheduler for this cat-
egory is higher by 4% than what is granted by QAS for the same reason explained
above for the simulation of 50 users. Table 7 presents the throughput upgrade or
occasional downgrade that RT and NRT applications obtained using QAS.
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Figure 30: Number of active HTTP and VoIP users per TS using the Best CQI
scheduler.

Table 7: Improvement factors of average throughput attained by introducing QAS.

50 UEs 76 UEsTraffic model RR Best CQI RR Best CQI
Vehicular 2.57 0.99 3.42 0.96
VoIP 1.51 1.30 2.06 1.06
HTTP 3.77 2.96 4.97 0.98
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Figure 31: Average BLER per traffic category and scheduling strategy for 76 users.
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Table 8: The mean BLER calculated among all users per scheduling strategy.

Scheduling strategy 50 UEs 76 UEs
RR 0.15 0.14
QAS 0.12 0.13
Best CQI 0.16 0.15

Reliability

Next, we examine the mean BLER per scheduling strategy for 50 and 76 users con-
nected to BSs. Results in Table 8 show a slightly good trend of QAS on reliability
among all users.

Latency

As stated earlier, there are few vehicular users in outage in this scenario, this
results in an infinite delay for their packets as shown in Figure 32 for the three
schedulers. Figure 32a shows that 11% of vehicular users have an infinite packet
delay. Looking at QAS performance in Figure 32b, one can see that 86% of users
experience a delay less than 1406 ms which leads to 14% with an infinite delay.
Checking the performance of the RR scheduler for delays below 1406 ms, we find
that 82% of the scheduled users experience a delay within the latter. Thus, QAS
outperforms it with a higher percentage of users experiencing the same delays
even though more users are in outage while using QAS as can be seen in Figure
29. Obviously, even a higher percentage of vehicular users encounter an infinite
delay using the Best CQI scheduler which is 18%.

Inspecting the zoomed-in latency in Figure 33 shows that 74% of users scheduled by
the RR scheduler attain the delay constraint of vehicular communications, while
81% of users scheduled by QAS do the same, which proves the validity of our
proposed scheduler. Looking at Figure 33c, we see that 80% of the users attain the
delay constraint of vehicular communications; therefore, one may think the Best
CQI scheduler outperforms other strategies but this is not true. It allocates users
with best channel conditions frequently; thus their packets do not experience high
delays while QAS provide a priority for all vehicular users due to their strict delay
constraint. None of the scheduling strategies violates the delay constraint of VoIP
communications and all of them grant a low delay values for the HTTP model.
Regarding the Best CQI scheduler, this is due to the high reliability of users belong
to both categories. While the RR scheduler schedule users fairly which let their
packets do not remain in the buffers for considerable amount of time. Finally, QAS
offers a priority for VoIP users due to the strict delay constraint, for HTTP users
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Figure 32: Latency ECDF per traffic category and scheduling strategy for 50 users.

due to the relatively large packets, and for both due to the high reliability.

When considering the increased network load as shown in Figure 34, one can
observe that 87% of the vehicular users encounter a delay less than 3944 ms when
scheduled by the RR scheduler, 94% of them experience a delay less than 3708
ms when allocated by the Best CQI scheduler, and 93% of them face a delay
less than 3550 ms when assigned by QAS. This means 13%, 6% and 7% of users
experience an infinite delay when using the RR scheduler, the Best CQI scheduler
and QAS, respectively. One may think that Best CQI outperforms; however, no
users experience an outage using the latter scheduler, unlike the RR scheduler and
QAS as shown in Figure 31. Users suffer an outage have an average BLER of one.
Also, the range of delays assigned by QAS to the packets of vehicular users is
smaller than the one offered by the Best CQI scheduler.
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Figure 33: Zoomed-in latency ECDF per traffic category and scheduling strategy
for 50 users.

Similar to the previous simulation, none of the scheduling strategies violates the
delay constraint of VoIP communications as shown in Figure 35. Looking at the
vehicular users performance, it can be seen that, 79% and 82% of the users at-
tain the delay constraint using the RR and the Best CQI schedulers respectively.
Whereas 86% of the users do the same using QAS which shows that our proposed
scheduler performs better than other schedulers. Regarding the NRT model, the
RR scheduler grants a delay less than 50 ms for 96% of HTTP users, hence the
rest experience an infinite delay. The latter incident does not occur while using
QAS or the Best CQI scheduler.
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Figure 34: Latency ECDF per traffic category and scheduling strategy for 76 users.
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Figure 35: Zoomed-in latency ECDF per traffic category and scheduling strategy
for 76 users.
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7.3 Discussion

The results aggregated in Sections 7.1 and 7.2 for two scenarios involving distinct
traffic types prove that the formulation of the RBs allocation problem of QAS
is valid since it achieves the desired aims. Values chosen for the priority bases
(σ = 1.02, α = 2) deliver a reasonable performance to handle mixed traffic sce-
narios. However, these values were chosen based on the theoretical assumptions in
Section 6.2.4. The investigation of the optimal priority bases of this scheduler is
left for future work. Comparing the performance of QAS to other classic scheduling
strategies namely RR and Best CQI under different network loads shows that the
promised gains in throughput, reliability, and latency are most likely feasible in a
realistic environment.

Throughput improvement is achieved for all RT and NRT applications, since QAS
grants all users as much resources as needed. This does not include full buffer
users that are served with the remaining RBs. The gain achieved increases for
highly loaded cells in some network configurations; however, the computational
complexity also increases, which is a hindrance to extending the performance in-
vestigation. When considering the latency performance, QAS outperforms the two
benchmark scheduling strategies in the RT applications. It increases the transmis-
sion rate for users based on their priority factor, leading to a smaller packet delay
and, in turn, improved average throughput since more resources are allocated to
RT users. Therefore, this should not be understood as small packet delay and im-
proved throughput are generally related. However, it is not permissive in ensuring
low delays for NRT services. Furthermore, prioritizing RT users with low reliability
degrades the reliability performance in some scenarios. Due to insufficient random
realizations of each traffic model, the randomness introduced by the statistics of
the traffic models influences the number of active users during each simulation;
hence occasionally biases the results. Considering lengthy simulations and repeat-
ing the same simulation sufficiently often would eliminate this effect; hence lead to
an accurate performance. QAS is a practical solution for enhancing the reliability
in wireless networks as it achieves an intermediate BLER performance between the
other state of the art scheduling strategies and this is comprehensible because the
RR scheduler allocates resources for all users and then the total reliability averages
among them and the Best CQI scheduler assigns users with high channel condi-
tions; thus their transmissions most likely would fail and the network reliability
deteriorate consequently.

For fairness, an average level is offered among full buffer users. Higher levels have
not been investigated in this work due to feasibility of the RBs optimization prob-
lem. Moreover, imposing fairness among other traffic categories is not in our in-
terest as we aim for taking advantage of the QoS characteristic of each traffic. As
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the impact of optimizing the QoS delivery to users on computational complex-
ity is a key performance indicator, the processing time spent using each of the
aforementioned scheduling strategies is measured. Roughly speaking, QAS spends
1.44 − 2.29 more time than the classic schedulers. This computational effort is
a severe limitation for handling the RBs optimization problem for high number
of users. This result can not be generalized as it is obtained using our mixed
traffic scenarios only. In this work, precise measurements for the computational
complexity using each of the traffic models individually have not been examined.
However, two methods are implemented to reduce the simulation time. The first is
using the solver Mosek, which belongs to the solvers family of CVX [20] instead of
Gurobi, for solving the optimization problem. The second is applying relaxation
to the binary integer optimization problem as elaborated in Section 6.2.2. None of
the aforesaid methods reduces the computational complexity considerably. These
findings encourage further endeavors to possibly implement faster schemes of QAS.

Some questions are left open after this work, opening the door for extensive anal-
ysis and potential improvements. Two network designs were used for the perfor-
mance evaluation of QAS. First, an outdoor scenario with a hexagonal grid of BSs
and users outdoors. Second, an indoor-outdoor scenario with two BSs placed in
predefined positions and some users experience penetration loss inside TU Wien
Gusshausstraße Campus while others are outside. All of these BSs have omnidi-
rectional antennas. Real wireless networks would involve directive antennas which
should be investigated with QAS. The network setup only considers urban en-
vironments. Taking into account other channel models that reflect the practical
networks would be favorable to reveal the effectiveness of QAS. To get better in-
sights, various models for microscopic fading should be taken into consideration as
well. Network interference was not adequately represented for cell-edge users since
no interference region has been been considered in the SL simulations. Extending
simulation areas to mitigate border effects may yield more accurate outcomes in
terms of reliability and other QoS attributes. All users utilized in the networks
framework are static except the vehicular. Introducing different types of user mo-
bility can yield interesting results because this has an impact on the channel quality
of the users.
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8 Conclusion and Outlook

8.1 Conclusion

By leveraging recent results on scheduling, in this thesis, we formulated the
weighted sum throughput maximization problem according to some QoS con-
straints in the framework of 5G and developed a practical downlink scheduler.
Performance investigation of QAS against popular existing scheduling strategies
in small- and large-scale multi-traffic scenarios was presented. Based on the results
acquired, it can be concluded that QAS boosts the system throughput even un-
der high network load and performs exceptionally well in terms of packet latency.
Additionally, it slightly increases reliability compared to the common scheduling
strategies in the literature. However, this improvement comes at the cost of com-
putational complexity as the number of connections increase.

8.2 Outlook

The scope of this work is limited to SISO transmissions. An extension that looks
appealing is developing QAS to involve MIMO as one of the leading transmission
techniques of 5G which would increase the network capacity. This means to extend
the RBs optimization problem for maximizing over the sum throughput of multiple
user streams. The drawback is that the burden on the hardware would increase.
Furthermore, the assumption of equal power allocation on the RB may not be
handy in practical wireless networks. Therefore, the influence of an additional
total transmit power constraint should be analyzed. The traffic mixes examined
for the performance evaluation of QAS should address Internet of Things (IoT)
scenarios considering massive connection densities with loose latency and data
rates requirements. Another approach could be to combine QAS with HARQ.
On the one hand, this might further increase the throughput and reliability of the
network. On the other hand, the reliability enhancement mechanism of QAS would
interfere with HARQ.
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3GPP 3rd Generation Partnership Project

5G 5th generation
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CQI Channel Quality Indicator

DCP Disciplined Convex Programming

ECDF empirical cumulative distribution function

FTP File Transfer Protocol

GSM Global System for Mobile communications

HARQ Hybrid Automatic Repeat Request

HTTP Hypertext Transfer Protocol

IoT Internet of Things

LLS Link Level Simulator

LOS Line Of Sight

LPM Link Performance Model

LQM Link Quality Model

LTE Long Term Evolution

MAC Multiple Access Channel

MCS Modulation and Coding Scheme

MLWDF Modified Largest Weighted Delay First

MDP Markov Decision Process
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PPP Poisson Point Process

QAS Quality of Service Aware Scheduler
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RT Real Time

NRT Non Real Time
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SISO Single-Input Single-Output
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SL System Level
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TS Time Slot

TU Wien Vienna University of Technology

UDP User Datagram Protocol
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