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Abstract

Most modern wireless multi-user networks suffer from undesired interference that impairs the
data transmission over the individual radio links. In order to maximize the data throughput
in such systems, several interference mitigation schemes have been investigated recently. Inter-
ference alignment stands out as one of the most promising ones, able to attain the maximum
data throughput over interference disturbed links in theory, given the right conditions. As the
theoretical research progresses, practical implementations have to be considered in order to
confirm the theory and discover limitations introduced by hardware.

Interference alignment utilizes linear filtering at each transmitter and receiver of the network.
The transmit filters thereby partition the signal space at the receiver into two subspaces, a
desired signal subspace containing the signal from the desired transmitter and an interference
subspace accumulating all the interfering signals. The aligned interference is then forced to
zero by the receive filter and only the desired signal is retained. For this to be accomplished,
cooperation of all users in the network is required.

This work first deals with the theoretical foundations of interference alignment by introducing
the relevant system model and discussing feasibility and filter computation. It then advances
to the characterization of the Vienna MIMO testbed on which interference alignment was
implemented throughout this work. The testbed employs two outdoor transmitters on rooftops,
one indoor transmitter and one indoor receiver. The radio channels in the considered setup
are quasi-static. Hardware, software and the used signals are described. Performance measures
for evaluation are introduced. Finally, measurement results are presented. The feasibility of
interference alignment is shown, and the performance measures are evaluated over variable
signal to noise ratio and variable signal to interference ratio. The results are discussed, and
impairments introduced by hardware are highlighted.



Kurzfassung

Moderne drahtlose Multiuser-Netzwerke werden oft durch unerwünschte Interferenz gestört,
welche die Datenübertragung über die jeweiligen Funkverbindungen verschlechtert. Einige
Methoden zur Steigerung der Datenrate in solchen Systemen wurden kürzlich untersucht. “In-
terference Alignment” sticht dabei als eines der vielversprechendsten Verfahren hervor, da es in
der Theorie die maximale Datenrate erreicht, wenn die richtigen Umstände gegeben sind. Mit
dem Fortschritt der theoretischen Forschung werden praktische Implementierungen relevant,
damit die Theorie bestätigt und mögliche hardwarebedingte Limitationen entdeckt werden.

“Interference Alignment” verwendet lineare Sende- und Empfangsfilter. Der Signalraum am
jeweiligen Empfänger wird dabei durch die Sendefilter in zwei Unterräume unterteilt, einen
Unterraum für das erwünschte Signal und einen Unterraum, in dem alle Interferenz-Signale
überlappen. Die gesammelte Interferenz wird dann mittels Empfangsfilter eliminiert und nur
das erwünschte Signal bleibt bestehen. Das Verfahren ist nur möglich, wenn alle Benutzer des
Netzwerks kooperieren.

Diese Arbeit beginnt mit einer theoretischen Abhandlung von “Interference Alignment”. Dabei
wird zuerst das relevante System-Modell eingeführt, anschließend werden Voraussetzungen
und Filterberechnung besprochen. Als nächstes wird das “Vienna MIMO testbed” charak-
terisiert, auf welchem “Interference Alignment” im Zuge dieser Arbeit implementiert wurde.
Es besteht aus zwei Outdoor-Sendeanlagen auf Häuserdächern, einer Indoor-Sendeanlage und
einer Indoor-Empfangsanlage. Die Funkkanäle sind dabei quasi-statisch. Hardware, Software
und die benutzten Signale werden beschrieben. Performance-Maße werden eingeführt, die zur
Bewertung der “Interference Alignment” Qualität dienen. Anschließend werden Messergebnisse
präsentiert. Die Machbarkeit von “Interference Alignment” wird gezeigt, und das Verhalten der
Performance-Maße wird untersucht, einmal für variables Signal-Rausch-Verhältnis und einmal
für variables Signal-Interferenz-Verhältnis. Beeinträchtigungen durch die verwendete Hardware
werden aufgezeigt.
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Chapter 1

Introduction

Interference lowers the achievable data rates in wireless multi-user networks. Transmissions
that naturally occupy a certain bandwidth are thereby disturbed by interferers that transmit
in the same frequency band. As a result, the superposition of the signals at the receiver impairs
the desired signal, since its waveform and amplitude are altered by the interference.

Where in former times, we were able to divide applications into individual frequency bands
and thereby avoid interference, we soon reached a point where these bands were highly occupied
and the resource of frequency became scarce. The bandwidth and operational frequency of an
application are also constrained by physical properties like antenna size. We had to come up
with new ideas to maximize the (spectral) efficiency of our wireless transmission schemes in
order to accommodate more channels in the same frequency band. Schemes that successfully
manage interference yield tremendous potential in that area.

With a steadily increasing number of users in wireless networks such as the cellular system
in mobile communications, the need of multiple access schemes emerged. Users can be distin-
guished in frequency domain (designated frequency/channel), in time domain (designated time
slot), in code domain (designated signature) or in space domain (designated direction of radio
beam). The realizations of these ideas are called Frequency Division Multiple Access (FDMA),
Time Division Multiple Access (TDMA), Code Division Multiple Access (CDMA) and Space
Division Multiple Access (SDMA), respectively. What all these multiple access schemes have
in common is the effect of decreasing maximum data rate per user with increasing number of
users. This is due to the fact that the frequency/time/code/spatial domain can not be fully
exploited for data transmission as in the single user case. The channel can be seen as a cake,
and every user gets only a slice of it. A simple example illustrating this behaviour is the one
of K users that want to transmit data within one second - each user gets only the fraction 1

K

of a second to transmit its data or put differently, it takes each user K seconds to transmit the
same amount of data as in the single user case.

In cellular networks, interference will always be an issue. Despite frequency planning1,
frequencies have to be reused, either in adjacent cells as in UMTS2 or in further separated
cells as in GSM3. The difference manifests itself in the strength of the interference and how it
is handled. With increasing number of users, these networks ultimately become interference
limited, meaning that an increase of transmit power does not result in better signal quality
and higher data throughput as in noise limited networks. This behaviour also applies to other
multi-user networks such as WLAN4.

1Frequency planning here refers to the downlink in a cellular system, namely the channel from serving base
station to user equipment. The so called inter-cell interference comes from neighbouring cells that operate
on the same frequency as the serving cell.

2Universal System of Mobile Communications (in 3rd generation mobile networks)
3Global System for Mobile Communications (in 2nd generation mobile networks)
4Wireless Local Area Network, IEEE 802.11
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Conversely to the somewhat old fashioned cake cutting analogon where every user gets only a
“slice” of the channel, it has recently been shown in [1] that the maximum data rate per user is
not necessarily decreasing with increasing number of users. The refined statement claims that
“every user is able to get half the cake”, the rate-penalty of having K users communicating on
the same resource would only be 1

2 instead of 1
K

. Several interference management approaches
have been researched, but Interference Alignment (IA) stands out as one of the most promising
ones. As a future technology, it might be employed as an interference mitigation technique in
the further progression of LTE5.

In Section 1.1, the advances in interference management are sketched, the basic idea behind IA
is explained and finally, its requirements are listed. Section 1.2 then illuminates the benefits
of testbed driven evaluation in the context of IA and compares the approaches that have been
taken up to the point where this work was written. An outline of this work is subsumed in
Section 1.3.

1.1 The Virtues of Interference Alignment

The choice of the proper interference management approach heavily depends on the aspects of
the considered system, such as the Signal to Noise Ratio (SNR) and the interference strength
which is usually expressed by the Signal to Interference Ratio (SIR). Three classic approaches
are now listed, loosely following the introduction in [1]:

• Treat as noise: In case of weak interference, the interfering signals can be treated as
noise. Single user encoding and decoding is performed. However, this approach is sub-
optimal from an information theoretic point of view since the structure in the interfering
signals is not exploited.

• Orthogonalized access: In case of interference being about as strong as the desired
signal, it can be avoided by orthogonalizing the channel access with multiple access
schemes. This is the “cake cutting” approach where every user accessing the medium gets
only a “slice”.

• Decode: In case of strong interference, the interfering signals might be decoded along
with the desired signal. While improving the data rate of the desired user, the interfering
users experience lowered rates due to the necessary overhead for multi-user detection.

Interference Alignment (IA) addresses the case where interference and desired signal are about
equally strong. It redeems the “cake cutting” approach and - given the right conditions - is able
to serve every user “half the cake”. This results in heavily increased data rates in multi-user
systems.

Consider such a multi-user system with three transmitter-receiver pairs (users) where each
transmitter wants to communicate only with its corresponding (desired) receiver. Each user
receives two interfering signals on top of the desired signal. The approach using TDMA is
depicted in Figure 1.1. Each user is assigned to a designated time slot. In the example, all
propagation delays are equal and no inter-symbol interference occurs. At the receive side,
the signals can be separated perfectly. However, the time until every user is served linearly
increases with the number of users. Equivalently, the users could be separated on different

53GPP Long Term Evolution (in 4th generation mobile networks)
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Figure 1.2: Basic principle of IA in the three user case

carrier frequencies in FDMA and different code signatures in CDMA. The idea of IA illustrated
in Figure 1.2 is more complicated, yet rewarding. At the transmit side, the signals are mapped
onto a higher dimensional space in such a way that the interference overlaps in a subspace
at the receive side. In the simple example, a one dimensional transmit signal is arranged in
a two dimensional space at each transmitter. After transmission over the channels, desired
and interfering signals add up at each receiver. The received signals are partitioned into
one dimension containing the desired signal and one dimension accumulating interference.
The receiver then retains only the desired signal by projecting the receive signal onto the
desired signal dimension, thereby eliminating the accumulated interference. This step is called
interference suppression.

The nature of the exploited signal space dimension - time, frequency, space or code - is
dictated by the system and its channel characteristics. For instance, IA on Multiple-Input
Multiple-Output (MIMO) systems incorporating multiple antennas at each user node is able
to exploit the spatial dimension. In that context, the operation of expanding the signal space
at the transmit side is called beamforming and is performed with precoding matrices. This work
deals with that particular case. Not relying on multiple antennas, the time dimension can be
exploited by coding across time-varying channels [1], the frequency dimension by coding across
multiple carriers with frequency selective coefficients. This already implies that the channels
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have to be uncorrelated (i.e. full rank channel matrices in MIMO transmissions) for optimal
results. To realize the separation of desired signal and interference at the receiver, overall
channel knowledge is required. Only then, the signals can be precoded at the transmit side so
that interference aligns at the receive side. The users therefore need the ability to communicate
with each other (i.e. feedback). By cooperation of all user nodes, a jointly optimal beamforming
scheme called IA is possible. Furthermore, the 1

2 rate penalty (“every user gets half the cake”)
is only attained in the high SNR regime.

1.2 Testbed Aided Evaluation

The foundation of scientific innovation is based on ideas that develop into theories followed by
mathematical descriptions and models. As soon as we are able to imagine how something could
work, we start to abstract the problem. Especially at the beginning, this might lead to very
conceptional drafts that are far from reality and can not directly be applied in the real world.
Section 1.1 dealt with a similar case and explained the principles of IA in a very abstract way.

The next step is to build upon the theoretical foundation and dare the step into the real
world. The best idea is not worth the effort if it is not feasible. Where Section 2.3.1 deals
with the aspects of feasibility in detail, the remainder of this section lists the achievements in
the implementation of real world IA utilizing measurements and testbeds. These results act as
a first benchmark of how IA performs in the field. Substantiating the IA theory by realizing
the IA precoder computation algorithms on a live testbed and demonstrate their capabilities
in a real world environment is an important step that brings IA one step closer to its possible
future implementation in wireless networks.

IA has been emulated in [2] using measured indoor channels. They used software defined radio
at carrier frequency 2.4GHz and built a6 (2× 2, 1)3 MIMO Orthogonal Frequency Division
Multiplexing (OFDM) testbed with accurate node-synchronization. They experimented with
node-positioning and realized Line of Sight (LOS) and Non Line of Sight (NLOS) channels
that were relatively static (i.e. highly correlated channel coefficients over time). The results
in static environments such as a laboratory room suggest that the calculated IA precoders
can be used for many successive frame transmissions, which in turn reduces the computational
complexity of the implementation. They used iterative algorithms defined in [3, 4] for their IA
precoder calculations. They compared the average sum rate vs. SNR and concluded that IA
outperforms TDMA in the high SNR regime. The same testbed was further exploited in [5]
where they added outdoor channel measurements to the evaluation. Again, IA outperformed
TDMA in the high SNR regime.

A different testbed was used in [6]. They performed IA in a (2× 2, 1)3 MIMO OFDM system
in the 5GHz band. Indoor channels were considered static with no moving objects in the
room. Conversely to the testbed in [2, 5], channel estimation, precoder calculation and signal
generation were executed online7 within five seconds. Furthermore, they studied the impact
of channel estimation errors and found it to be a key limiting factor on IA performance. This
fact was also highlighted by simulations in [7]. Once again, it was shown that IA outperforms
TDMA in the high SNR regime. The testbed has been used again in [8] to take a closer look at
the sum rate optimizing IA solution, and the sum rate degradation due to channel estimation

6A system denoted (MT ×NR, d)
K consists of K transmitter-receiver pairs, each transmitter transmitting d

data streams over MT antennas and each receiver receiving d data streams over NR antennas.
7Online means that the mentioned processes take place during the measurement rather than afterwards.
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error was demonstrated.
Where it took the testbeds in [6, 8] roughly five seconds for computations between frame

transmissions, the testbed in [9] reduces this time to the tenth of a second. They built a movable
testbed operating at 2.49GHz that constitutes a (2× 2, 1)3 MIMO OFDM system. Various
indoor positions for the mobile stations were considered. IA was compared to coordinated
multipoint with ideal and measured results. The gains over the reference schemes of the
single user MIMO case achieved by measurements were much smaller than stated by theory,
which was presumably caused by spurious Radio Frequency (RF) effects. Nevertheless, IA and
coordinated multipoint outperformed the reference schemes of the single user MIMO case, such
as TDMA.

1.3 Outline

In this work, the Vienna MIMO Testbed (VMTB) is used to demonstrate the feasibility of In-
terference Alignment (IA) in a (4× 4, 2)3 MIMO OFDM system at carrier frequency 2.5GHz.
A heterogeneous urban scenario consisting of two outdoor transmitters, one indoor transmitter
and one indoor receiver is investigated. The channels are considered static, the receive antennas
are mounted on a x-y-φ table to create different channel realizations. Precoder computation
and signal generation are performed online within approximately 70ms. Aside from the feasi-
bility demonstration, the impact of variable SNR and SIR on the data rate is observed. The
first IA results utilizing this testbed setup were published in [10].

This work is structured as follows. Chapter 2 introduces the underlying system model and
explains how the mutual information (representing the possible data rate) is obtained, with
and without IA. It then discusses the role of the Degrees of Freedom (DoF) and advances
to the principles of IA. Chapter 3 deals with the VMTB in detail. Hardware, software, the
principles of measurement and the used signals are explained. Chapter 4 introduces measures
for the evaluation of measurements. Chapter 5 shows the measurement results and discusses
their implications. Chapter 6 subsumes the work and gives an outlook.
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Chapter 2

System Model and Interference Alignment

The system model representing the basis of further characterizations is introduced in Sec-
tion 2.1. Section 2.2 then compares how mutual information and the Degrees of Freedom (DoF)
behave with and without Interference Alignment (IA). Based upon these fundamentals, Sec-
tion 2.3 deals with the theory behind IA and how it is applied. Note that if not stated otherwise,
the considered models are the ones used for IA.

2.1 K-User MIMO Interference Channel

The K-user MIMO interference channel comprises K transmitter-receiver pairs (also called
links), where each receiver suffers from K − 1 interferers. This work restricts itself to the
symmetric case, where every transmitter has MT antennas and every receiver has NR anten-
nas. Furthermore, each link communicates on d data streams. Such a system is denoted as
(MT ×NR, d)

K . An exemplary (4× 4, 2)3 system is depicted in Figure 2.1.

TX2

TX3

TX1 RX1

RX2

RX3

Figure 2.1: (4× 4, 2)3 MIMO interference channel

Each transmitter, indexed by j ∈ {1, ...,K}, transmits a data stream sj ∈ C
d that is beam-

formed by applying a truncated unitary precoding matrix Vj ∈ C
MT×d according to

xj = Vjsj , (2.1)

where xj ∈ C
MT constitutes the transmit signal vector. Let i ∈ {1, ...,K} denote the receiver

index. The transmit signal vector is transmitted over the respective channels whose coefficients
are stored in channel matrices Hij ∈ C

NR×MT . At the ith receiver, the noise vector ni ∈ C
NR

6



is added, which is (for simplicity in the following) assumed to be circularly symmetric complex
Gaussian i.i.d.1 with zero mean and variance σ2

ni
, ni ∼ CN (0, σ2

ni
INR

). The receive signal
vector yi ∈ C

NR , obtained as

yi =
K∑

j=1

Hij Vjsj︸ ︷︷ ︸
xj

+ni, (2.2)

is then filtered by the truncated unitary interference suppression matrix Ui ∈ C
NR×d according

to

ri = UH
i yi =

K∑

j=1

UH
i HijVjsj +UH

i ni = UH
i HiiVisi︸ ︷︷ ︸

desired signal

+
K∑

j=1
j 6=i

UH
i HijVjsj

︸ ︷︷ ︸
interference

+UH
i ni︸ ︷︷ ︸

noise

(2.3)

which yields the receive data stream ri ∈ C
d, an estimation of the corresponding transmit data

stream si of user i.
The precoding matrices Vj and interference suppression matrices Ui are chosen to jointly

suppress the interference in Equation (2.3), their calculation is discussed in Section 2.3.2.

2.2 Mutual Information and Degrees of Freedom

Consider a MIMO link with MT transmit antennas and NR receive antennas. The receive
signal vector is obtained as y = Hx+ n, with fixed (deterministic) channel realization H and
circularly symmetric complex Gaussian i.i.d. noise vector n ∼ CN (0, σ2

nINR
). The mutual

information2 between x and y is defined as [11]

I(x;y) = log2 det

(
INR

+
1

σ2
n

HQHH

)
, (2.4)

where Q ∈ R
MT×MT defines the power allocation at the transmit antennas and trace(Q) = P

yields the total transmit power constraint. Assuming equal transmit power P
MT

at each antenna,

Q =
P

MT
IMT

(2.5)

and Equation (2.4) becomes

I(x;y) = log2 det
(
INR

+ γHHH
)

(2.6)

with SNR γ = P
MTσ2

n
. A common approach to investigate MIMO systems is to perform a

Singular Value Decomposition (SVD)3 on the channel matrix H:

H = LΣRH. (2.7)

1The elements of an i.i.d. random vector are (statistically) independent and identically distributed.
2The mutual information I(x;y) can be seen as the reduction in the uncertainty about x due to the knowledge

of y. In the information theoretic context, it corresponds to rate. Its unit is [bit/s/Hz].
3A singular value decomposition A = LΣRH decomposes a matrix A ∈ C

NR×MT into a unitary matrix
L ∈ C

NR×NR containing its left singular vectors, a rectangular diagonal matrix Σ ∈ R
NR×MT containing

its singular values in the main diagonal and a unitary matrix RH ∈ C
MT×MT containing its right singular

vectors.
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The MIMO transmission is decomposed into NΣ parallel Single-Input Single-Output (SISO)
transmissions, where NΣ is the number of nonzero singular values in Σ and NΣ = min(MT, NR)
if H has full rank, which is assumed here. Decomposing H in Equation (2.6) leads to

I(x;y) = log2 det


INR

+ γLΣRHR︸ ︷︷ ︸
=IMT

ΣTLH




= log2 det
(
INR

+ γLΣΣTLH
)

= log2 det
(
LLH + γLΣΣTLH

)

= log2 det
(
L(INR

+ γΣΣT)LH
)

= log2 det
(
INR

+ γΣΣT
)

=

min(MT,NR)∑

s=1

log2 (1 + γλs) ,

(2.8)

where the squared singular values in ΣΣT = diag{λ1, ..., λmin(MT,NR)} are the eigenvalues of

HHH, denoted λs. The Degrees of Freedom (DoF) are now defined as

DoF = lim
γ→∞

I(x;y)
log2 γ

=

min(MT,NR)∑

s=1

lim
γ→∞

log2 (1 + γλs)

log2 γ

=

min(MT,NR)∑

s=1

lim
γ→∞

γ

1 + γ︸ ︷︷ ︸
=1

= min(MT, NR).

(2.9)

In a MIMO system, the DoF are also called multiplexing gain since the link capacity grows
linearly with the number of antennas min(MT, NR).

The transition to the interference channel introduced in Section 2.1 is now discussed. Instead
of one single MIMO link, K links exist, and each user receives interference on top of the desired
signal. Assuming perfect IA that nulls the interference terms in Equation (2.3), the receive
stream ri will be interference free. The resulting transmission of information takes place over
the interference free channel UH

i HiiVi of reduced rank d < rank(Hii). This way, each link
is interference free and can be viewed as stand-alone MIMO link as in the beginning of this
section. The link index i is now dropped and the mutual information over an interference
aligned link becomes4

I(s; r) = log2 det

(
Id +

1

σ2
n

(UHHV)Q(UHHV)H
)
. (2.10)

Taking the same assumptions and steps as in the interference free case, this develops into

I(s; r) =
d∑

s=1

log2 (1 + γλs) . (2.11)

4Note that Q = P

d
Id, since power is now allocated on d data streams rather than MT antennas.
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The DoF in the interference aligned case are

DoFIA = lim
γ→∞

I(s; r)
log2 γ

= d < min(MT, NR). (2.12)

IA therefore renders a system interference free at the expense of reduced DoF respectively
multiplexing gain. The computation of the mutual information in the non-ideal IA case (i.e.
non-perfect channel knowledge) is discussed in Section 4.2.

A capacity characterization for the K-user interference channel is not straight-forward. The fol-
lowing summary relates to K-user interference channels with single antenna nodes (not MIMO).
The K = 2-user Gaussian interference channel was studied in [12] and capacity bounds were
proposed. In [13], it was shown that the maximum achievable DoF of a network involving
K = 2 users is one (12 per user) and they inferred that for K users, it is at most K

2 (12 per
user). The landmark paper [1] coincides with that result and characterizes the sum capacity
of the K-user interference channel as C(γ) = K

2 log2(γ) +O(log2(γ)), where O(log2(γ)) is an
approximation error. This result is shown to be achievable almost surely in the case of time-
varying channel coefficients and beamforming over multiple symbol extensions.

This work focuses on the symmetric square (MT = NR) K = 3-user MIMO interference channel
with quasi-static channel coefficients, since these circumstances are experienced in the mea-
surements (Chapter 5). It was shown in [1] that the sum capacity in this case is characterized
(almost surely) as C(γ) = 3

2NR log2(1 + γ) +O(1). The total DoF are hence 3
2NR = K

2 NR,
and the per user DoF are 1

2NR which is half the DoF a user could achieve in the absence of
interference (see Equation (2.9)). This is a major improvement over classical orthogonalization
approaches like TDMA where the per user DoF are given as 1

K
NR and are hence decreasing

with increasing number of users. This result also holds true5 for larger number of users K and
is the essence behind the “every user gets half the cake” statement. However, it is only valid
at high SNR. The scheme achieving this is called Interference Alignment (IA) and will now be
discussed.

5Requirements see [1]. A larger number of users K requires a larger signal space.
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2.3 Interference Alignment

Interference Alignment (IA) is the scheme proposed to maximize the achievable Degrees of
Freedom (DoF) in an interference channel. In a MIMO system, the DoF correspond to the
achievable multiplexing gain (see Section 2.2). Considering an interference channel, they can
be interpreted as follows:

• The DoF of wireless interference networks represent the number of interference-free sig-
naling dimensions in the network [14].

• The maximum total DoF correspond to the first-order approximation of sum-rate capacity
in the high SNR regime [15].

By maximizing the DoF, intuitively the achievable data rate is also maximized. IA is cur-
rently seen to be the optimal scheme that approaches the Shannon capacity [16] of interference
networks in the high SNR regime.

The realization of IA basically boils down to the computation of precoding matrices Vj and
interference suppression matrices Ui that jointly suppress the interference (see Equation (2.3))
in the K-user MIMO interference channel introduced in Section 2.1. To that end, following
two conditions have to be satisfied simultaneously:

UH
i HijVj = 0, ∀j 6= i (2.13a)

rank(UH
i HiiVi) = d, ∀i ∈ {1, ...,K}. (2.13b)

These conditions already imply that the channel matrices Hij have to be known in order to
compute Vj , Ui.

The precoding matrices Vj applied at transmitters j = {1, ...,K} are designed to maximize
the overlap of the interference signal subspaces at each receiver while ensuring that the desired
signal vectors at each receiver are linearly independent of the interference subspace [14].

The interference suppression matrices Ui applied at receivers i = {1, ...,K} perform zero
forcing of the interference without zero forcing the desired signal (which is linearly independent
of interfering signals).

Figure 2.2 illustrates the signal vectors in a (2× 2, 1)2 interference channel. The channel
solely rotates the transmit signal vectors xj in this toy example. By knowing the channel
coefficients, the users are able to come up with a joint precoding scheme that fulfills the
IA Conditions (2.13). Imagine a larger number of users K: interference of all interfering
transmitters will overlap in the interference dimension and the desired signal that is linearly
independent of the interference can be projected onto the desired dimension, thereby nulling
all the interference.

The DoF available to every user in the interference free case are basically halved in the
interference case, one half for the desired signal and one half for the interference. In the
MIMO case, d data streams are mapped onto MT transmit antennas (Equation (2.1)) and
received on NR receive antennas (Equation (2.2)). The desired data subspace at the receiver
therefore has d dimensions, whereas the remaining NR − d dimensions belong to the interference
subspace. Condition (2.13b) ensures that the data transmitted over the effective d× d MIMO
channel UH

i HiiVi really retains its d dimensions which also correspond to the DoF of user i
(Equation (2.12)).

Feasibility of IA and the constraints on the data stream dimension respectively DoF d will
now be discussed.
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Figure 2.2: Signal vectors in a (2× 2, 1)2 interference channel without noise

2.3.1 Feasibility

Feasibility of IA in general was researched in [14] whereas the MIMO symmetric square case
was researched in [17]. In [14], IA was found to be (almost surely) feasible if a system is
proper. A system is said to be proper if the number of variables is not smaller than the
number of equations in Condition (2.13a) (non-overdetermined system of linear equations). In
a symmetric (MT ×NR, d)

K system, this boils down to following condition [14]:

MT +NR − (K + 1)d ≥ 0. (2.14)

Assuming equal number of transmit and receive antennas MT = NR (symmetric square case)
and generic channel matrices (non-degenerate continuously distributed entries), IA is feasible
if and only if [17]

NR ≥ d(K + 1)

2
. (2.15)

Furthermore, for K ≥ 3 and generic channel matrices, the maximum number of total DoF is
given as [17]

DoFmax =
K

NR

⌊
2NR

K + 1

⌋
≤ 2

K

K + 1
. (2.16)

The symmetric square case with MT = NR = 4 antennas at each node and K = 3 users as
investigated in this work attains the maximum DoF achievable in a 3-user system:

DoFmax =
3

4

⌊
2 · 4
3 + 1

⌋

︸ ︷︷ ︸
= 3

2

= 2
3

3 + 1︸ ︷︷ ︸
= 3

2

. (2.17)
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2.3.2 Closed Form Solution

The computation of a closed form analytical solution for the IA precoding matrices Vj and
interference suppression matrices Ui for the symmetric K = 3-user MIMO square case is now
elaborated, following [5]. The conditions imposed on these matrices have already been defined
in Equation (2.13). The truncated unitary interference suppression matrix Ui describes an
orthonormal basis for the interference free subspace at the ith receiver. The receive signal
vector is projected onto this interference free subspace as stated in Equation (2.3). To perform
suppression, the received interference must lie in the NR − d dimensional nullspace of UH

i and
hence

span
(
HijVj

)
⊆ null

(
UH

i

)
, ∀i 6= j, (2.18)

which is basically a reformulation of Condition (2.13a), giving more insight into the nature of
the problem. To satisfy Conditions (2.13) and Condition (2.18), the precoding matrices might
be computed as follows:

V2 = ν
(
H−1

32 H31H
−1
21 H23H

−1
13 H12

)
, (2.19a)

V1 = H−1
21 H23H

−1
13 H12V2, (2.19b)

V3 = H−1
13 H12V2, (2.19c)

where ν(.) arbitrarily chooses d eigenvectors to compose V2. This solution is clearly not unique
due to the arbitrary choice of eigenvectors in Equation (2.19a) and due to the fact that any
rotation inside its subspace yields another valid solution.

The corresponding interference suppression matrices are then obtained as:

U1 = ν left (H12V2) , (2.20a)

U2 = ν left (H21V1) , (2.20b)

U3 = ν left (H32V2) , (2.20c)

where ν left(.) arbitrarily chooses NR − d left singular vectors6.

The IA solution described above does not maximize the sum rate directly as it solely focuses
on nulling the interference and hence maximizing the SIR at the receiver to infinity. Perfect
alignment may even reduce the SNR as a result of projecting the receive signal vector onto
the interference free subspace (see toy example in Figure 2.2). Improved iterative solutions
with constraints on maximizing the Signal to Interference and Noise Ratio (SINR) have been
proposed in [3, 5].

This work predominantly focuses on showing the feasibility of IA, online on a testbed. The
closed form solutions presented above are hence sufficient (and efficient to compute).

6Let A = LΣRH denote the singular value decomposition of A. The columns of L are called left singular
vectors of A.
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Chapter 3

Vienna MIMO Testbed

Section 3.1 gives a hardware overview of the Vienna MIMO Testbed (VMTB), and a link to
the theoretical discourse in Section 2.1 is drawn. Section 3.2 subsumes the procedures of a
measurement cycle. In Section 3.3, the used signals to perform IA measurements are explained
in detail and channel estimation is described. Finally, Section 3.4 focuses on the underlying
software implementation performing the various measurements and provides understanding
over the sequential chain of events.

3.1 Hardware and Deployment

The VMTB in the setup considered here1 consists of two outdoor transmitter stations TX1 and
TX2 located on rooftops, one indoor transmitter station TX3 and one indoor receiver station
RX. Both indoor stations are located on the 5th floor of the Institute of Telecommunications
at Vienna University of Technology and are within Line of Sight (LOS) of each other. This
heterogeneous2 setup represents an urban scenario. The deployment of all stations is depicted
in Figure 3.1.

© 2013 Google
TX2

TX1

160m

140m

RXTX3

Figure 3.1: Deployment of Vienna MIMO Testbed

1Contrary to the description in [18], transmitter station TX3 was located indoors throughout this work.
2A heterogeneous scenario in this context contains outdoor to indoor and indoor to indoor radio links.
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antenna GPS

RX location

Figure 3.2: TX1 antenna setup

antenna humidityprecipitation windGPS

Figure 3.3: TX2 antenna setup with sensors

antennas TX3

Figure 3.4: TX3 station

TX3 antenna setup RX antenna setup

Figure 3.5: TX3 to RX indoor channel

Each station comprises a Personal Computer (PC), RF hardware, synchronization hardware
and an antenna setup with 4 antennas. Figure 3.2 and Figure 3.3 show the antenna setup of
transmitter TX1 and TX2, respectively. The antenna setup of TX2 employs a variety of sensors
to monitor the environmental conditions. Figure 3.4 shows the indoor transmitter station of
TX3, Figure 3.5 depicts the indoor LOS channel from TX3 to RX. All PCs are connected via
a dedicated fiber network to communicate with each other.

Comparing this setup to the K = 3-user interference channel depicted in Figure 2.1, the
absence of two receivers is recognized. RX is chosen as counterpart of the desired transmit-
ter, selectable from j ∈ {1, 2, 3}. The resulting desired link is denoted as I ∈ {1, 2, 3}, where
i = j = I on the desired link. For example, the desired transmitter shall be TX1 (j = 1).
The corresponding receiver therefore is RX1 (i = 1). The desired link is I = 1, and RX plays
the role of RX1. Channels to the remaining two receivers are chosen randomly as defined in
Section 3.3.3 to compensate for their absence.
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3.1.1 Transmitter

The transmit-hardware included in all three transmitter stations (TX1, TX2 and TX3) is now
characterized, subsuming the detailed description in [19]. Figure 3.6 shows the basic structure
of a transmitter.

transmitter PC

transmitter

daemon

X5-TX

module

MATLABDRAM

flash

storage

testbed

attenuator
upconverter

bandpass

filter

power

amplifier

4  x RF

frequency

standard

timing unit

GPS

module

1 PPS
10 MHz

2.433 GHz

4  x 70 MHz IF

4  x 2.503 GHz

200 MHz

trigger

clock

internal

LAN

external

LAN

Figure 3.6: Transmitter overview [19]

• Transmitter PC: Contains an INNOVATIVE INTEGRATION X5-TX FIFO Digital to
Analog Conversion (DAC) card that generates transmit samples at 70MHz Intermediate
Frequency (IF). The X5-TX card includes four channels, works at sampling frequency
200MHz and has a resolution of 16 bit. For the measurements in this work, an efficient
C++3 transmit routine was developed (see Section 3.4.2) that generates the IF samples
and stores them directly in the DRAM4 which results in high transmission rates. Al-
ternatively, the transmit samples can be stored on a flash storage device embodied by
a SSD5. A MATLAB6 daemon that is responsible for start-up and initialization tasks
prior to measurements is running on each transmitter PC. All PCs are connected via a
dedicated fiber network (LAN7). The transmit routine is invoked via LAN.

• RF Hardware: The RF chain contains an upconverter that filters the 70MHz IF from
the X5-TX module and converts it up to 2.503GHz transmit frequency. The bandpass
filter has a bandwidth of 20MHz. The maximum output power of the chain is 35 dBm
and can be attenuated by an AEROFLEX 4226 digitally programmable attenuator that
allows attenuations from 0 dB to 63 dB with 1 dB step size. These attenuators will be
used to control the transmit power of each transmitter individually.

3C++ is an object oriented compiled programming language.
4DRAM... Dynamic Random Access Memory
5SSD... Solid State Drive
6MATLAB is a numerical computing environment and programming language developed by MathWorks.
7LAN... Local Area Network
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• Synchronization Hardware: A common timebase for the whole testbed is derived
from a TRIMBLE Acutime GPS8 module. The so obtained PPS9 signal is used by
a STANFORD RESEARCH SYSTEM Rubidium FS725 frequency standard to output
a precise 10MHz reference for the oscillators depicted in Figure 3.6. The reference is
thereby used to generate the clock for the local oscillator used for upconversion, the
X5-TX card and the timing unit. The timing unit responsible for synchronization and
triggering the X5-TX module is described in [20].

• Antenna Setup: Whereas the transmit hardware described previously is built on a
wooden desk mounted on wheels, the antennas might be located elsewhere (still connected
with cables). In case of TX1 and TX2, they are outdoors on rooftops as illustrated in
Figure 3.2 and Figure 3.3. Every setup comprises MT = 4 antennas. The used antenna
types are now listed:

TX1,TX2: KATHREIN Scala Division 60◦ XX-pol panel antenna (800 10543)

TX3: 2 × KATHREIN Scala Division X-pol directional indoor antenna (800 10677)

3.1.2 Receiver

An overview of the receive hardware of RX is now provided, summarizing the detailed work of
[21]. Figure 3.7 shows the basic structure of the receiver.

radio frequency

front end ADC

PCIe Card
RAM

daemon

Matlab

script

receiver PC

timing

unit

internal

LAN

HDD

10 MHz

2.433 GHz

rubidium

200 MHz

2.503 GHz 70 MHz

oscillator+

splitter

Figure 3.7: Receiver overview [21]

• Receiver PC: Contains an INNOVATIVE INTEGRATION X5-RX FIFO Analog to
Digital Conversion (ADC) card that fetches the receive samples at 70MHz IF. Similar
to the X5-TX card, it includes four channels, works at sampling frequency 200MHz and
has a resolution of 16 bit. The receive samples are stored on a RAMDrive10 which allows
fast processing. RX is also the control node in the system. Measurement script (see
Section 3.4.1) and thus transmissions are invoked from here.

8GPS... Global Positioning System
9PPS... Pulse Per Second

10RAMDrive is a virtually generated drive in the random access memory that entails higher reading and writing
speeds than conventional hard disk drives.
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• RF Hardware: The radio frequency front end receives the signal at center frequency
2.503GHz and includes several filtering operations, downconversion to 70MHz IF and
amplification before the signal is fed into the X5-RX card.

• Synchronization Hardware: Essentially the same function as at the transmitters -
see Section 3.1.1.

• Antenna Setup: The NR = 4 receive antennas of RX are custom built and implemented
in the shell of a laptop (see Figure 3.8) that resembles a possible user equipment. This
laptop is mounted on a 3λ× 3λ× 360◦ x-y-φ positioning table as depicted in Figure 3.9.
The antennas are λ

2 dipoles that have not been fully characterized in a measurement
chamber by the time this work was written.

RX
antennas

Figure 3.8: RX antennas in laptop shell

antennas positioning tableRX

Figure 3.9: RX station
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3.2 Measurement Methodology

A measurement cycle entails successive frame transmissions. Each frame contains a pilot pream-
ble and data. Let the frames (and hence transmissions) be indexed by l. The pilot preamble of

frame (l) is used to compute the estimated channel matrices Ĥ
(l)
Ij , where I denotes the desired

link and j ∈ {1, 2, 3} the used transmitters. The estimated channel matrices are used to com-

pute the precoding matrices V
(l)
j and interference suppression matrices U

(l)
i . These are then

applied on the data of frame (l + 1). The process is illustrated in Figure 3.10. IA as used here
hence requires constant channels to work perfectly, a requirement that will not be met in the
real world. However, by keeping the processing time Tp between two consecutive frames as low
as possible, the channels in a quasi-static setup hardly change (the filters Ui and Vj computed
from frame (l) are suitable but not ideal for the channel realization at frame (l + 1)).

Computation of channel estimates, precoding matrices and interference suppression matrices
takes place online. The evaluation and validation of IA takes place offline.

Figure 3.10: Two consecutive transmit frames

3.3 Signals and Channel Estimation

Orthogonal Frequency Division Multiplexing (OFDM) is used as modulation format. The
computational complexity increases with the number of subcarriers, since channel estimation
and precoder computation has to be performed on each subcarrier individually. To ensure fast
processing times between frames (see Figure 3.10), only one subcarrier is used in this work.
This is sufficient to show the feasibility of IA. Furthermore, no subcarrier indexation is needed
in the description. The general signal specifications are listed in Table 3.1.

parameter value

sampling rate 200MHz

oversampling factor 13

subcarrier spacing 15.02 kHz

FFT length 1024

symbol duration 66.56 µs

cyclic prefix duration 4.94 µs

signal constellation 4QAM

Table 3.1: Signal specifications

18



3.3.1 Transmit Signals

The generation of an OFDM transmit symbol from symbol level to Intermediate Frequency (IF)
samples is now discussed. First, the single antenna case with no precoding matrix is explained.
The transmit symbols of one OFDM symbol are defined in frequency domain. Up to C = 1024
(number of subcarriers) symbols are accommodated in one OFDM symbol. Let c denote the
subcarrier index and k the sample index (time). In general, the baseband samples xBB[k] of
one OFDM symbol are obtained by a C-point Inverse Fast Fourier Transform (IFFT) applied
on the symbols in frequency domain S[c]:

xBB[k] =
1

C

C−1∑

c=0

S[c] exp

(
j2π

tc

C

)
, 0 ≤ k < C. (3.1)

This work restricts itself to only one subcarrier, namely the DC subcarrier at 0Hz. The corre-
sponding symbol is S = S[0], the other symbols are zero. Considering this in Equation (3.1),
the resulting baseband samples of one OFDM symbol will just be a repetition of the scaled
frequency domain symbol:

xBB[k] =
1

C
S, 0 ≤ k < C. (3.2)

The cyclic prefix is attached by inserting a copy of the last NCP = 72 samples before the OFDM
symbol. One OFDM symbol contains C = 1024 samples, its duration11 is 1024 · 5 ns = 5.12 µs.
To increase the duration to 66.56 µs, upsampling with factor 13 is performed by repeating each
sample 13 times. The resulting signal is then upconverted to 70MHz IF. Furthermore, scaling
factors are introduced. The IF transmit samples are:

xIF[k] = C
√
2︸ ︷︷ ︸

scaling

Re





1

C
S exp

(
j2π

70

200
k

)

︸ ︷︷ ︸
upconversion





=
√
2Re

{
S exp

(
j2π

70

200
k

)}

=
1√
2

(
S exp

(
j2π

70

200
k

)
+ S∗ exp

(
−j2π

70

200
k

))
, 0 ≤ k < 13(NCP + C).

(3.3)

Since the the X5-TX FIFO DAC card requires 16 bit integer values, samples are scaled with a
DAC scaling factor and converted from floating point to integer values:

x̃IF[k] =
⌊
DACscaling · xIF[k]

⌋
, 0 ≤ k < 13(NCP + C). (3.4)

These are the final OFDM symbol samples that are ready to be written into memory for trans-
mission.

Advancing to the multiple antenna case with precoding matrix, the symbols are stored in a
vector

s[c] =




S0[c]

S1[c]
...

Sd−1[c]



, (3.5)

11Sampling frequency of the DAC/ADC cards is fixed at 200MHz.
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where d denotes the number of data streams. The precoding matrix V ∈ C
MT×d is applied at

symbol level. The baseband samples xBB[k] ∈ C
MT of an OFDM symbol are generally obtained

by applying a C-point IFFT on the elements of the symbol vector s[c] as

xBB[k] =
1

C

C−1∑

c=0

V[c]s[c] exp

(
j2π

tc

C

)
, 0 ≤ k < C. (3.6)

Utilizing only the DC subcarrier c = 0 and following the same steps as before, the transmit
signal vector at 70MHz IF xIF[k] ∈ R

MT becomes

xIF[k] =
√
2Re

{
Vs exp

(
j2πk

70

200

)}
, 0 ≤ k < 13(NCP + C). (3.7)

Finally, conversion to integer values is performed:

x̃IF[k] =
⌊
DACscaling · xIF[k]

⌋
, 0 ≤ k < 13(NCP + C). (3.8)

These are the final OFDM symbol samples x̃IF[k] ∈ N
MT

0+ that are ready to be written into
memory for transmission. MT = 4 channels are utilized on the VMTB.

There is an important difference between the generation of pilot and data samples:

• Pilots: No precoding matrix is applied, symbols are generated individually for each
antenna as described in Section 3.3.3. Symbols stay constant over the whole measure-
ment cycle. IF samples are generated offline for each antenna individually prior to the
measurement cycle as in Equation (3.4).

• Data: Precoding matrix V is applied, transmit symbols are generated randomly prior to
the measurement cycle by RX and passed to the transmitters during the measurement
cycle via the dedicated fiber network. IF samples are generated online at the transmitters
as in Equation (3.8). Precoding matrices are calculated online for each transmission and
stay constant for one frame.
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3.3.2 Receive Signals

First, the interference free single antenna case is discussed. The transmit signal from Equa-
tion (3.4) is transmitted over a linear time-invariant channel with baseband impulse response
h[k] of length L samples:

ỹIF[k] =
⌊
hIF[k] ∗ x̃IF[k]

⌋
, (3.9)

where hIF[k] = 2Re
(
h[k] exp

(
j2π 70

200k
))

is the equivalent IF impulse response. The error due
to quantization at the receiver is modeled as noise which will be omitted in the following
description. The 16 bit integer receive samples at 70MHz IF ỹIF[k] ∈ N0+ of one time dispersed
OFDM symbol (cyclic prefix discarded) are read out from RAMDrive and converted back to
floating point values

yIF[k] =
1

DACscaling
· ỹIF[k],

⌈
L

2

⌉
+ 13NCP − 1 ≤ k < 13(NCP + C) +

⌈
L

2

⌉
− 2. (3.10)

Scaling and downconversion is then performed on the OFDM symbol samples according to:

yBB,US[k] =

√
2

C︸︷︷︸
scaling

yIF[k] exp

(
−j2πk

70

200

)

︸ ︷︷ ︸
downconversion

=

√
2

C

(
hIF[k] ∗ xIF[k]

)
exp

(
−j2πk

70

200

)

= h[k] ∗ xBB,US[k] +
(
h[k] ∗ xBB,US[k]

)∗
exp

(
−j2πk

2 · 70
200

)
,

⌈
L

2

⌉
+ 13NCP − 1 ≤ k < 13(NCP + C) +

⌈
L

2

⌉
− 2.

(3.11)

The baseband OFDM symbol is then downsampled by factor 13. This is done by retaining
only every 13th sample in the upsampled baseband symbol samples yBB,US[k] and applying a
lowpass filter that suppresses the frequency component at −140MHz. A C-point Fast Fourier
Transform (FFT) is applied and the received symbols in frequency domain are:

R[c] =
C−1∑

k=0

y[k]BB exp

(
−j2π

ct

C

)
, 0 ≤ c < C. (3.12)

Since only the DC subcarrier c = 0 was utilized in the transmission, the received symbol is

R = R[0] = H[0]S[0], (3.13)

where H[c] is the Fourier transform of the downsampled and filtered impulse response. Due
to the usage of a cyclic prefix with NCP ≥ L, no inter-symbol interference occurs if more than
one OFDM symbol is transmitted.

Advancing to the multiple antenna case with interference, a vector of sample instances at
70MHz IF ỹIF[k] ∈ N

N
0+ is received whose elements are obtained as

ỹIF
n [k] =

⌊
KMT−1∑

m=0

hIF
nm[k] ∗ x̃IF

m [k]

⌋
, (3.14)

where m denotes the transmit antenna index, n the receive antenna index, hIF
nm[k] the channel

impulse response between two antennas at IF and the total number of transmit antennas is
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obtained as KMT since the system as in Figure 2.1 has K transmitters with MT antennas
each. The elements of ỹIF[k] are then converted to floating point values the same way as in
Equation 3.10. Scaling, downconversion, downsampling and filtering is performed.

Equivalently to the transmit signals, there is a difference in the receive sample processing of
pilots and data:

• Pilots: No interference suppression matrix is applied, receive symbols at each antenna
are stacked in a vector r = [R0, R1, ..., RNR−1]

T which is obtained as

r = Hs+ n. (3.15)

• Data: Interference suppression matrix U ∈ C
NR×d is applied, receive symbols at each

data stream are stacked in a vector r = [R0, R1, ..., Rd−1]
T which is obtained as

r = UHHVs+UHn. (3.16)

This formulation is equivalent to the interference channel formulation in Equation (2.3).

The overall channel matrix H ∈ C
NR×KMT contains the complex valued channel coefficients

(H)nm from transmit antenna m to receive antenna n. In the case of K = 3 transmitters:

r = rI ,

U = UI ,

H =
[
HI1 HI2 HI3

]
,

V =



V1

V2

V3


 ,

s =



s1

s2

s3


 ,

n = nI ,

(3.17)

where I denotes the desired link index.
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3.3.3 Channel Estimation

Channel coefficients (H)nm from every transmit antenna m = {0, ...,KMT − 1} to every receive
antenna n = {0, ..., NR − 1} are estimated. The channel is assumed to stay constant during
one frame. A pilot preamble in every frame contains pilot symbols for channel estimation, see
Figure 3.10. Note that in the following, t denotes the OFDM symbol index (time). Orthogonal
symbol sequences optimal for multiple antenna systems are used as proposed in [22]. The
sequence length depends on the number of transmit antennas. The length 16 QPSK sequence

SP = {1, 1, 1, 1, 1, j,−1,−j, 1,−1, 1,−1, 1,−j,−1, j}
is used, it is circularly shifted by one symbol for each transmit antenna m:

SP
m[t] = SP[(t+m) mod 16]. (3.18)

The sequence is orthogonal to circularly shifted instances of itself, the cyclic autocorrelation
function ρ[q] has zero off peaks:

ρSP [q] =
1

16

15∑

t=0

SP[t mod 16] ·
(
SP[(t− q) mod 16]

)∗
= δ[q]. (3.19)

Therefore, up to 16 orthogonal sequences can be generated from SP and up to 16 transmit
antennas are supported.

Channel Estimation is performed at receiver I ∈ {1, 2, 3} via cross-correlation of the receive
symbol sequence Rn[t] with the known transmit symbol sequence SP

m[t] (Equation (3.18)).
Assuming perfect synchronization so that the pilot sequences are received at the same time,
the channel coefficient from transmit antenna m to receive antenna n is obtained as

(Ĥ)nm = ρRn,SP
m
[0] =

=
1

16

15∑

t=0

(
KMT−1∑

m′=0

(H)nm′SP
m′ [t] + nn[t]

)

︸ ︷︷ ︸
Rn[t]

·
(
SP
m[t]

)∗

= (H)nm
1

16

15∑

t=0

SP
m[t] ·

(
SP
m[t]

)∗

︸ ︷︷ ︸
=1

+

KMT−1∑

m′=0
m′ 6=m

(H)nm′

1

16

15∑

t=0

SP
m′ [t] ·

(
SP
m[t]

)∗

︸ ︷︷ ︸
=0

+
1

16

15∑

t=0

nn[t] ·
(
SP
m[t]

)∗

︸ ︷︷ ︸
=ñn

= (H)nm + ñn.

(3.20)

The estimated matrix contains the estimated channel matrices from all transmitters j ∈ {1, 2, 3}
to desired receiver I,

Ĥ =
[
ĤI1 ĤI2 ĤI3

]
. (3.21)

The remaining channel matrices, called virtual channel matrices, are generated randomly as
(full rank) complex Gaussian matrices:

Ĥij ∼ CN (0, IMT
), i ∈ {1, 2, 3} ∧ i 6= I, j ∈ {1, 2, 3}. (3.22)

They are generated prior to a measurement cycle and stay constant for the whole cycle.
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3.4 Software and Control

3.4.1 Measurement

The MATLAB measurement script is now explained in detail. The sequence of events is
illustrated in Figure 3.13. The description focuses on the main flow of the script rather than
explaining every function in detail. The step numbers coincide with the sequence numbers in
Figure 3.13.

1. The name of the measurement is defined, for example dummy. The default paths are then
generated as follows:

pathTX: D:\hiatus\ ...local on the TX PCs

pathRX: G:\hiatus\ ...local on the RX PC, this is the RAMDrive

pathMeasurement: S:\30_HIATUS\Measurements\dummy\ ...on testbed server

2. Settings are loaded. To that end, the loadSettings(’settings’) function is executed.
It contains predefined settings for the measurement selected by the parameter string
’settings’.

3. Pilot symbols are generated according to ’settings’. Then, OFDM symbol samples are
created (see Section 3.3.1 for details). The parameter
settings.OFDMTrainingSequence contains the used pilot sequence. Default value is:
settings.OFDMTrainingSequence = TrainingSequence16.
This is a 4QAM sequence that is orthogonal to circularly shifted versions of itself (find
details in Section 3.3.3). It supports channel estimation with up to 16 transmit antennas.
TrainingSequence16 = [1,1,1,1,1,1i,-1,-1i,1,-1,1,-1,1,-1i,-1,1i]

4. Data symbols for all transmissions are generated according to ’settings’. Since 4QAM
symbols entail a finite alphabet, it suffices to store the symbol indices as depicted in
Table 3.2. “Zero symbols” (0) are also possible. For each transmission, the data symbol
indices are sent to the respective transmitters via the fiber network included in an UDP12

message.

symbol index

0 0

1 + j 1

−1 + j 2

−1− j 3

1− j 4

Table 3.2: Transmit symbol indices of 4QAM alphabet

5. Initial transmit signal samples are created. Figure 3.11 shows the basic composition of a
transmit signal. The zero padding is used for transmitter synchronization (see step 7) and

12UDP... User Datagram Protocol
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to measure the noise variance. At the initial stage, the data is all zero. The position of
the first data sample and the total length of the signal is important. ZeroPaddingEnd is
calculated so that the total number of samples is a multiple of 512 which is a requirement
of the X5-TX FIFO card.

ZeroPaddingBegin ZeroPaddingMiddle ZeroPaddingEndPilots Data

Figure 3.11: Basic transmit signal of a single transmission

6. Loop over all selected transmitters indexed by j. The parameter vector
settings.usedTransmitters defines which transmitters are used in the measurement.
Default value is:
settings.usedTransmitters = [1,2,3].

7. ⌈j13 The initial transmit signal samples are circularly shifted, for each transmitter indi-
vidually. The goal is to compensate for the different propagation delays on sample basis14.
The receiver expects samples at the synchronization trigger. By circularly shifting the
transmit signals to the left, the propagation delays are compensated and the signals are
received concurrently at the trigger instance, keeping the pilot sequences orthogonal.
Figure 3.12 illustrates this process. Because neither the employed transmitters nor the
receiver moves (except for the receive table whose movement is negligible in terms of
synchronization), the sample delays are constant and no synchronization sequences are
needed. The parameter vector settings.sampleDelay defines the sample offsets. De-
fault value is:
settings.sampleDelay = [710,730,630].

trigger trigger

TX1

TX2

TX3

signals at transmitters signals at receiver

receive signal

+
transmission

circshift circshift

Figure 3.12: Compensation of propagation delays

8. ⌈j Circularly shifted initial transmit signal samples are stored on the SSD of the respective
transmitter.

9. Testbed is initialized. This process encompasses following steps:

• bind required UDP sockets

• ping transmitters, check ARP, check GPS, check Rubidium

13⌈variable... this symbol denotes being in a loop with counting index variable
14Sampling rate is 200MHz. Sample duration therefore is 5ns.
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• calibrate DACs

• initialize synchronization units

10. Initial UDP message is created. It is intended to pass initial information to the trans-
mitters, such as:

• pathTX: Tells the transmitters where the initial data is stored.

• data sample offset: Tells the transmitters where the data samples begin in the
total transmit signal. This is important later on because the transmit routine that
generates the data samples online has to know where to write them into the memory.

• DAC scaling: The DAC works with 16 bit integer values (all samples that are loaded
into the X5-TX FIFO card memory have to be in that format). The transmit signal
samples have to be converted from floating point to 16 bit integer according to
Equation (3.4). Default value is:
settings.DACscaling = 214.3/settings.numTxAntennasTotal.

11. Loop over all selected transmitters indexed by j.

12. ⌈j Initial UDP message created in step 10 is sent to the transmitters via dedicated fiber
network.

13. The channel estimation operator matrix Z is generated. Channel estimation (see Sec-
tion 3.3.3 for details) is thereby reduced to a multiplication of the pilot receive samples
yp with the estimation operator matrix:

Ĥ =
[
ĤI1 ĤI2 ĤI3

]
= ypZ.

14. Virtual channel matrices for the non-existing receivers are generated according to Equa-
tion (3.22).

15. Loop over transmissions indexed by l. One measurement cycle entails
settings.numTransmissions transmissions.

16. ⌈l Loop over transmitters indexed by j.

17. ⌈l ⌈j Generate transmit UDP message for each transmitter individually. The message
contains:

• precoders: these are the precoding matrices Vj

• data symbols: 4QAM symbol indices as generated in step 4

• attenuator info: 6 bit hardware attenuator value

18. ⌈l ⌈j Send transmit UDP message. The respective transmitter then executes the C++
transmit routine to generate the transmit data samples (see Section 3.4.2).

19. ⌈l While the transmitters are generating the samples and store them in the memory of
their X5-TX FIFO card, the receiver RX is waiting.

20. ⌈l Transmission is triggered and samples are received and stored on the RAMDrive of
RX.
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21. ⌈l When transmission is over and receiver is ready, the pilot samples are read out from
the RAMDrive. The remaining signal samples, namely data and noise samples, are used
in the offline evaluation.

22. ⌈l Channel estimation is performed according to step 13.

23. ⌈l The precoders Vj and interference suppression matrices Ui are calculated with the
closed form solution defined in Section 2.3.2.

24. ⌈l Optional: table is repositioned.

25. The measurement cycle is finished and the parameters are stored:

• settings → pathMeasurement\dummy_settings.mat

used settings of the measurement

• time measurements → pathMeasurement\dummy_Measurements.mat

timing measurements

• precoders → pathMeasurement\dummy_UV_stored.mat

precoding matrices and interference suppression matrices of each transmission

• channel matrices → pathMeasurement\dummy_H_stored.mat

channel matrices of each transmission (estimated and virtually created ones)

• transmit data → pathMeasurement\dummy_TxData.mat

transmitted data symbols of each transmission
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load settings

generate pilot symbols and samples

generate initial TX signal samples

store initial TX signal samples

circularly shift TX samples (sample delay)

testbed initialization

generate init UDP message
[pathTX, data sample offset, DAC scaling]

generate virtual channel matrices

generate channel estimation operator matrix

send TX UDP message to transmitter

wait for reception

store receive samples in file

read out pilot samples

perform channel estimation

calculate precoders

optional: move table

save measurement parameters:
settings, time measurements, precoders,
channel matrices, transmit data

send init UDP message to transmitter apply initializations

execute transmit routine and generate samples

store samples in memory

transmit (synchronized transmitters)

load initial TX signal samples into memory

generate TX UDP message
[precoders, data symbols, attenuator info]

generate data symbols

define measurement name and paths

RX TX1, TX2, TX3

pathTX

pathRX

pathRX

pathMeasurement

pathTX

fiber

fiber

local

LAN

fiber

radio
RAMDrive RX

SSD TX1...3

SSD TX1...3

\\tbsrv1.nt.tuwien.ac.at

local

local

loop over transmitters

loop over transmitters

1

2

3

4

5

6

7

8

9
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12
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14
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20
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22
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fiber... dedicated fiber LAN for testbed
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... institute LANLAN
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3.4.2 Transmit Routine

For each frame, the C++ transmit routine newly generates data samples out of the number
encoded data symbols that are passed from RX to the transmitters. This has to be done in
an efficient manner to keep the processing time Tp between frame transmissions low. To that
end, Equation (3.3) is studied and following aspects lead to an efficient implementation:

• Equation (3.3) can further be decomposed:

xIF[k] =
√
2Srecos

(
2π

70

200
k

)
−
√
2Simsin

(
2π

70

200
k

)
, 0 ≤ k < 13(NCP + C),

where Sre and Sim denote the real and imaginary part of symbol S, respectively.

• The upconversion multipliers cos
(
2π 70

200k
)

and sin
(
2π 70

200k
)

have a periodicity of 20 sam-
ples. Two tables, each containing 20 values, can be computed in advance.

• The baseband samples of one OFDM symbol are constant because only the DC subcarrier
is used (see Equation (3.2)). Therefore, the OFDM symbol samples are just a repetition
of the upconversion table values multiplied with the symbol value.

• Cyclic prefix length NCP is chosen in order to make the total number of samples of the
OFDM symbol including cyclic prefix a multiple of 20:

13(NCP + C) mod 20 = 0.

This way, concatenation of OFDM symbols does not lead to phase jumps in the upcon-
version multipliers.

• Finally, assuming MT = 4 and d = 2, the elements of the transmit signal vector xIF[k]
including precoding as in Equation (3.7) are obtained as:

xIF
0 [k] =

√
2 (V00,reS0,re[k]− V00,imS0,im[k] + V01,reS1,re[k]− V01,imS1,im[k]) cos

(
2π

70

200
k

)

−
√
2 (V00,reS0,im[k] + V00,imS0,re[k] + V01,reS1,im[k] + V01,imS1,re[k]) sin

(
2π

70

200
k

)
,

xIF
1 [k] =

√
2 (V10,reS0,re[k]− V10,imS0,im[k] + V11,reS1,re[k]− V11,imS1,im[k]) cos

(
2π

70

200
k

)

−
√
2 (V10,reS0,im[k] + V10,imS0,re[k] + V11,reS1,im[k] + V11,imS1,re[k]) sin

(
2π

70

200
k

)
,

xIF
2 [k] =

√
2 (V20,reS0,re[k]− V20,imS0,im[k] + V21,reS1,re[k]− V21,imS1,im[k]) cos

(
2π

70

200
k

)

−
√
2 (V20,reS0,im[k] + V20,imS0,re[k] + V21,reS1,im[k] + V21,imS1,re[k]) sin

(
2π

70

200
k

)
,

xIF
3 [k] =

√
2 (V30,reS0,re[k]− V30,imS0,im[k] + V31,reS1,re[k]− V31,imS1,im[k]) cos

(
2π

70

200
k

)

−
√
2 (V30,reS0,im[k] + V30,imS0,re[k] + V31,reS1,im[k] + V31,imS1,re[k]) sin

(
2π

70

200
k

)
,
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where

V =




V00,re V01,re

V10,re V11,re

V20,re V21,re

V30,re V31,re



+ j




V00,im V01,im

V10,im V11,im

V20,im V21,im

V30,im V31,im



,

xIF[k] =




xIF
0 [k]

xIF
1 [k]

xIF
2 [k]

xIF
3 [k]



.

Considering one OFDM symbol including cyclic prefix, the samples in xIF[k] are com-
puted for k = 0, 1, ..., 19 (one period), the resulting chunks are repeated until the desired
length is reached.
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Chapter 4

Evaluation and Quantities of Interest

This section introduces performance measures to evaluate the measurements. Evaluation takes
place offline after the measurement and utilizes the stored receive samples. Section 4.1 dis-
cusses assumptions on the involved signals and explains the detailed frame structure. Data
covariance matrices are introduced. Section 4.2 then describes two different means to compute
the mutual information. Section 4.3 introduces a measure for interference suppression and
finally, Section 4.4 defines measured powers, SNR and SIR.

4.1 Assumptions and Detailed Frame Structure

Based upon the K = 3-user MIMO interference channel model introduced in Section 2.1, details
regarding signals and noise as encountered on the VMTB are now discussed.

Analogous to Equation (2.3), the receive signal vector at RX decomposes into three compo-
nents:

yI =
K∑

j=1

HIjVjsj + nI = HIIVIsI︸ ︷︷ ︸
desired signal

+
K∑

j=1
j 6=I

HIjVjsj

︸ ︷︷ ︸
interference

+ nI︸︷︷︸
noise

. (4.1)

These components can be summarized as follows:

• desired signal: signal of interest from desired transmitter TXI, I ∈ {1, 2, 3} denotes
the desired link index

• interference: signals from interfering transmitters TXj, j ∈ {1, 2, 3} ∧ j 6= I

• noise: additive noise at RX

All three components are assumed to be statistically independent. The transmit data streams
sj ∈ Sd contain 4QAM symbols picked from the symbol alphabet

S = {S(1), S(2), S(3), S(4)} =
1√
2
{1 + j,−1 + j,−1− j, 1− j}.

The transmit symbols are equally likely and hence uniformly distributed:

P{S(1)} = P{S(2)} = P{S(3)} = P{S(4)} =
1

4
.

The additive Gaussian noise is not spatially white as assumed in Section 2.1 and is generally
distributed according to nI ∼ CN (0,QnI

), where QnI
∈ C

NR×NR denotes the noise covariance
matrix.
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The detailed frame structure as introduced in Section 3.2 is now discussed. The covariance
matrix of the receive signal vector at the receiver of desired link I

QyI
=E

{
yIy

H
I

}

=HIIVIV
H
I H

H
II︸ ︷︷ ︸

QS

+
K∑

j=1
j 6=I

HIjVjV
H
j H

H
Ij

︸ ︷︷ ︸
QI

+QnI︸︷︷︸
QN

(4.2)

decomposes into the respective covariance matrices of the signal of interest QS, interference QI

and noise QN. In order to compute the mutual information and other quantities of interest,
three stages are imposed on the data as illustrated in Figure 4.1, where the desired link is
I = 1. White boxes correspond to “zero symbols” and indicate that nothing is transmitted.

� interference
� noise

� signal of interest
� interference
� noise

� signal of interest
� noise

TX1
(desired)

RX

TX2
(interferer)

TX3
(interferer)

Figure 4.1: Detailed frame structure

• During stage a, all three transmitters transmit concurrently and the receive signal vector
ya is observed. The corresponding sample covariance matrix Q̂a ∈ C

NR×NR estimates the
true covariance matrix

Qa = E
{
yay

H
a

}
= QS +QI +QN. (4.3)

• During stage b, only interferers transmit and the receive signal vector yb is observed.
The corresponding sample covariance matrix Q̂b ∈ C

NR×NR estimates the true covariance
matrix

Qb = E
{
yby

H
b

}
= QI +QN. (4.4)

• During stage c, only the desired transmitter transmits and the receive signal vector yc is
observed. The corresponding sample covariance matrix Q̂c ∈ C

NR×NR estimates the true
covariance matrix

Qc = E
{
ycy

H
c

}
= QS +QN. (4.5)
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The covariance matrices above are estimated with respect to the number of receive signal vectors
during a stage, for each receive frame individually. In front of each frame, a noise symbol is
introduced where no transmitter transmits data and only noise is received. Each receive frame
hence yields one noise symbol, and the sample noise covariance matrix Q̂N is estimated over all
received frames at a fixed receiver position (moving the receiver might redistribute the noise
contributions at each receive antenna). The difference in estimation is justified because the
noise statistic does not change between frame transmissions at fixed receiver position, whereas
the signal and interference statistics might change due to different channel realizations and
precoders.

4.2 Measured Mutual Information

In Section 2.2, mutual information as a measure of data rate was introduced for ideal Interfer-
ence Alignment (IA) (i.e. perfect channel knowledge) and assuming white Gaussian noise at
the receiver. During measurement, following aspects lead to impaired IA performance:

• Noisy channel estimation:

- Additive noise leads to noisy receive pilot sequences.

- Impact of noise depends on receive signal strength.

• Outdated channel knowledge:

- Channels are subject to time dependent fading (e.g. trees moving in the wind).

- Channel coefficients are outdated by processing time Tp (see Section 3.2).

• Correlated channels:

- They might lead to rank deficient channel matrices and decreased DoF.

- This is not an issue on VMTB.

The assumptions in Section 2.2 are hence not realistic for measurements. Section 4.2.1 intro-
duces a realistic formulation for mutual information computation based upon the estimated
channel matrices. Section 4.2.2 describes an alternative way of computing the mutual infor-
mation utilizing the receive data covariance matrices introduced in Section 4.1, which allows
to crosscheck the results and used methods.

4.2.1 Mutual Information from Channel Estimates

The mutual information between transmit signal vector xI and receive signal vector yI over
desired link I computed from the estimated channel matrices ĤIj is obtained as1

I
Ĥ
(xI ;yI) = log2 det


INR

+ ĤIIĤ
H
II




K∑

j=1
j 6=I

ĤIjĤ
H
Ij + Q̂N




−1
 . (4.6)

Note that no pre- or post-processing of data via linear filtering is performed. Allowing for
precoders Vj , the mutual information between transmit data stream sI and receive signal

1I
Ĥ

denotes mutual information computed from channel estimates Ĥ.
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vector yI is obtained as

I
Ĥ
(sI ;yI) = log2 det


INR

+ ĤIIVI

(
ĤIIVI

)H



K∑

j=1
j 6=I

ĤIjVj

(
ĤIjVj

)H
+ Q̂N




−1
 . (4.7)

If IA precoders are used, interference is aligned at the receiver. Finally including the receive
filters Ui as well, the mutual information between transmit data stream sI and receive data
stream rI is obtained as

I
Ĥ
(sI ; rI) =

log2 det


Id +UH

I ĤIIVI

(
UH

I ĤIIVI

)H



K∑

j=1
j 6=I

UH
I ĤIjVj

(
UH

I ĤIjVj

)H
+UH

I Q̂NUI




−1
 .

(4.8)
If IA receive filters (i.e. interference suppression matrices) are used, the previously aligned
interference is suppressed.

In order to compare IA to other schemes, the precoding matrices and receive filters can be
chosen accordingly. A natural approach is to perform a Singular Value Decomposition (SVD)
(introduced in Equation (2.7)) on the channel estimates

ĤIj = LIΣIjR
H
j (4.9)

and use the right singular vectors as precoders Vj,SVD = Rj and the left singular vectors as
receive filters UI,SVD = LI . The transmit signal is thereby aligned along the NΣ (number of
singular values) independent directions of the channel, decomposing the vector channel into
NΣ independent scalar channels:

UH
I,SVDHIjVj,SVD = LH

I LIΣIjR
H
j Rj = ΣIj . (4.10)

Additionally, power allocation could be performed at the transmitters, considering the strength
of each “channel direction” (not done in this work). The mutual information computed from
channel estimates using SVD filters is denoted I

Ĥ,SVD
.

The mutual information over link I in the interference free case (single link) can be calculated
by setting the sums in Equation (4.6), Equation (4.7) and Equation (4.8) to zero. The mutual
information computed from channel estimates in the absence of interference is denoted I

Ĥ,noInt
.

The method of mutual information computation from channel estimation matrices is similar
to emulation of IA with measured channels (transmission of pilot sequence would suffice). The
method of truly transmitting data and compute the mutual information from the measured
receive data covariance matrices is now discussed.
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4.2.2 Mutual Information from Receive Data Covariance

A measure for the mutual information based upon the sample covariance matrices introduced
in Section 4.1 is now derived. Utilizing stage a and stage b as introduced in Section 4.1, the
mutual information between sI and yI is computed as2 [11]

IQ(sI ;yI) = log2 det
(
INR

+QS(QI +QN)
−1
)
= log2 det(QaQ

−1
b ). (4.11)

The mutual information I(sI ; rI) between transmit data stream sI and receive data stream rI as
introduced in Equation (2.10) is obtained equivalently, focusing on the interference suppressed
receive data stream rI = UH

I yI rather than the receive signal vector yI in Equation (4.2).
The covariance matrix QrI similarly decomposes into signal, interference and noise covariance.
Note that in general,

I(sI ; rI) ≤ I(sI ;yI) (4.12)

because interference suppression by UH
I might decrease the SNR as described in Section 2.3.2.

Stage c allows to measure an upper bound on the mutual information with the given precoders
to determine how interference actually impairs the data transmission. The mutual information
(during stage c) in the absence of interference but using IA precoders is obtained as

IQ,noInt(sI ;yI) = log2 det(INR
+QSQ

−1
N ) = log2 det(QcQ

−1
N ). (4.13)

During measurement, only a finite number of receive signal vectors is observed and the measured
(estimated) mutual information is

I
Q̂
(sI ;yI) = log2 det

(
Q̂aQ̂

−1
b

)
, (4.14)

I
Q̂
(sI ; rI) = log2 det

(
UHQ̂aU

(
UHQ̂bU

)−1
)
, (4.15)

I
Q̂,noInt

(sI ;yI) = log2 det
(
Q̂cQ̂

−1
N

)
. (4.16)

Many channel realizations are encountered, and the average mutual information is of interest:

I = E {I} , (4.17)

where the expectation is with respect to the number of received frames.

2IQ denotes mutual information computed from receive data covariance Q.
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4.3 Interference Suppression

Observing stage b as illustrated in Figure 4.1 over many frames, the estimated covariance
matrices Q̂b yield information about the average alignment effort achieved by the precoding
matrices. The aim of IA is to restrict the interference in a NR − d dimensional subspace at
the receiver, which translates into rank(Qb) = NR − d in the absence of noise, because only
interference is received during stage b. A measure for this is now derived.

The concatenation of the interference suppression matrix UI and its orthogonal complement
U⊥

I ∈ C
NR×NR−d yields a unitary matrix

M =
[
UI U⊥

I

]
. (4.18)

Remember that the received interference lies in the nullspace of UH
I (Equation (2.18)) and

therefore in the column space of its orthogonal complement:

span
(
HIjVj

)
⊆ span

(
(U⊥

I )
H
)
, ∀I 6= j. (4.19)

Utilizing MMH = INR
and Condition (2.13a) in Equation (4.4) gives

Qb = MMH
K∑

j=1
j 6=I

HIjVjV
H
j H

H
Ij

︸ ︷︷ ︸
QI

MMH +MMHQN

= M


MH




K∑

j=1
j 6=I

HIjVjV
H
j H

H
Ij


M+QN


MH

= M




K∑

j=1
j 6=I




UH
I HIjVj︸ ︷︷ ︸

=0

VH
j H

H
IjUI UH

I HIjVj︸ ︷︷ ︸
=0

VH
j H

H
IjU

⊥
I

(
U⊥

I

)H
HIjVj V

H
j H

H
IjUI︸ ︷︷ ︸

=0

(
U⊥

I

)H
HIjVjV

H
j H

H
IjU

⊥
I


+QN


MH

= M

([
0 0

0
(
U⊥

I

)H
QIU

⊥
I

]
+QN

)
MH.

(4.20)

An eigenvalue decomposition is performed on the interference covariance term

(
U⊥

I

)H
QIU

⊥
I = ẼΛ̃ẼH, (4.21)

where Ẽ ∈ C
NR−d×NR−d is unitary and Λ̃ = diag{λ̃1, ..., λ̃NR−d} contains the NR − d eigenval-

ues that correspond to the interference subspace in non-decreasing order. Incorporating these
results in an eigenvalue decomposition of Qb in Equation (4.20) finally yields

Qb = M

[
Id 0

0 Ẽ

]

︸ ︷︷ ︸
E

([
0 0

0 Λ̃

]
+ΛN

)

︸ ︷︷ ︸
Λ

[
Id 0

0 Ẽ

]H
MH

︸ ︷︷ ︸
EH

, (4.22)
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where ΛN = diag{σ2
1, σ

2
2, ..., σ

2
N} contains the eigenvalues of the noise covariance matrix QN.

The eigenvalues of Qb are therefore obtained as

Λ = diag{λ1, ..., λN}
= diag{σ2

1, ..., σ
2
d︸ ︷︷ ︸

d

, λ̃1 + σ2
d+1, ..., λ̃NR−d + σ2

N︸ ︷︷ ︸
NR−d

}. (4.23)

If interference is aligned perfectly by the precoders Vj , the first d eigenvalues of Qb that cor-
respond to the desired signal subspace contain only noise. The eigenvectors corresponding to
the remaining NR − d eigenvalues span the interference subspace as stated in Equation (4.19).
Interference at the receiver can only be suppressed perfectly by UH

i if it is aligned perfectly.
If alignment is imperfect, interference leaks into the desired signal subspace and the first d
eigenvalues grow. A measure for interference suppression is thus given by the separation be-
tween the smallest eigenvalue corresponding to the interference subspace λd+1 and the largest
eigenvalue corresponding to the desired signal subspace λd according to

Isupp = 10 log10

(
λd+1

λd

)
dB

(d=2)
= 10 log10

(
λ3

λ2

)
dB. (4.24)

During measurement, several frames are observed and the average interference suppression is
computed according to

Isupp = 10 log10

(
E

{
λd+1

λd

})
dB, (4.25)

where the expectation is with respect to the number of received frames.
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4.4 Power, SNR and SIR

The respective powers of signal, interference and noise are now defined in two ways, one is
based upon the sample covariance matrices introduced in Section 4.1, the other one utilizes the
estimated channel matrices. Then, SNR and SIR which are computed from these powers are
defined.

The power of the desired signal at the receiver is obtained as

P
Q̂,S

= trace(Q̂S) = trace(Q̂c − Q̂N). (4.26)

In theory, the power of the desired signal can also be computed as P
Q̂,S

= trace(Q̂a − Q̂b).
However, this leads to bad estimations in practice, especially if the interfering signals are a lot
stronger than the desired signal. The desired signal “vanishes” in the much stronger interference.
The power of the interference at the receiver is obtained as

P
Q̂,I

= trace(Q̂I) = trace(Q̂b − Q̂N), (4.27)

the power of the noise at the receiver is

P
Q̂,N

= trace(Q̂N). (4.28)

An alternative method of power computation considers the estimated channel matrices ĤIj .
The receive power contribution from transmitter j to receiver I is computed as

PIj = trace
(
ĤIjĤ

H
Ij

)
=
∥∥∥ĤIj

∥∥∥
2

F
. (4.29)

Note that this formulation considers the pure channel without filters Vj , UI . Also note that
controlled transmit power variations realized via the programmable RF attenuators are in-
cluded in the estimated channel matrices (RF attenuators are part of the channel). A measure
that compares to the powers defined in Equation (4.26) and Equation (4.27) needs to include
the precoders (transmit filters), since they are implicitly contained in the sample covariance
matrices. Furthermore, the impact of the interference suppression matrices (receive filters) can
also be investigated by including them in the formulation. The receive power contribution of
the desired transmitter, for each of the three cases, is defined as

P
Ĥ,S

=
∥∥∥ĤII

∥∥∥
2

F
, (4.30a)

P
ĤV,S

=
∥∥∥ĤIIVI

∥∥∥
2

F
, (4.30b)

P
UĤV,S

=
∥∥∥UH

I ĤIIVI

∥∥∥
2

F
. (4.30c)

Similarly, the receive power contribution of the interfering transmitters (interference power),
for each of the three cases, is defined as

P
Ĥ,I

=
K∑

j=1
j 6=I

∥∥∥ĤIj

∥∥∥
2

F
, (4.31a)

P
ĤV,I

=

K∑

j=1
j 6=I

∥∥∥ĤIjVj

∥∥∥
2

F
, (4.31b)

P
UĤV,I

=
K∑

j=1
j 6=I

∥∥∥UIĤIjVj

∥∥∥
2

F
. (4.31c)
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Many frames are observed and the mean power is of interest:

P = E {P} , (4.32)

where the expectation is with respect to the number of received frames. Note that the sample
covariance matrices and the channel estimation matrices are estimated on frame basis (i.e. each
frame yields a matrix). The only exception is the noise covariance matrix, which is estimated
over all frames at a fixed receiver position, because each frame contains only one noise symbol.
The SNR is now computed as

SNR
Q̂
= 10 log10

(
P

Q̂,S

P
Q̂,N

)
dB, (4.33)

the SIR as

SIR
Q̂
= 10 log10

(
P

Q̂,S

P
Q̂,I

)
dB. (4.34)

An alternative SNR computation utilizing the channel estimation matrices is given by

SNR
Ĥ

= 10 log10

(
P

Ĥ,S

P
Q̂,N

)
dB, (4.35a)

SNR
ĤV

= 10 log10

(
P

ĤV,S

P
Q̂,N

)
dB, (4.35b)

SNR
UĤV

= 10 log10

(
P

UĤV,S

P
Q̂,N

)
dB. (4.35c)

Similarly, SIR is computed from the channel estimation matrices according to

SIR
Ĥ

= 10 log10

(
P

Ĥ,S

P
Ĥ,I

)
dB, (4.36a)

SIR
ĤV

= 10 log10

(
P

ĤV,S

P
ĤV,I

)
dB, (4.36b)

SIR
UĤV

= 10 log10

(
P

UĤV,S

P
UĤV,I

)
dB. (4.36c)

SNR
Q̂

compares to SNR
ĤV

and SIR
Q̂

compares to SIR
ĤV

, which will be proven by measure-
ments in Section 5.2.1 and Section 5.3.1.

For the following, keep in mind that SNR and SIR are implicitly averaged over all trans-
missions, which usually include many receiver positions to average over small scale fading. A
certain SNR or SIR value is achieved on average over all transmissions.

39



Chapter 5

Measurements

Section 5.1 shows the feasibility of IA at fixed SNR and SIR and explains how the subsequent
measurements are performed. Section 5.2 investigates how the performance measures intro-
duced in Chapter 4 depend on variable SNR at fixed SIR. Section 5.3 does the same for variable
SIR, keeping the SNR fixed.

5.1 Validation of Interference Alignment

The feasibility of IA on the Vienna MIMO Testbed (VMTB) is now shown utilizing the perfor-
mance measures introduced in Chapter 4. This section establishes the basic methodology for
the subsequent measurements in Section 5.2 and Section 5.3. All three links are desired once
to compare the results. Figure 5.1 subsumes the measurement process.

attenuator constellations

receiver positions

frame transmissions

1

1 1 1 1 11 1 1 1 11 1 1 1 1

1 1 1 1

1 2 3 5

2 2 2 2 23 3 3 3 3desired links

50

4

Figure 5.1: Validation: measurement process

Note following aspects of the illustration:

• receiver positions: 5 receiver positions (RX antennas positioned in x-y-φ) were realized.

• desired links: At each position, transmitters I = {1, 2, 3} were desired once.

• attenuator constellations: For each desired link, one RF transmit-attenuator constel-
lation was utilized to achieve SIR = −3 dB.

• frame transmissions: 50 frames were transmitted at one attenuator constellation of
one receiver position.

The layer-order coincides with the actual measurement process - receiver repositioning is the
“outer loop” of the measurement. Table 5.1 depicts the parameters of the validation measure-
ment.

Figure 5.2, Figure 5.3 and Figure 5.4 (one figure for each desired link) show the eigenvalues
of Q̂b and Q̂N, denoted {λ1, ..., λ4} and {σ2

1, ..., σ
2
4}, respectively. Remember that each point

corresponds to one frame evaluation, and that Q̂b is estimated during stage b where only the
interferers transmit. The eigenvalues are plotted logarithmically and normalized so that λ2 lies
at 0 dB on average. Ideally, λ1 and λ2 that correspond to the desired signal subspace would
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parameter value comments

receiver positions 5 represent channel realizations

attenuator constellations 1 only one target SNR/SIR

transmissions per constellation 50 at one receiver position

total transmissions per constellation 250 considering all receiver positions

data symbols per frame 2×45 2 streams, 15 symbol vectors per stage

measured SNR 55 dB averaged over all transmissions

anticipated SIR −3 dB all transmitters received equally strong

processing time TP between frames 70ms averaged over all transmissions

Table 5.1: Validation: parameters

coincide with the noise variances σ2
1 and σ2

2 on average, since no desired signal is transmitted
during stage b (details see Section 4.3). Due to imperfect alignment and leakage, these eigen-
values are only lower bounded by the noise variances. The average interference suppression
(see Equation (4.25)) is highest over link I = 1. Measurements were done at five fixed receiver
positions. After 50 successive transmissions, the receive antennas move and rotate into a new
position and another 50 transmissions take place. The first frame after receiver movement is
discarded1, because precoders based on the channel estimates of the previous receiver position
are generally not suitable for the new position.

Figure 5.5, Figure 5.6 and Figure 5.7 (one figure for each desired link) depict several mea-
sured mutual information curves. Each receiver position yields a different average mutual
information due to small scale fading and different channel realizations. It is therefore im-
perative to average the results over many receiver positions in the subsequent measurements.
Ultimately, only the average mutual information I is of interest. The results show that the
mutual information computed from channel estimates I

Ĥ
(sI ; rI) and the one computed from

the receive data covariance I
Q̂
(sI ; rI) practically coincide, confirming that both methods are

suitable. The mutual information between transmit signal vector xI and receive signal vector
yI , IĤ(xI ;yI), without linear filtering (i.e. no IA) is clearly impaired (reduced) by interference.
The interference free case I

Ĥ,noInt
(xI ;yI) constitutes the upper bound, attained by exploiting

the multiplexing gain respectively DoF of four antennas. IA achieves half the mutual infor-
mation in the best case (“half the cake”), since only half the DoF are available for the desired
signal. The average mutual information is highest over link I = 1, confirming that the link
with the highest interference suppression also yields the highest mutual information.

Figure 5.8, Figure 5.9 and Figure 5.10 (one figure for each desired link) illustrate the receive
power contribution (see Equation (4.29)) from each transmitter individually. At fixed receiver
position, the outdoor to indoor channels PI1 and PI2 vary more than the indoor to indoor
channel PI3. This behaviour results from environmental influences like a large tree in front of
the laboratory that moves with the wind. No moving objects were situated indoors, therefore
the indoor channel is almost constant at fixed receiver position. Movement and rotation of the
receive antennas change the receive power contributions due to small scale fading. All three
figures show similar behaviour but are not identical due to time dependent fading. In the

1Actually, 51 frames are received at fixed receiver position, but only 50 are retained as “valid”.
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subsequent measurements, the average (over all frames) receive power contributions are calcu-
lated and the programmable RF transmit-attenuators are chosen to control the SNR and SIR
accordingly. In this measurement, the three transmitters were received about equally strong on
average, hence SIR ≈ −3 dB as the interference is twice as strong as the desired signal. Overall,
the channels are very static at fixed receiver position.

The results show that IA works and interference is aligned at the receiver. The better the
alignment, the higher the interference suppression (separation between λ2 and λ3) and the
higher the mutual information. Channels are quasi-static at fixed receiver position. For the
subsequent measurements where SNR and SIR are varied, the results are averaged over all
frames of a specific attenuator constellation, which includes several receiver positions to average
over small scale fading. Attenuator constellation refers to a specific choice of the RF transmit-
attenuators, in the following just called attenuators, chosen to achieve a certain SNR or SIR
value.

Isupp = 49.2 dB

Figure 5.2: Validation: eigenvalues of Q̂b and Q̂N (desired link I = 1)
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Isupp = 42.3 dB

Figure 5.3: Validation: eigenvalues of Q̂b and Q̂N (desired link I = 2)

Isupp = 46.3 dB

Figure 5.4: Validation: eigenvalues of Q̂b and Q̂N (desired link I = 3)
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Figure 5.5: Validation: mutual information comparison (desired link I = 1)
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Figure 5.6: Validation: mutual information comparison (desired link I = 2)
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Figure 5.7: Validation: mutual information comparison (desired link I = 3)
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Figure 5.8: Validation: receive power contributions (desired link I = 1)
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Figure 5.9: Validation: receive power contributions (desired link I = 2)
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Figure 5.10: Validation: receive power contributions (desired link I = 3)
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5.2 Variable SNR at Fixed SIR

The dependence of mutual information and other measures on SNR at fixed SIR = −3 dB is
now investigated. The necessary transmit power calibration can be summarized as follows:

1. Measure the average receive power contributions P Ij according to Equation (4.29) over
all receiver positions at lowest possible attenuator values αj,init = 0 dB.

2. Consider the lowest average channel power:

Pmin = min
j

P Ij , j = {1, 2, 3}.

3. Compute the attenuator increments according to:

∆αj =
⌊
10 log10

(
P Ij

Pmin

)⌋
dB.

4. Compute the final attenuator values according to:

αj = αj,init +∆αj .

5. Reduce SNR by increasing all attenuator values simultaneously by a certain stepsize.

This results in constant average SIR = −3 dB, since all three transmitters are received equally
strong (within +/− 1 dB) on average. Figure 5.11 illustrates the measurement process.

attenuator constellations

receiver positions

frame transmissions

1

1 1

30

1 12 23 318 1819 1920 20

desired links

50

1 20

Figure 5.11: Variable SNR: measurement process

The parameters of the the measurement are summarized in Table 5.2.

parameter value comments

receiver positions 30 represent channel realizations

attenuator constellations 20 relative attenuator values: 0, 3, ..., 57 dB

transmissions per constellation 50 at one receiver position

total transmissions per constellation 1500 considering all receiver positions

data symbols per frame 2×60 2 streams, 20 symbol vectors per stage

anticipated SNR 16...73 dB

anticipated SIR −3 dB all transmitters received equally strong

processing time TP between frames 70ms averaged over all transmissions

Table 5.2: Variable SNR: parameters
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5.2.1 Measured Powers, SNR and SIR

To verify that the controlled SNR increases as expected while the SIR stays constant, the mea-
sured powers introduced in Section 4.4 are now investigated. The measurement encompasses
20 attenuator constellations. Starting at lowest attenuation (highest SNR), the attenuator val-
ues αj are increased simultaneously by 3 dB stepsize at each attenuator constellation, thereby
steadily decreasing the SNR while keeping the SIR constant.

|SNRbQ
|

|SIRbQ
|

|SIR bH
|

Figure 5.12: Variable SNR: measured powers

Figure 5.12 illustrates the measured powers that are used to compute SNR and SIR. The
measured noise power P

Q̂,N
at highest attenuation (lowest SNR) is called anticipated noise

power PN and is expected to stay constant during the whole measurement. The correspond-
ing anticipated SNR is obtained by taking the initial value of SNR

Q̂
computed at highest

attenuation and increasing it with the 3 dB stepsize for each attenuator constellation.

• At low transmitter attenuation (high SNR), the noise power unexpectedly grows and
becomes larger than PN. This is a result of transmitter noise that is no longer suppressed
by the attenuators.

• The powers computed from the sample covariance matrices, P
Q̂,S

and P
Q̂,I

, coincide with

the corresponding powers computed from the channel estimation matrices, P
ĤV,S

and

P
ĤV,I

, thus confirming that both power computation methods yield equivalent results.

Following behaviour is observed:

P
Ĥ,S

(a)
> P

ĤV,S

(b)
> P

UĤV,S
and P

Ĥ,I

(c)
> P

ĤV,I

(d)
>> P

UĤV,I
.
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This can be explained as follows:

(a) Precoding (see Equation 2.1) performs a basis transformation on the transmit data stream
and arranges the d = 2 signal dimensions in a MT = 4 dimensional space. The precoding
matrix Vj is a truncated unitary matrix of dimension MT × d. The product ĤIIVI has
the property

P
ĤV,S

=
∥∥∥ĤIIVI

∥∥∥
2

F
<
∥∥∥ĤII

∥∥∥
2

F
= P

Ĥ,S
, (5.1)

assuming ĤII has full rank.
Proof (indices are dropped): The truncated unitary matrix V can be written as the
product of a true unitary matrix V′ and a truncated identity matrix according to

V = V′

[
Id

0

]
.

Furthermore,

ĤV′ =
[
Ĥd ĤMT−d

]
and

∥∥∥Ĥ
∥∥∥
2

F
=
∥∥∥ĤV′

∥∥∥
2

F
.

Considering this in the left hand side of Equation (5.1):

P
ĤV,S

=
∥∥∥ĤV

∥∥∥
2

F
=

∥∥∥∥∥ĤV′

[
Id

0

]∥∥∥∥∥

2

F

=

∥∥∥∥∥
[
Ĥd ĤMT−d

] [ Id

0

]∥∥∥∥∥

2

F

=
∥∥∥Ĥd

∥∥∥
2

F
.

The right hand side of Equation (5.1) is treated similarly:

P
Ĥ,S

=
∥∥∥Ĥ
∥∥∥
2

F
=
∥∥∥ĤV′

∥∥∥
2

F
=
∥∥∥
[
Ĥd ĤMT−d

]∥∥∥
2

F

= trace

([
Ĥd ĤMT−d

] [ ĤH
d

ĤH
MT−d

])

= trace
(
ĤdĤ

H
d

)
+ trace

(
ĤMT−dĤ

H
MT−d

)

=
∥∥∥Ĥd

∥∥∥
2

F
+
∥∥∥ĤMT−d

∥∥∥
2

F
.

Comparing both sides:

P
ĤV,S

=
∥∥∥Ĥd

∥∥∥
2

F
<
∥∥∥Ĥd

∥∥∥
2

F
+
∥∥∥ĤMT−d

∥∥∥
2

F
= P

Ĥ,S
.

This proves that precoding reduces the power.

(b) Interference suppression lowers the power of the desired signal. As mentioned in Sec-
tion 2.3.2, the closed form computation of the IA filters has no constraint on maximizing
the SNR. A reasoning similar to (a) applies (UI is a truncated unitary matrix).

(c) Each interferer uses precoding matrices, interference power is hence also reduced by pre-
coding. The same reasoning as in (a) applies.

(d) Interference suppression tries to suppress the interference power completely (remember
Equation 2.18). Ideally, P

UĤV,I
would be zero at all times. Above 40 dB SNR, P

UĤV,I

starts to grow and is constantly 50 dB lower than P
Ĥ,I

- the (non-ideal) IA filters are able
to lower the interference power by approximately 50 dB. The effect of growing interference
power will be further studied in Section 5.2.2.
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Note that SIR
Ĥ

is used as reference to control the SIR (via attenuators), since it considers the
“true” power contribution from each transmitter without transmit or receive filters.

Figure 5.13 shows the measured SNR and SIR curves.

• SNR
Q̂

follows the anticipated SNR line nicely until it is lowered by the received trans-
mitter noise, noticeable above 60 dB SNR.

• SNR
Ĥ

> SNR
Q̂
(≈ SNR

ĤV
) > SNR

UĤV
, evident from explanations (a) and (b) above.

• SIR
Ĥ

follows the anticipated SIR line (−3 dB) nicely since it was used as reference for
transmit power calibration.

• SIR
UĤV

is the actual SIR after interference suppression and shows impressive results.
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Figure 5.13: Variable SNR: measured SNR and SIR
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5.2.2 Interference Suppression

Figure 5.14 depicts the average interference suppression as defined in Equation (4.25). The
measured SNR

Q̂
is also plotted for comparison. In Figure 5.12, it was confirmed that signal

and interference power steadily increase with increasing SNR. Increasing interference power
corresponds to growing eigenvalues λ3 and λ4 of Qb, and the associated Isupp would ideally
also increase in the same manner. However, it peaks out at around 60 dB SNR and then
even decreases. Intuitively, this could be caused by received transmitter noise or by leakage
of the interference (λ3 and λ4) into the desired signal subspace (λ1 and λ2) as a result of bad
alignment.
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Figure 5.14: Variable SNR: average interference suppression

Figure 5.15 shows the eigenvalues of Q̂b (denoted {λ1, ..., λ4}) and Q̂N (denoted
{
σ2
1, ..., σ

2
4

}
),

averaged over all transmissions and plotted for each attenuator constellation (SNR realization).
It becomes apparent that the effect of growing noise (received transmitter noise) at high SNR
is not the only cause of the reduced interference suppression, as it starts at around 60 dB SNR
whereas the leakage phenomenon starts already around 40 dB SNR. The increased leakage is
caused by outdated precoders that are computed from the channel estimates of “the last frame
rather than the actual frame” (see Section 3.2). This is a systematic error in the measurement
methodology that can not be circumvented. Due to the sequential nature of channel estimation
→ filter computation → filter feedback, filters are always outdated by Tp = 70ms. An interfer-
ence suppression of 50 dB is “as good as it gets” considering the used measurement methodology
and the experienced channel fluctuations. If ideal precoders (from perfect channel knowledge)
would be used, leakage would not occur.
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5.2.3 Mutual Information

Figure 5.16 illustrates various measured mutual information curves. The upper bound is con-
stituted by I

Ĥ,noInt
(x1;y1), which coincides with I

Ĥ,SVD,noInt
(s1; r1) (not plotted here) and

is only achievable in the absence of interference by exploiting all four DoF provided by four
antenna MIMO transmission. The lowest mutual information is given by I

Ĥ
(x1;y1), which

coincides with I
Ĥ,SVD

(s1;y1) (not plotted here) and heavily suffers from interference. It is
not visibly affected by SNR variations, because the interference power is the dominant power
throughout the whole measurement (PI >> PN). In between, IA tries to optimally exploit its
two DoF and would ideally attain “half the cake”, meaning half of the the upper bound. This
seems to be true only in the low SNR regime of the plot, as the gap between mutual informa-
tion with and without interference present grows with increasing SNR. The worsened mutual
information at high SNR is a result of the leakage phenomenon discovered in Section 5.2.2.

10 20 30 40 50 60 70 80
0

10

20

30

40

50

60

70

80

90

anticipated SNR [dB]

m
u
tu

al
 i
n
fo

rm
at

io
n
 [
b
it
/s

/H
z]

"half the cake"

IA filters

up
pe

r b
ou

nd
, n

o 
in
te
rfe

re
nc

e

I bH,noInt
(x1;y1)

I bH
(x1;y1)

I bH
(s1; r1)

I bQ
(s1; r1)

I bQ,noInt
(s1; r1)

I bH,noInt
(s1; r1)

Figure 5.16: Variable SNR: mutual information (overview)

Figure 5.17 focuses on mutual information in the presence of interference. The lower curves
show the mutual information with SVD filters as defined in Section 4.2.1. Note that these filters
utilize all four DoF but are computed as if no interference is present (each user assumes a single
link). Using IA filters (i.e. IA precoding and interference suppression matrices), the results
are improved considerably. Apparently, mutual information is lowered by receive filtering. For
IA, this behaviour was already mentioned in Section 2.3.2 and in Section 5.2.1. Imagine that
interference is aligned in a subspace at the receiver. This subspace is linearly independent
of the desired signal subspace, but not necessarily orthogonal to it. Interference suppression
that projects the desired signal onto a subspace that is orthogonal to the interference subspace
therefore lowers the SNR. Another interpretation considers the mutual information. The
receive signal vector yI contains a certain amount of information about the transmit signal
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stream sI , but interference is still present. Part of this information is “cut away” in the process
of interference suppression and is missing in the receive symbol stream rI .
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Figure 5.17: Variable SNR: mutual information

The measurements above demonstrated that in the low SNR regime of the plots, IA works
as expected in theory and achieves superb results. Note that the low SNR regime actually
considers relatively high SNR values. The focus of the measurements was clearly set on high
SNR values, provoking hardware-induced effects which diminish the IA performance. In order
to realize lower SNR values, the “DACscaling” (see Equation (3.4)) has to be lowered, which
in turn introduces heightened quantization noise. This exceeds the focus of this work.
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5.3 Variable SIR at Fixed SNR

The dependence of the performance measures on SIR at fixed SNR = 37 dB is now investigated.
The transmit power calibration is performed similarly to the method described in Section 5.2,
only step 5 is altered in order to vary the SIR. With the final attenuator values as obtained
in step 4, all transmitters are received equally strong (SNR = −3 dB) and have maximum
power (lowest attenuation). The desired transmitter attenuator αI is then increased to obtain
a certain (fixed) SNR value. Finally, the interfering transmitter attenuators αj , j 6= I, are
jointly increased in order to increase the SIR. An example will illuminate the process:

1. Final attenuator values after transmit power calibration (see Section 5.2):

[α1, α2, α3] = [0, 2, 6] dB
accomplish→ SNR = 73 dB, SIR = −3 dB.

2. Increase desired transmitter attenuator α1 (desired link I = 1) by 36 dB in order to obtain
SNR = 37 dB:

[α1 + 36, α2, α3] = [36, 2, 6] dB → SNR = 73− 36 = 37 dB, SIR = −3− 36 = −39 dB.

3. Assuming 3 dB increment of α2 and α3 (interfering transmitter attenuators) at each
attenuator constellation, this results in following anticipated SIR range:

attenuator constellation 1: [36, 2, 6] dB → SNR = 37 dB, SIR = −39 dB,
attenuator constellation 2: [36, 5, 9] dB → SNR = 37 dB, SIR = −36 dB,
attenuator constellation 3: [36, 8, 12] dB → SNR = 37 dB, SIR = −33 dB,

...
attenuator constellation 20:[36, 59, 63] dB → SNR = 37 dB, SIR = 18 dB.

Figure 5.11 illustrates the measurement process. In this measurement, all three links were
desired once.

20 2020 2020 20attenuator constellations

receiver positions

frame transmissions

1

1 12 23 3

30

1 11 11 11

desired links

30

20

Figure 5.18: Variable SIR: measurement process

The parameters of the the measurement are summarized in Table 5.3.

5.3.1 Measured Powers, SNR and SIR

To verify that the controlled SIR increases as expected while the SNR stays constant, the
measured powers are now investigated. The measurement encompasses 20 attenuator constel-
lations.

Figure 5.19 illustrates the measured powers that are used to compute SNR and SIR. The
measured noise power P

Q̂,N
at highest interferer attenuation (highest SIR) is called anticipated

noise power PN and is expected to stay constant during the whole measurement. The cor-
responding anticipated SNR is also expected to stay constant at 37 dB, SNR

Q̂
constitutes its
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parameter value comments

receiver positions 30 represent channel realizations

attenuator constellations 20 relative attenuator values: 0, 3, ..., 57 dB

transmissions per constellation 30 at one receiver position

total transmissions per constellation 1500 considering all receiver positions

data symbols per frame 2×60 2 streams, 20 symbol vectors per stage

anticipated SNR 37 dB

anticipated SIR −39...18 dB

processing time TP between frames 70ms averaged over all transmissions

Table 5.3: Variable SIR: parameters

measured value. The anticipated SIR is obtained by taking the initial value of SIR
Ĥ

computed
at highest interferer attenuation (corresponding to attenuator constellation 20 in the introduc-
tory example) and decreasing it by the 3 dB stepsize for each attenuator constellation until the
lowest possible SIR is obtained (attenuator constellation 1 in the introductory example).

• Interference power is steadily decreasing with increasing interference attenuators, while
the signal power stays constant. P

Ĥ,S
and P

Ĥ,I
intersect at 0 dB SIR as expected.

• At high interferer attenuation (low SIR), the noise power unexpectedly grows and be-
comes larger than PN. This is a result of transmitter noise that is received at RX (and
is no longer suppressed by the attenuators).

• The powers computed from the sample covariance matrices, P
Q̂,S

and P
Q̂,I

, coincide with

the corresponding powers computed from the channel estimation matrices, P
ĤV,S

and

P
ĤV,I

, thus confirming that both power computation methods yield equivalent results.
This was already confirmed in Section 5.2.1.

The measured powers compare the same way as in Section 5.2.1, the same reasoning applies.
Figure 5.20 shows a power-comparison of all three desired links. It confirms that the same

signal and interference power, P
Ĥ,S

and P
Ĥ,I

, is experienced by all three links. Including the
IA filters, the powers begin to behave differently for each desired link, especially considering the
power after interference suppression P

UĤV,I
. The best interference power suppression seems

to be achieved over desired link one.
Figure 5.21 depicts the measured SNR and SIR curves.

• SNR
Q̂

follows the anticipated SNR line nicely until it is lowered by the received trans-
mitter noise, noticeable below −20 dB SIR.

• SNR
Ĥ

> SNR
Q̂
(≈ SNR

ĤV
) > SNR

UĤV
, evident from explanations (a) and (b) in Sec-

tion 5.2.1.

• SIR
Ĥ

follows the anticipated SIR line nicely since it was used as reference for transmit
power calibration.

• SIR
UĤV

is the actual SIR after interference suppression and shows impressive results.
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Figure 5.19: Variable SIR: measured powers (desired link I = 1)
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5.3.2 Interference Suppression

Figure 5.22 depicts the average interference suppression as defined in Equation (4.25), for each
link individually. It behaves as expected at moderate and high SIR - growing interference
power results in growing interference suppression. It peaks out at around −25 dB SIR and
even decreases for smaller SIR. Two effects have to be considered:

• The leakage phenomenon, discovered in Section 5.2.2, will also occur at low SIR (strong
interference). It is mainly caused by outdated precoders (see Section 3.2). Similar to
Section 5.2.2, an interference suppression of 50 dB is “as good as it gets”.

• Below −20 dB SIR, received transmitter noise becomes noticeable.
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Figure 5.22: Variable SIR: average interference suppression (desired link I = {1, 2, 3})

Figure 5.23, Figure 5.24 and Figure 5.25 show the eigenvalues of Q̂b (denoted {λ1, ..., λ4})
and Q̂N (denoted

{
σ2
1, ..., σ

2
4

}
) averaged over all transmissions and plotted for each attenuator

constellation (SIR realization), for each link individually. This allows to investigate the leakage
that lowers the interference suppression. The lowest leakage is experienced over link one, link
two is the worst. This supports the findings from Figure 5.22.
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Figure 5.23: Variable SIR: average eigenvalues of Q̂b and Q̂N (desired link I = 1)
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Figure 5.24: Variable SIR: average eigenvalues of Q̂b and Q̂N (desired link I = 2)
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Figure 5.25: Variable SIR: average eigenvalues of Q̂b and Q̂N (desired link I = 3)
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5.3.3 Mutual Information

Figure 5.27 illustrates various measured mutual information curves. The upper bound is consti-
tuted by I

Ĥ,noInt
(x1;y1), which is only achievable in the absence of interference by exploiting

all four DoF provided by four antenna MIMO transmission. The lowest mutual information is
given by I

Ĥ
(x1;y1), which coincides with I

Ĥ,SVD
(s1;y1) (not plotted here) and heavily suffers

from interference at low SIR. IA tries to optimally exploit its two DoF and would ideally attain
half of the the upper bound. Mutual information stays constantly high above −10 dB SIR and
decreases below. The reasons for this behaviour were pointed out in Section 5.3.2.
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Figure 5.26: Variable SIR: mutual information (overview, desired link I = 1)

Figure 5.27 focuses on mutual information in the presence of interference. The relation between
the various displayed mutual information curves has been described in Section 5.2.3. The lower
curves show the mutual information with SVD filters as defined in Section 4.2.1. IA strongly
improves the results below 20 dB SIR. Above (at high SIR), interference is low enough for the
SVD filters to “catch up” and improve over IA. Remember that SVD filters utilize all four DoF
provided by MIMO transmission, whereas IA can only exploit two DoF for the desired signal
transmission.

Figure 5.28 compares the mutual information for all three desired links. The results show
that in the absence of interference, the highest mutual information is achieved over link three
(indoor channel), followed by link one and link two. With interference present, the SVD case
draws a similar picture. Considering desired link three, SVD filtering exceeds IA in terms of
mutual information above 13 dB SIR. For desired link one, this occurs around 18 dB SIR.

Above measurements have shown that IA performs well, even during strong interference. A
considerable gain in mutual information is experienced at low and moderate SIR, despite the
occurrence of leakage and received transmitter noise at low SIR.
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Figure 5.27: Variable SIR: mutual information (desired link I = 1)
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Figure 5.28: Variable SIR: mutual information (desired link I = {1, 2, 3})
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Chapter 6

Conclusion and Outlook

Throughout this work, an interference mitigation technique for wireless multi-user networks
called Interference Alignment (IA) was investigated and implemented on the Vienna MIMO
Testbed (VMTB). Theoretical aspects such as the mathematical background and feasibility
were discussed. The VMTB was utilized to perform a measurement based analysis. Neces-
sary augmentations in hardware, software and signal generation that make IA possible were
described. Performance measures to investigate and compare the alignment quality were in-
troduced.

The first measurement dealt with feasibility of IA at fixed SNR and SIR. It was shown, for
each of the three possible links individually, that interference is aligned at the receiver. The
mutual information, representative of data rate, was thereby strongly improved. Further mea-
surements investigated the impact of variable SNR and variable SIR, respectively. It was shown
that IA reaches “half the cake” in terms of data rate, namely half of the mutual information
that could be achieved in the absence of interference. However, the results were aggravated by
hardware influences such as unsuppressed transmitter noise and by outdated filters that caused
leakage.

This work restricted itself to quasi-static channels with no deliberate movement (measure-
ments took place at fixed receiver positions, no moving scatterers were placed intentionally).
Another thesis [23] utilizes the same testbed and investigates how spatially outdated IA filters
affect the alignment.

Many aspects of the system could be investigated in the future, the most relevant are:

• Low SNR: How does IA perform at low SNR (below 10 dB)?

- Noisy channel estimates might impair the alignment.

• Feedback: An ideal feedback link constituted by a dedicated fiber network was used.

- Limited feedback is more realistic.

- Quantized feedback is usually used and has already been investigated in theory.

• Channels: The virtual channels to the non-existing receivers are full rank and constant.

- Measured channels,

- spatially correlated channels,

- time varying channels (simulated or measured) could be investigated.

• Schemes: An efficient closed form solution for the IA filters was used.

- IA with constraints on e.g. SINR maximization is of interest.

- Iterative algorithms have been proposed in literature.

- Coordinated multipoint is a prominent alternative to IA.
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• Implementation: A more realistic implementation could be considered.

- Frame structure according to a standard (e.g. LTE or WLAN).

To conclude this work: IA was shown to be feasible on a real world testbed. Difficulties in
implementation will arise in more realistic systems with moving receivers and moving scatterers,
where the filter computation-time becomes a more pressing issue. Performing optimal feedback
and synchronization in more realistic scenarios is an open problem that is currently investigated.

The author of this work sees a possible incorporation of IA in the further progression of WLAN
or LTE, particularly in applications where neither the transmitters nor the receivers move
considerably. This mitigates the synchronization issue and the filter computation-time issue.

The thorough investigation of various IA aspects is currently subject of several research projects
whose outcome will determine the viability of IA and how it compares to competitive schemes.
An efficient interference management scheme would pave the way for wireless multi-user net-
works with substantially increased spectral efficiency and data throughput.
Interference Alignment might be that scheme.

Martin Mayer, October 2013
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