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#### Abstract

We present an alternative proof of the NEXPhardness of the satisfiability of Dependency Quantified Boolean Formulas (DQBF). Besides being simple, our proof also gives us a general method to reduce NEXP-complete problems to DQBF. We demonstrate its utility by presenting explicit reductions from a wide variety of NEXP-complete problems to DQBF such as (succinctly represented) 3 -colorability, Hamiltonian cycle, set packing and subset-sum as well as NEXP-complete logics such as the Bernays-Schönfinkel-Ramsey class, the two-variable logic and the monadic class. Our results show the vast applications of DQBF solvers which recently have gathered a lot of attention among researchers.
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## I. Introduction

The last few decades have seen a tremendous development of boolean SAT solvers and their applications in many areas of computing [1]. Motivated by applications in verification and synthesis of hardware/software designs [2]-[8], researchers have recently looked at the generalization of boolean formulas known as dependency quantified boolean formulas (DQBF).

While solving boolean SAT is "only" NP-complete, for DQBF the complexity jumps to NEXP-complete [9]. This makes solving DQBF quite a challenging research topic. Nevertheless there has been exciting progress. See, e.g., [10][18] and the references within, as well as solvers such as iDQ [19], dCAQE [20], HQS [21], [22] and DQBDD [23]. A natural question to ask is if we can use DQBF solvers to solve any NEXP-complete problems - similar to how SAT solvers are used to solve any NP-complete problems.

In this short paper we show how to reduce a wide variety of NEXP-complete problems to DQBF, especially the succinctly represented problems that recently have found applications in hardware/software engineering [24]-[26]. We present another proof for the NEXP-hardness of DQBF. We actually give two proofs. The first is by a very simple reduction from succinct 3 -colorability [27]. The second is by utilizing the notion that we call succinct projection. It is the second one that we view more interesting since it gives us a general method to reduce any NEXP-complete problem to DQBF.

The main idea is quite standard: We encode the accepting runs of a non-deterministic Turing machine (with exponential run time) with boolean functions of polynomial arities. However, we observe that the input-output relation of these functions can actually be "described" by small circuits/formulas. Succinct projections are simply deterministic algorithms that
construct these circuits efficiently. This simple observation is a deviation from the standard definition of NEXP, that a language in NEXP is a language with an exponentially long certificate.

Using succinct projections, we present reductions from various NEXP-complete problems such as (succinct) Hamiltonian cycle, set packing and subset sum. We believe our technique can be easily modified for many other natural problems. Note that the reduction in [9] gives little insight on how it can be used to obtain explicit reductions from concrete NEXPcomplete problems.

We also present the reductions from well known NEXPcomplete logics such as the Bernays-Schönfinkel-Ramsey class, two-variable logic ( $\mathrm{FO}^{2}$ ) and the Löwenheim class [28]-[32]. In fact we show that they are essentially equivalent to DQBF . Note that these are logics that have found applications in AI [33], databases [34] and automated reasoning [35], but lack implementable algorithms. Prior to our work, the only algorithm known for these logics is to "guess" a model (of exponential size) and then verify that it is indeed a model of the input formula.

We hope that the technique introduced in this short paper can lead to richer applications of DQBF solvers as well as a wide variety of benchmarks which in turn can lead to further development. It is also open whether the class NEXP has a bona-fide problem [27]. Our paper demonstrates that DQBF can be a good candidate - akin to how boolean SAT is the central problem in the class NP.

This paper is organized as follows. In Sect. II we review some definitions and terminology. In Sect. III we reprove the NEXP-completeness of solving DQBF. In Sect. IV and V we present concrete reductions from some NEXP-complete problems and logics to DQBF instances. The full version of this paper can be found in [36].

## II. Preliminaries

Let $\Sigma=\{0,1\}$. We usually use the symbol $\bar{a}, \bar{b}, \bar{c}$ (possibly indexed) to denote a string in $\Sigma^{*}$ with $|\bar{a}|$ denoting the length of $\bar{a}$. We use $\bar{x}, \bar{y}, \bar{z}, \bar{u}, \bar{v}$ to denote vectors of boolean variables. The length of $\bar{x}$ is denoted by $|\bar{x}|$. We write $C(\bar{u})$ to denote a (boolean) circuit $C$ with input gates $\bar{u}$. When the input gates are not relevant or clear from the context, we simply write $C$. For $\bar{a} \in \Sigma^{|\bar{u}|}, C(\bar{a})$ denotes the value of $C$ when we assign the input gates $\bar{u}$ with $\bar{a}$. All logarithms have base 2 .


A dependency quantified boolean formula (DQBF) in prenex normal form is a formula of the form:

$$
\begin{equation*}
\Psi:=\forall x_{1} \cdots \forall x_{n} \exists y_{1}\left(\bar{z}_{1}\right) \cdots \exists y_{m}\left(\bar{z}_{m}\right) \quad \psi \tag{1}
\end{equation*}
$$

where each $\bar{z}_{i}$ is a vector of variables from $\left\{x_{1}, \ldots, x_{n}\right\}$ and $\psi$, called the matrix, is a quantifier-free boolean formula using variables $x_{1}, \ldots, x_{n}, y_{1}, \ldots, y_{m}$. The variables $x_{1}, \ldots, x_{n}$ are called the universal variables, $y_{1}, \ldots, y_{m}$ the existential variables and each $\bar{z}_{i}$ the dependency set of $y_{i}$.

A DQBF $\Psi$ in the form (1) is satisfiable, if for every $1 \leqslant i \leqslant m$, there is a function $s_{i}: \Sigma^{\left|\bar{z}_{i}\right|} \rightarrow \Sigma$ such that by replacing each $y_{i}$ with $s_{i}\left(\bar{z}_{i}\right)$, the formula $\psi$ becomes a tautology. The function $s_{i}$ is called the Skolem function for $y_{i}$. In this case, we also say that $\Psi$ is satisfiable by the Skolem functions $s_{1}, \ldots, s_{m}$. The problem SAT(DQBF) is defined as: On input DQBF $\Psi$ in the form (1), decide if it is satisfiable.

Since many NEXP-complete problems use circuits as the succinct representations of the inputs, we allow the matrix $\psi$ to be in circuit form, i.e., $\psi$ is given as a (boolean) circuit with input gates $x_{1}, \ldots, x_{n}, y_{1}, \ldots, y_{m}$. This does not effect the generality of our results, since every DQBF in circuit form can be converted to one in the standard formula form as stated in Proposition 1.

Proposition 1. Every $D Q B F \Psi$ in the form of (1) in circuit form can be converted in polynomial time into an equisatisfiable $D Q B F$ formula $\Psi^{\prime}$ whose matrix is in DNF. Moreover, $\Psi$ and $\Psi^{\prime}$ have the same existential variables (with the same dependency set).

The proof is by standard Tseitin's transformation [37]. As an example, consider the following DQBF.

$$
\forall x_{1} \forall x_{2} \exists y_{1}\left(x_{1}\right) \exists y_{2}\left(x_{2}\right) \neg\left(x_{2} \vee\left(y_{1} \wedge x_{1} \wedge y_{2}\right)\right)
$$

It is equisatisfiable with the following DQBF.

$$
\begin{aligned}
& \forall x_{1} \forall x_{2} \forall u_{1} \forall u_{2} \forall u_{3} \forall v_{1} \forall v_{2} \exists y_{1}\left(x_{1}\right) \exists y_{2}\left(x_{2}\right) \\
& \binom{\left(v_{1} \leftrightarrow y_{1}\right) \wedge\left(v_{2} \leftrightarrow y_{2}\right) \wedge\left(u_{1} \leftrightarrow v_{1} \wedge x_{1} \wedge v_{2}\right)}{\wedge\left(u_{2} \leftrightarrow x_{2} \vee u_{1}\right) \wedge\left(u_{3} \leftrightarrow \neg u_{2}\right)} \rightarrow u_{3}
\end{aligned}
$$

Intuitively, we use the extra variable $v_{1}$ to represent the value $y_{1}, v_{2}$ the value $y_{2}, u_{1}$ the value $y_{1} \wedge x_{1} \wedge y_{2}, u_{2}$ the value $x_{2} \vee\left(y_{1} \wedge x_{1} \wedge y_{2}\right)$ and $u_{3}$ the value $\neg\left(x_{2} \vee\left(y_{1} \wedge x_{1} \wedge y_{2}\right)\right)$. Note that the matrix can be easily rewritten into DNF.

## III. The NEXP-COMPLETENESS OF SAT(DQBF)

In this section we present two new proofs that SAT(DQBF) is NEXP-complete, originally proved in [9].

## Theorem 2. [9] SAT $(D Q B F)$ is NEXP-complete.

Note that the membership is straightforward. So we will focus only on the hardness.

## A. The first proof: Reduction from succinct 3-colorability

The reduction is from the problem graph 3-colorability where the input graphs are given in a succinct form [24]. A (boolean) circuit $C(\bar{u}, \bar{v})$, where $|\bar{u}|=|\bar{v}|=n$, represents a
graph $G(C)=(V, E)$ where $V=\Sigma^{n}$ and $(\bar{a}, \bar{b}) \in E$ iff $C(\bar{a}, \bar{b})=1$. The problem succinct 3 -colorability is defined as: On input circuit $C$, decide if $G(C)$ is 3-colorable. This problem is NEXP-complete [27].

The reduction to SAT(DQBF) is as follows. Let $C(\bar{u}, \bar{v})$ be the input circuit, where $|\bar{u}|=|\bar{v}|=n$. We represent a 3coloring of $G(C)$ as a function $g: \Sigma^{n} \rightarrow\{01,10,11\}$ which can be encoded by the following DQBF.

$$
\begin{align*}
\Psi:=\forall \bar{x}_{1} \forall \bar{x}_{2} & \exists y_{1}\left(\bar{x}_{1}\right) \exists y_{2}\left(\bar{x}_{1}\right) \exists y_{3}\left(\bar{x}_{2}\right) \exists y_{4}\left(\bar{x}_{2}\right) \\
& \bar{x}_{1}=\bar{x}_{2} \rightarrow\left(y_{1}, y_{2}\right)=\left(y_{3}, y_{4}\right)  \tag{2}\\
& \wedge\left(y_{1}, y_{2}\right) \neq(0,0) \wedge\left(y_{3}, y_{4}\right) \neq(0,0)  \tag{3}\\
& \wedge C\left(\bar{x}_{1}, \bar{x}_{2}\right)=1 \rightarrow\left(y_{1}, y_{2}\right) \neq\left(y_{3}, y_{4}\right) \tag{4}
\end{align*}
$$

Intuitively, we use $y_{1}, y_{2}$ and $y_{3}, y_{4}$ to represent the first and the second bits of the image $g\left(\bar{x}_{1}\right)$ and $g\left(\bar{x}_{2}\right)$, respectively. Lines (2) and (3) state that $\left(y_{1}, y_{2}\right)$ and $\left(y_{3}, y_{4}\right)$ must represent the same function from $\Sigma^{n}$ to $\Sigma^{2}$ and that their images do not include 00. Line (4) states that the colors of two adjacent vertices must be different. Thus, $G(C)$ is 3-colorable iff $\Psi$ is satisfiable.

## B. The second proof: Reduction via succinct projections

Our second proof uses the notion of succinct projection. We need some terminology. Let $C\left(\bar{u}_{1}, \bar{v}_{1}, \bar{u}_{2}, \bar{v}_{2}\right)$ be a circuit with input gates $\bar{u}_{1}, \bar{v}_{1}, \bar{u}_{2}, \bar{v}_{2}$ where $\left|\bar{u}_{1}\right|=\left|\bar{u}_{2}\right|=n$ and $\left|\bar{v}_{1}\right|=\left|\bar{v}_{2}\right|=m$. We say that a function $g: \Sigma^{n} \rightarrow \Sigma^{m}$ agrees with the circuit $C$, if $C\left(w_{1}, g\left(w_{1}\right), w_{2}, g\left(w_{2}\right)\right)=1$, for every $w_{1}, w_{2} \in \Sigma^{n}$. In this case, we also say that the circuit $C$ describes the function $g$. In the following whenever we say that a function $g: \Sigma^{n} \rightarrow \Sigma^{m}$ agrees with $C\left(\bar{u}_{1}, \bar{v}_{1}, \bar{u}_{2}, \bar{v}_{2}\right)$, we implicitly assume that $n=\left|\bar{u}_{1}\right|=\left|\bar{u}_{2}\right|$ and $m=\left|\bar{v}_{1}\right|=\left|\bar{v}_{2}\right|$.
Definition 3. A succinct projection for a language $L$ is a polynomial time deterministic algorithm $\mathcal{M}$ such that on input $w \in \Sigma^{*}, \mathcal{M}$ outputs a circuit $C$ such that $w \in L$ iff there is a function $g$ that agrees with $C$.

Intuitively, we can view the function $g$ as the certificate for the membership of $w$ in $L$ and the circuit $C$ as the succinct description of $g$. Since succinct projection runs in polynomial time, the output circuit can only have polynomially many gates. The following theorem is a new characterization of languages in NEXP.
Theorem 4. A language $L \in$ NEXP iff it has a succinct projection.

Proof. (if) Suppose that $L$ has a succinct projection. Consider the following algorithm. On input $w$, first use the succinct projection to construct the circuit $C$. Then, guess a function $g$ (of exponential size) and verify that it agrees with $C$. It is obvious that it runs in non-deterministic exponential time. That it is correct follows from the definition of succinct projection.
(only if) It is essentially the Cook-Levin reduction disguised in the form of function certificates. We only sketch it here. Let $L \in$ NEXP and $M$ be a 1 -tape NTM that accepts $L$ in time $2^{p(n)}$ for some polynomial $p(n)$. For a word $w \in L$ of
length $n$, its accepting run can be represented as a function $g$ : $\Sigma^{p(n)} \times \Sigma^{p(n)} \rightarrow \Sigma^{\ell}$, where $g(i, j)$ denotes the content of cell $i$ in time $j$. The tuples in the codomain $\Sigma^{\ell}$ encode the states and the tape symbols of $M$. To verify that $g$ represents an accepting run, it is sufficient to verify that for every $i_{1}, j_{1}, i_{2}, j_{2} \in \Sigma^{p(n)}$, the tuple $\left(i_{1}, j_{1}, g\left(i_{1}, j_{1}\right), i_{2}, j_{2}, g\left(i_{2}, j_{2}\right)\right)$ satisfies a certain property $P$ which depends only on the input word $w$ and the transitions of $M$. The desired succinct projection constructs in polynomial time a circuit $C$ describing this property $P$.

The second proof of the NEXP-hardness of $\operatorname{SAT}(D Q B F)$ : Let $L \in$ NEXP. The polynomial time (Karp) reduction from $L$ to SAT(DQBF) is described as Algorithm 1 below.

```
    Algorithm 1: Reducing \(L \in\) NEXP to SAT(DQBF)
Input: \(w \in \Sigma^{*}\).
1: Run the succinct projection of \(L\) on \(w\).
2: Let \(C\left(\bar{x}_{1}, \bar{y}_{1}, \bar{x}_{2}, \bar{y}_{2}\right)\) be the output circuit where
    \(\left|\bar{x}_{1}\right|=\left|\bar{x}_{2}\right|=n,\left|\bar{y}_{1}\right|=\left|\bar{y}_{2}\right|=m, \bar{y}_{1}=\left(y_{1,1}, \ldots, y_{1, m}\right)\)
    and \(\bar{y}_{2}=\left(y_{2,1}, \ldots, y_{2, m}\right)\).
3: Output the following DQBF \(\Psi\) :
    \(\forall \bar{x}_{1} \forall \bar{x}_{2} \exists y_{1,1}\left(\bar{x}_{1}\right) \cdots \exists y_{1, m}\left(\bar{x}_{1}\right) \exists y_{2,1}\left(\bar{x}_{2}\right) \cdots \exists y_{2, m}\left(\bar{x}_{2}\right)\)
        \(C\left(\bar{x}_{1}, \bar{y}_{1}, \bar{x}_{2}, \bar{y}_{2}\right) \wedge\left(\bar{x}_{1}=\bar{x}_{2} \rightarrow \bar{y}_{1}=\bar{y}_{2}\right)\)
```

We show $w \in L$ iff $\Psi$ is satisfiable. Suppose $w \in L$. Let $g: \Sigma^{n} \rightarrow \Sigma^{m}$ be a function that agrees with $C$. For each $1 \leqslant i \leqslant m$, define the Skolem function $s_{i}: \Sigma^{n} \rightarrow \Sigma$ where $s_{i}(\bar{a})$ is the $i$-th component of $g(\bar{a})$, for every $\bar{a} \in \Sigma^{n}$. It is routine to verify that $\Psi$ is satisfiable with each $s_{i}$ being the Skolem function for $y_{1, i}$ and $y_{2, i}$.

Conversely, suppose $\Psi$ is satisfiable. Let $s_{j, i}: \Sigma^{n} \rightarrow \Sigma$ be the Skolem function for $y_{j, i}$, where $1 \leqslant j \leqslant 2$ and $1 \leqslant i \leqslant m$. Since $\bar{x}_{1}=\bar{x}_{2} \rightarrow \bar{y}_{1}=\bar{y}_{2}$, the functions $s_{1, i}$ and $s_{2, i}$ must be the same, for every $1 \leqslant i \leqslant m$. Define $g: \Sigma^{n} \rightarrow \Sigma^{m}$ where $g(\bar{a})=\left(s_{1}(\bar{a}), \ldots, s_{1, m}(\bar{a})\right)$ for every $\bar{a} \in \Sigma^{n}$. Since $C\left(\bar{a}_{1}, g\left(\bar{a}_{1}\right), \bar{a}_{2}, g\left(\bar{a}_{2}\right)\right)$ is true for every $\bar{a}_{1}, \bar{a}_{2}$, the function $g$ agrees with $C$. That is, there is a function that agrees with $C$. Hence, $w \in L$. This completes the second proof.

Remark 5. Observe that when Theorem 4 is applied to languages in NP, the accepting run of a non-deterministic Turing machine with polynomial run time $p(n)$ is represented as a function $g: \Sigma^{\log p(n)} \times \Sigma^{\log p(n)} \rightarrow \Sigma^{\ell}$ and the succinct projection outputs a circuit $C\left(\bar{x}_{1}, \bar{y}_{1}, \bar{x}_{2}, \bar{y}_{2}\right)$ where $\left|\bar{x}_{1}\right|=\left|\bar{x}_{2}\right|=\log p(n)$ and $\left|\bar{y}_{1}\right|=\left|\bar{y}_{2}\right|=\ell$. Thus, for $L \in \mathrm{NP}$, the DQBF output by Algorithm 1 has $4 \log p(n)$ universal variables and $2 \ell$ existential variables.

## IV. Some concrete reductions

In this section we show how to utilize succinct projection to obtain the reductions from concrete NEXP-complete problems to SAT(DQBF). These are (succinct) Hamiltonian cycle, set packing and subset sum [27]. We use the notion of succinctness from [24] which has been explained in Sect. III-A. By Algorithm 1, it suffices to present only the succinct projections.

Some useful notations: For an integer $k \geqslant 1,[k]$ denotes the set $\{0, \ldots, k-1\}$. For $i \in\left[2^{n}\right]$, $\operatorname{bin}_{n}(i)$ is the binary representation of $i$ in $n$ bits. The number represented by $\bar{a} \in \Sigma^{n}$ is denoted by num $(\bar{a})$. For $\bar{a}, \bar{b} \in \Sigma^{n}$, if num $(\bar{a})=\operatorname{num}(\bar{b})+1$ $\left(\bmod 2^{n}\right)$, we say that $\bar{a}$ is the successor of $\bar{b}$, denoted by $\bar{a}=\bar{b}+1$. Note that successor is applied only on two strings with the same length and the successor of $1^{n}$ is $0^{n}$. It is not difficult to construct a circuit $C(\bar{x}, \bar{y})$ (in time polynomial in $|\bar{x}|+|\bar{y}|)$ such that $C(\bar{a}, \bar{b})=1$ iff $\bar{a}=\bar{b}+1$.

Reduction from succinct Hamiltonian cycle: Succinct Hamiltonian cycle is defined as follows. The input is a circuit $C(\bar{u}, \bar{v})$. The task is to decide if there is a Hamiltonian cycle in $G(C)$.

Let $C(\bar{u}, \bar{v})$ be the input circuit where $|\bar{u}|=|\bar{v}|=n$. We use a function $g: \Sigma^{n} \rightarrow \Sigma^{n}$ to represent a Hamiltonian cycle $\left(\bar{b}_{0}, \ldots, \bar{b}_{2^{n}-1}\right)$ where $g\left(\operatorname{bin}_{n}(i)\right)=\bar{b}_{i}$, for every $i \in\left[2^{n}\right]$. To correctly represent a Hamiltonian cycle, the following must hold for every $\bar{a}_{1}, \bar{a}_{2} \in \Sigma^{n}$.
(H1) If $\bar{a}_{1} \neq \bar{a}_{2}$, then $g\left(\bar{a}_{1}\right) \neq g\left(\bar{a}_{2}\right)$.
(H2) If $\bar{a}_{2}=\bar{a}_{1}+1$, then $\left(g\left(\bar{a}_{1}\right), g\left(\bar{a}_{2}\right)\right)$ is an edge in $G(C)$. The succinct projection for succinct Hamiltonian cycle simply outputs the circuit that expresses (H1) and (H2), i.e., it outputs the following circuit $D\left(\bar{x}_{1}, \bar{y}_{1}, \bar{x}_{2}, \bar{y}_{2}\right)$ where $\left|\bar{x}_{1}\right|=\left|\bar{x}_{2}\right|=$ $\left|\bar{y}_{1}\right|=\left|\bar{y}_{2}\right|=n:$

$$
\left(\bar{x}_{1} \neq \bar{x}_{2} \rightarrow \bar{y}_{1} \neq \bar{y}_{2}\right) \wedge\left(\bar{x}_{2}=\bar{x}_{1}+1 \rightarrow C\left(\bar{y}_{1}, \bar{y}_{2}\right)=1\right)
$$

Obviously, a function $g: \Sigma^{n} \rightarrow \Sigma^{n}$ represents a hamiltonian cycle in $G(C)$ iff it agrees with $D$.

Reduction from succinct set packing: In the standard representation the problem set packing is defined as follows. The input is a collection $\mathcal{K}$ of finite sets $S_{1}, \ldots, S_{\ell} \subseteq \Sigma^{m}$ and an integer $k$. The task is to decide whether $\mathcal{K}$ contains $k$ mutually disjoint sets. We assume each $S_{i}$ has a "name" which is a string in $\Sigma^{\log \ell}$.

The succinct representation of the sets $S_{1}, \ldots, S_{\ell}$ is a circuit $C(\bar{u}, \bar{v})$ where $|\bar{u}|=m$ and $|\bar{v}|=\log \ell$. A string $\bar{a} \in \Sigma^{m}$ is in the set $S_{\bar{b}}$, if $C(\bar{a}, \bar{b})=1$. We denote by $\mathcal{K}(C)$ the collection of finite sets defined by the circuit $C$. The problem succinct set packing is defined analogously where the input is the circuit $C(\bar{u}, \bar{v})$ and an integer $k$ (in binary).

We now describe its succinct projection. Let $C(\bar{u}, \bar{v})$ and $k$ be the input where $|\bar{u}|=m$ and $|\bar{v}|=n$. We first assume that $k$ is a power of 2 . We represent $k$ disjoint sets $S_{1}, \ldots, S_{k}$ in $\mathcal{K}(C)$ as a function $g: \Sigma^{\log k} \times \Sigma^{m} \rightarrow \Sigma^{n}$ where $g(\operatorname{bin}(i), \bar{a})$ is the name of the set $S_{i}$. Note that the string $\bar{a}$ is actually ignored in the definition of $g$.

For a function $g: \Sigma^{\log k} \times \Sigma^{m} \rightarrow \Sigma^{n}$ to correctly represent $k$ disjoint sets, the following must hold for every $\left(\bar{a}_{1}, \bar{b}_{1}\right),\left(\bar{a}_{2}, \bar{b}_{2}\right) \in \Sigma^{\log k} \times \Sigma^{m}$.
(P1) If $\bar{a}_{1}=\bar{a}_{2}$, then $g\left(\bar{a}_{1}, \bar{b}_{1}\right)=g\left(\bar{a}_{2}, \bar{b}_{2}\right)$. That is, the function $g$ does not depend on $\bar{b}_{1}$ and $\bar{b}_{2}$.
(P2) If $\bar{a}_{1} \neq \bar{a}_{2}$ and $\bar{b}_{1}=\bar{b}_{2}$, then $C\left(\bar{b}_{1}, g\left(\bar{a}_{1}, \bar{b}_{1}\right)\right)=0$ or $C\left(\bar{b}_{1}, g\left(\bar{a}_{2}, \bar{b}_{2}\right)\right)=0$. That is, the element $\bar{b}_{1}$ is not in the sets whose names are $g\left(\bar{a}_{1}, \bar{b}_{1}\right)$ and $g\left(\bar{a}_{2}, \bar{b}_{2}\right)$.
It is routine to verify that $g$ represents $k$ disjoint sets iff (P1) and (P2) hold for every $\left(\bar{a}_{1}, \bar{b}_{1}\right),\left(\bar{a}_{2}, \bar{b}_{2}\right) \in \Sigma^{\log k} \times \Sigma^{m}$.

The succinct projection outputs the following circuit $D$ that formalizes (P1) and (P2):

$$
\begin{aligned}
& \quad\left(\bar{x}_{1}=\bar{x}_{2} \rightarrow \bar{z}_{1}=\bar{z}_{2}\right) \\
& \wedge\left(\bar{x}_{1} \neq \bar{x}_{2} \wedge \bar{y}_{1}=\bar{y}_{2}\right) \rightarrow \neg\left(C\left(\bar{y}_{1}, \bar{z}_{1}\right)=C\left(\bar{y}_{1}, \bar{z}_{2}\right)=1\right)
\end{aligned}
$$

If $k$ is not a power of 2 , we conjunct both atoms $\bar{x}_{1}=\bar{x}_{2}$ and $\bar{x}_{1} \neq \bar{x}_{2}$ with a circuit that tests whether the numbers represented by the bits $\bar{x}_{1}$ and $\bar{x}_{2}$ is an integer in $[k]$. Such a circuit can be easily constructed in polynomial time in $\lceil\log k\rceil$.

Reduction from succinct subset-sum: In the standard representation the instance of subset-sum is a list of positive integers $s_{0}, \ldots, s_{k-1}$ and $t$ (all written in binary). The task is to decide if there is a subset $X \subseteq[k]$ such that $\sum_{i \in X} s_{i}=t$. Such $X$ is called the subset-sum solution. The succinct representation is defined as two circuits $C_{1}\left(\bar{u}_{1}, \bar{v}\right)$ and $C_{2}\left(\bar{u}_{2}\right)$, where $\left|\bar{u}_{1}\right|=\max _{i \in[k]} \log s_{i},|\bar{v}|=\log k$ and $\left|\bar{u}_{2}\right|=\log t$. Circuit $C_{1}$ defines the numbers $s_{i}$ 's where $C_{1}(\bar{a}, \bar{b})$ is the $i$-th least significant bit of $s_{j}$, where $i=\operatorname{num}(\bar{a})$ and $j=\operatorname{num}(\bar{b})$. Circuit $C_{2}$ defines the number $t$ where $C_{2}(\bar{a})$ is the $i$-th least significant bit of $t$, where $i=\operatorname{num}(\bar{a})$. The subset-sum instance represented by $C_{1}$ and $C_{2}$ is denoted by $\mathcal{N}\left(C_{1}, C_{2}\right)$. We will describe the succinct projection for succinct subsetsum.

Let $C_{1}\left(\bar{u}_{1}, \bar{v}\right)$ and $C_{2}\left(\bar{u}_{2}\right)$ be the input where $\left|\bar{u}_{1}\right|=\left|\bar{u}_{2}\right|=$ $n$ and $|\bar{v}|=m$. We need a few notations. Let $s_{0}, \ldots, s_{2^{m}-1}$ be the numbers represented by $C_{1}$ and $t$ the number represented by $C_{2}$. For a set $X \subseteq\left[2^{m}\right]$, let $T_{X}=\sum_{i \in X} s_{i}$. For $0 \leqslant j \leqslant$ $2^{m}$, let $T_{X, j}=T_{X \cap[j]}$. Abusing the notation, for $\bar{b} \in \Sigma^{m}$, we write $s_{\bar{b}}$ and $T_{X, \bar{b}}$ to denote $s_{i}$ and $T_{X, i}$, respectively, where $i=\operatorname{num}(\bar{b})$. For $\bar{a} \in \Sigma^{n}$, bit- $\bar{a}$ means bit- $i$ where $i=\operatorname{num}(\bar{a})$.

We represent a set $X \subseteq\left[2^{m}\right]$ as a function $g: \Sigma^{n} \times \Sigma^{m} \rightarrow$ $\Sigma^{5}$ where $g(\bar{a}, \bar{b})=(\alpha, \beta, \gamma, \delta, \epsilon)$ such that:

- $\alpha=1$ iff $s_{\bar{b}} \in X$.
- $\beta$ is bit- $\bar{a}$ in $T_{X, \bar{b}}$.
- $\gamma$ is the carry of adding $T_{X, \bar{b}}$ and $s_{\bar{b}}$ up to $\operatorname{bit}-(\bar{a}-1)$.
- $\delta \epsilon=\beta+\gamma+\underset{C}{C}(\bar{a}, \bar{b})$, i.e., $\epsilon$ is the least significant bit of $\beta+\gamma+C(\bar{a}, \bar{b})$ and $\delta$ is the carry.
See the illustration below.


Intuitively, $g(\bar{a}, \bar{b})$ contains the information about the additions performed on bit- $\bar{a}$ in $s_{\bar{b}}$ (with respect to the set $X$ ). In particular, the bits of the number $T_{X}$ are all contained in $g\left(\bar{a}, 1^{m}\right)$ for every $\bar{a} \in \Sigma^{n}$. These bits can then be compared to those in $t$ by means of the circuit $C_{2}$.

Note that for a function $g: \Sigma^{n} \times \Sigma^{m} \rightarrow \Sigma^{5}$ to properly represent a number $T_{X}$, for some $X \subseteq\left[2^{m}\right]$, it suffices to check the values of $g$ on "neighbouring" points in $\Sigma^{n} \times \Sigma^{m}$. More precisely, the following conditions must be satisfied for every $\left(\bar{a}_{1}, \bar{b}_{1}\right),\left(\bar{a}_{2}, \bar{b}_{2}\right) \in \Sigma^{n} \times \Sigma^{m}$, where $g\left(\bar{a}_{1}, \bar{b}_{1}\right)=$ $\left(\alpha_{1}, \beta_{1}, \gamma_{1}, \delta_{1}, \epsilon_{1}\right)$ and $g\left(\bar{a}_{2}, \bar{b}_{2}\right)=\left(\alpha_{2}, \beta_{2}, \gamma_{2}, \delta_{2}, \epsilon_{2}\right)$.
(i) If $\bar{b}_{1}=\bar{b}_{2}$, then $\alpha_{1}=\alpha_{2}$. That is, the value $\alpha_{1}$ depends only on the index of a number.
(ii) If $\alpha_{1}=0$, then $\gamma_{1}=\delta_{1}=0$ and $\beta_{1}=\epsilon_{1}$.
(iii) If $\alpha_{1}=1$, then $\gamma_{1}+C\left(\bar{a}_{1}, \bar{b}_{1}\right)+\beta_{1}=\delta_{1} \epsilon_{1}$.
(iv) If $\bar{a}_{1}=0^{n}$, then $\gamma_{1}=0$.
(v) If $\bar{a}_{1}=1^{n}$, then $\delta_{1}=0$.
(vi) If $\bar{b}_{1}=0^{m}$, then $\beta_{1}=\gamma_{1}=0$.
(vii) If $\bar{b}_{1}=1^{m}$, then $\epsilon_{1}=C_{2}\left(\bar{a}_{1}\right)$.
(viii) If $\alpha_{1}=1$ and $\bar{b}_{1}=\bar{b}_{2}$ and $\bar{a}_{2}=\bar{a}_{1}+1$, then $\delta_{1}=\gamma_{2}$.
(ix) If $\alpha_{1}=1$ and $\bar{b}_{2}=\bar{b}_{1}+1$ and $\bar{a}_{2}=\bar{a}_{1}$, then $\epsilon_{1}=\beta_{2}$.

Intuitively, (ii) and (iii) state that the values of ( $\alpha_{1}, \beta_{1}, \gamma_{1}, \delta_{1}, \epsilon_{1}$ ) must have their intended meaning, i.e., when $\alpha_{1}=0$, no addition is performed and when $\alpha_{1}=1$, the addition $\gamma_{1}+C\left(\bar{a}_{1}, \bar{b}_{1}\right)+\beta_{1}$ is performed and the result is $\delta_{1} \epsilon_{1}$. (iv) states that there is no carry from the previous bit when considering the least significant bit. (v) states that there shouldn't be any carry after adding the most significant bit (if we want $T_{X}$ equals $t$ ). (vi) states that $T_{X, 0}$ must be zero. (vii) states that bit- $\bar{a}$ in $T_{X}$ must equal to bit- $\bar{a}$ in $t$. Finally, (viii) and (ix) state that when $\left(\bar{a}_{1}, \bar{b}_{1}\right)$ and $\left(\bar{a}_{2}, \bar{b}_{2}\right)$ are neighbors, the bits $\beta_{1}, \gamma_{1}, \delta_{1}, \epsilon_{1}$ and $\beta_{2}, \gamma_{2}, \delta_{2}, \epsilon_{2}$ must obey their intended meaning.

Obviously, if $g$ satisfies (i)-(ix), then it represents a set $X$ such that $T_{X}=t$. Conversely, if there is a set $X$ such that $T_{X}=t$, then there is a function $g$ that satisfies (i)-(ix). It is not difficult to design a succinct projection that constructs a circuit $D$ that describes functions that satisfy (i)-(ix).

## V. Reductions from other NEXP-complete logics

In this section we will consider the following fragments of relational first-order logic (with the equality predicate):

- The Bernays-Schönfinkel-Ramsey (BSR) class: The class of sentences of the form:

$$
\Psi_{1}:=\exists x_{1} \cdots \exists x_{m} \forall y_{1} \cdots \forall y_{n} \psi
$$

where $\psi$ is a quantifier-free formula.

- The two-variable logic $\left(\mathrm{FO}^{2}\right)$ : The class of sentences using only two variables $x$ and $y$. The classic result by Scott [38] states that every $\mathrm{FO}^{2}$ sentence can be transformed in linear time into an equisatisfiable $\mathrm{FO}^{2}$ sentence of the form:

$$
\Psi_{2}:=\forall x \forall y \alpha(x, y) \wedge \bigwedge_{i=1}^{m} \forall x \exists y \beta_{i}(x, y)
$$

for some $m \geqslant 1$, where $\alpha(x, y)$ and each $\beta_{i}(x, y)$ are quantifier free formulas.

- The Löwenheim/monadic class: The class of sentences using only unary predicate symbols. Sentences in this class are also known as monadic sentences.
Let SAT(BSR), SAT(Mon) and SAT(FO2 $)$ denote their corresponding satisfiability problems. It is well known that all of them are NEXP-complete [28]-[32]. The upper bound is usually established by the so called Exponential Size Model (ESM) property stated as follows.
- If the BSR sentence $\Psi_{1}$ is satisfiable, then it is satisfiable by a model with size at most $m+1$ [31, Prop. 6.2.17].
- If the $\mathrm{FO}^{2}$ sentence $\Psi_{2}$ is satisfiable, then it is satisfiable by a model with size $m 2^{n}$, where $n$ is the number of unary predicates used [30].
- If a Löwenheim sentence is satisfiable, then it is satisfiable by a model with size at most $r 2^{n}$, where $r$ is the quantifier rank and $n$ is the number of unary predicates [31, Prop. 6.2.1].
The main idea of the reduction to $\operatorname{SAT}(\mathrm{DQBF})$ is quite simple. We will represent the domain of a model with size at most $N$ as a subset of $\Sigma^{t}$, where $t=\log N$ and use a function $f_{0}: \Sigma^{t} \rightarrow \Sigma$ as the indicator whether an element is in the domain. Every predicate in the input formula can be represented as a function $f: \Sigma^{k t} \rightarrow \Sigma$ where $k$ is the arity of the predicate. All these functions can then be encoded appropriately as existential variables in DQBF. Note that the universal FO quantifier $\forall x \cdots$ can be encoded as $\forall \bar{u} f_{0}(\bar{u}) \rightarrow \cdots$. The existential FO quantifier can first be Skolemized and then encoded as existential variables in DQBF.

The rest of this section is organized as follows. For technical convenience, we first introduce the logic Existential Secondorder Quantified Boolean Formula ( $\exists \mathrm{SOQBF}$ ) - an alternative, but equivalent formalism of DQBF. The only difference between $\exists \mathrm{SOQBF}$ and DQBF is the syntax in declaring the function symbol. Then, we consider the problem that we call Bounded FO satisfiability, denoted by Bnd-SAT(FO), which subsumes all SAT(BSR), SAT(FO ${ }^{2}$ ) and SAT(Mon) and show how to reduce it to $\operatorname{SAT}(\exists \mathrm{SOQBF})$.

The logic $\exists S O Q B F$ : The class $\exists \mathrm{SOQBF}$ is the extension of quantified boolean formulas ( QBF ) with existential secondorder quantifiers, i.e., formulas of the form:

$$
\Psi:=\exists f_{1} \exists f_{2} \cdots \exists f_{p} Q_{1} v_{1} \cdots Q_{n} v_{n} \quad \psi
$$

where each $Q_{i} \in\{\forall, \exists\}$ and each $f_{i}$ is a boolean function symbol associated with a fixed arity $\operatorname{ar}\left(f_{i}\right)$. The formula $\psi$ is a boolean formula using the variables $v_{i}$ 's and $f(\bar{z})$ 's, where $f \in\left\{f_{1}, \ldots, f_{p}\right\},|\bar{z}|=\operatorname{ar}(f)$ and $\bar{z} \subseteq\left\{v_{1}, \ldots, v_{q}\right\}$. We call each $f(\bar{z})$ in $\psi$ a function variable.

The semantics of $\Psi$ is defined naturally. We say that $\Psi$ is satisfiable, if there is an interpretation $F_{i}: \Sigma^{\operatorname{ar}\left(f_{i}\right)} \rightarrow \Sigma$ for each $f_{i}$ such that $Q_{1} v_{1} \cdots Q_{n} v_{n} \psi$ is a true QBF. In this case we say that $F_{1}, \ldots, F_{p}$ make $\Psi$ true. It is not difficult to see that DQBF and $\exists$ SOQBF can be transformed to each other in linear time while preserving satisfiability.

Bounded FO satisfiability (Bnd-SAT(FO)): The problem Bnd-SAT(FO) is defined as: On input relational FO sentence $\varphi$ and a positive integer $N$ (in binary), decide if $\varphi$ has a model with cardinality at most $N$. It is a folklore that Bnd-SAT(FO) is NEXP-complete. Note that due to the ESM property, Bnd-SAT(FO) trivially subsumes all SAT(BSR), SAT(FO ${ }^{2}$ ) and SAT(Mon).

Reduction from Bnd-SAT(FO) to $\operatorname{SAT}(\exists S O Q B F)$ : Let $\varphi$ and $N$ be the input to Bnd-SAT(FO). We may assume that $\varphi$ is in the Prenex normal form: $\varphi:=Q_{1} x_{1} \cdots Q_{n} x_{n} \psi$, where each $Q_{i} \in\{\forall, \exists\}$ and $\psi$ is quantifier-free formula. Adding
redundant quantifier, if necessary, we assume that $Q_{1}$ is $\forall$. Then, we Skolemize each existential quantifier as follows. Let $i$ be the minimal index where $Q_{i}=\exists$. We rewrite $\varphi$ into:

$$
\begin{gathered}
\varphi^{\prime}:=\forall x_{1} \cdots \forall x_{i-1} Q_{i+1} x_{i+1} \cdots Q_{n} x_{n} \forall z \\
z=g\left(x_{1}, \ldots, x_{i-1}\right) \rightarrow \psi^{\prime}
\end{gathered}
$$

where $z$ is a fresh variable, $g$ is the Skolem function representing the existentially quantified variable $x_{i}$ and $\psi^{\prime}$ is obtained from $\psi$ by replacing every occurrence of $x_{i}$ with $z$. Hence, we may assume that the input sentence $\varphi$ is of form:

$$
\begin{equation*}
\varphi:=\forall x_{1} \cdots \forall x_{n} \psi \tag{5}
\end{equation*}
$$

where $\psi$ is quantifier-free formula where every (Skolem) function symbol $g\left(x_{1}, \ldots, x_{i-1}\right)$ only occur in the equality predicate $z=g\left(x_{1}, \ldots, x_{i-1}\right)$ and $z$ is one of $x_{i}, \ldots, x_{n}$.

Let $g_{1}, \ldots, g_{k}$ be the Skolem function symbols in $\psi$ and $P_{1}, \ldots, P_{\ell}$ be the predicates in $\psi$. Let $\operatorname{ar}\left(g_{i}\right)$ and $\operatorname{ar}\left(P_{i}\right)$ denote the arity of $g_{i}$ and $P_{i}$. Let $t=\lceil\log N\rceil$. Construct the following $\exists$ SOQBF formula:

$$
\begin{gather*}
\Phi:=\exists f_{0} \exists f_{1,1} \cdots \exists f_{1, t} \cdots \exists f_{k, 1} \cdots \exists f_{k, t} \exists f_{P_{1}} \cdots \exists f_{P_{\ell}} \\
\forall \bar{u}_{1} \cdots \forall \bar{u}_{n}\binom{\bar{u}_{1}=0^{t} \rightarrow f_{0}\left(\bar{u}_{1}\right)}{\wedge \bigwedge_{i=1}^{n} f_{0}\left(\bar{u}_{i}\right) \rightarrow \Psi} \tag{6}
\end{gather*}
$$

where:

- The arity of $f_{0}$ is $t$.
- For every $1 \leqslant i \leqslant k$, the arity of $f_{1,1}, \ldots, f_{1, t}$ is $t \cdot \operatorname{ar}\left(g_{i}\right)$.
- For every $1 \leqslant i \leqslant \ell$, the arity of $f_{P_{1}}, \ldots, f_{P_{\ell}}$ is $t \cdot \operatorname{ar}\left(P_{i}\right)$.
- For every $1 \leqslant i \leqslant n,\left|\bar{u}_{i}\right|=t$.

The formula $\Psi$ is obtained from $\psi$ as follows.

- Each predicate $P_{i}\left(x_{j_{1}}, \ldots, x_{j_{m}}\right)$ is replaced with $f_{P_{i}}\left(\bar{u}_{j_{1}}, \ldots, \bar{u}_{j_{m}}\right)$.
- Each predicate $x_{j}=g_{i}\left(x_{j_{1}}, \ldots, x_{j_{m}}\right)$ is replaced with $\bar{u}_{j}=\left(f_{i, 1}\left(\bar{u}_{j_{1}}, \ldots, \bar{u}_{j_{m}}\right), \ldots, f_{i, t}\left(\bar{u}_{j_{1}}, \ldots, \bar{u}_{j_{m}}\right)\right)$
- Each predicate $x_{j}=x_{i}$ is replaced with $\bar{u}_{j}=\bar{u}_{i}$.

Intuitively, we use $f_{0}$ as the indicator to determine whether a string in $\Sigma^{t}$ is an element in the model. To ensure that the model is not empty, we insist that $0^{t}$ belongs to the model, hence, the formula $\bar{u}_{1}=0^{t} \rightarrow f_{0}\left(\bar{u}_{1}\right)$. We use the vector of variables $\bar{u}_{i}$ to represent $x_{i}$. For every $1 \leqslant i \leqslant k$, the functions $f_{i, 1}, \ldots, f_{i, t}$ represent the bit representation of $g_{i}\left(x_{j_{1}}, \ldots, x_{j_{m}}\right)$. Finally, for every $1 \leqslant i \leqslant \ell$, the function $f_{P_{i}}$ represents the predicate $P_{i}$. Note the part $\bigwedge_{i=1}^{n} f_{0}\left(\bar{u}_{i}\right) \rightarrow \Psi$ which means we require $\Psi$ to hold only on the vectors $\bar{u}_{1}, \ldots, \bar{u}_{n}$ that "passes" the function $f_{0}$, i.e., they are elements of the model. It is routine to verify that the formula $\varphi$ in Eq. (5) is satisfiable by a model with cardinality at most $N$ iff the $\exists \mathrm{SOQBF}$ formula $\Phi$ in Eq. (6) is satisfiable.
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