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Abstract—We present a new technique for automatically inferring inductive invariants of parameterized distributed protocols specified in TLA’. Ours is the first such invariant inference technique to work directly on TLA’, an expressive, high level specification language. To achieve this, we present a new algorithm for invariant inference that is based around a core procedure for generating plain, potentially non-inductive lemma invariants that are used as candidate conjuncts of an overall inductive invariant. We couple this with a greedy lemma invariant selection procedure that selects lemmas that eliminate the largest number of counterexamples to induction at each round of our inference procedure. We have implemented our algorithm in a tool, endive, and evaluate it on a diverse set of distributed protocol benchmarks, demonstrating competitive performance and ability to uniquely solve an industrial scale reconfiguration protocol.

I. INTRODUCTION

Automatically verifying the safety of distributed systems remains an important and difficult challenge. Distributed protocols such as Paxos [32] and Raft [39] serve as the foundation of modern fault tolerant systems, making the correctness of these protocols critical to the reliability of large scale database, cloud computing, and other decentralized systems [47], [8], [11], [38]. An effective approach for reasoning about the correctness of these protocols involves specifying system invariants, which are assertions that must hold in every reachable system state. Thus, a primary task of verification is proving that a candidate invariant holds in every reachable state of a given system. For adequately small, finite state systems, symbolic or explicit state model checking techniques [12], [26], [6] can be sufficient to automatically prove invariants. For verification of infinite state or parameterized protocols, however, model checking techniques may, in general, be incomplete [7]. Thus, the standard technique for proving that such a system satisfies a given invariant is to discover an inductive invariant, which is an invariant that is typically stronger than the desired system invariant, and is preserved by all protocol transitions. Discovering inductive invariants, however, is one of the most challenging aspects of verification and remains a non-trivial task with a large amount of human effort required [50], [13], [49], [44]. Thus, automating the inference of these invariants is a desirable goal.

In general, the problem of inferring inductive invariants for infinite state protocols is undecidable [40]. Even the verification of inductive invariants may require checking the validity of arbitrary first order formulas, which is undecidable [41]. Thus, this places fundamental limits on the development of fully general algorithmic techniques for discovering inductive invariants.

Significant progress towards automation of inductive invariant discovery for infinite state protocols has been made with the Ivy framework [42]. Ivy utilizes a restricted system modeling language that allows for efficient checking of verification goals via an SMT solver such as Z3 [17]. In particular, the EPR and extended EPR subsets of Ivy are decidable. Ivy also provides an interface for an interactive, counterexample guided invariant discovery process. The Ivy language, however, may place an additional burden on users when protocols or their invariants don’t fall naturally into one of the decidable fragments of Ivy. Transforming a protocol into such a fragment is a manual and nontrivial task [41].

Subsequent work has attempted to fully automate the discovery of inductive invariants for distributed protocols. State of the art tools for inductive invariant inference for distributed protocols include I4 [35], fol-ic3 [29], IC3PO [24], SWISS [25], and DistAI [51]. All of these tools, however, accept only Ivy or an Ivy-like language [2] as input. Moreover, several of these tools work only within the restricted decidable fragments of Ivy.

In this paper, we present a new technique for automatic discovery of inductive invariants for protocols specified in TLA’, a high level, expressive specification language [33]. To our knowledge, this is the first inductive invariant discovery tool for distributed protocols in a language other than Ivy. Our technique is built around a core procedure for generating small, plain (potentially non-inductive) invariants. We search for these invariants on finite protocol instances, employing the so-called small scope hypothesis [27], [35], [4], circumventing undecidability concerns when reasoning over unbounded domains. We couple this invariant generation procedure with an invariant selection procedure based on a greedy counterexample elimination heuristic in order to incrementally construct an overall inductive invariant. By restricting our inference reasoning to finite instances, we avoid restrictions imposed by modeling approaches that try to maintain decidability of

This work was supported by the U.S. National Science Foundation under NSF SaTC award CNS-1801546.
SMT queries.

Our technique is partially inspired by prior observations [13], [44], [25], [10] that, for many practical protocols, an inductive invariant \( I \) is typically of the form \( I = P \land A_1 \land \cdots \land A_n \), where \( P \) is the main invariant (i.e. safety property) we are trying to establish, and \( A_1, \ldots, A_n \) are a list of lemma invariants. Each lemma invariant \( A_i \) may not necessarily be inductive, but it is necessarily an invariant, and it is typically much smaller than \( I \). These lemma invariants serve to strengthen \( P \) so as to make it inductive. Many prior approaches to inductive invariant inference have focused on searching for lemma invariants that are inductive, or inductive relative to previously discovered information [25], [10], [24], [29]. In contrast, our inference procedure searches for plain lemma invariants and uses them as candidates for conjuncts of an overall inductive invariant. To search for lemma invariants, we sample candidates using a syntax-guided approach [20], and verify the candidates using an off the shelf model checker.

We have implemented our invariant inference procedure in a tool, *endive*, and we evaluate its performance on a set of diverse protocol benchmarks, including 29 of the benchmarks reported in [24]. Our tool solves nearly all of these benchmarks, and compares favorably with other state of the art tools, despite the fact that all of these tools accept Ivy or decidable Ivy fragments as inputs. We also evaluate our tool and other state of the art tools on a more complex, industrial scale protocol, *MongoLogLessDynamicRaft (MLDR)* [44]. MLDR performs dynamic reconfiguration in a Raft based replication system. Our tool is the only one which manages to find a correct inductive invariant for MLDR.

To summarize, in this paper we make the following contributions:

- A new technique for inductive invariant inference that works for distributed protocols specified in TLA*.
- A tool, *endive*, which implements our inductive invariant inference algorithm. To our knowledge, this is the only existing tool that works directly on TLA*.
- An experimental evaluation of our tool on a diverse set of distributed protocol benchmarks.
- The first, to our knowledge, automatic inference of an inductive invariant for an industrial scale Raft-based reconfiguration protocol.

The rest of this paper is organized as follows. Section II presents preliminaries and a formal problem statement. Section III describes our algorithm for inductive invariant inference, along with more details on our technique. Section IV provides an experimental evaluation of our algorithm, as implemented in our tool, *endive*. Section V examines related work, and Section VI presents conclusions and goals for future work.

II. PRELIMINARIES AND PROBLEM STATEMENT

1) TLA*:
Throughout the rest of this paper, we adopt the notation of TLA* [33] for formally specifying systems and their correctness properties. TLA* is an expressive, high level specification language for specifying distributed and concurrent protocols. It has also been used effectively in industry for specifying and verifying correctness of protocol designs [5], [38]. Note that our tool accepts models written in TLA*. Figure 1 describes a simple lock server protocol [42], [49] in TLA* which we will use as a running example.

2) Symbolic Transition Systems: The protocols considered in this paper can be modeled as parameterized symbolic transition systems (STPs), like the one shown in Figure 1. This STS is parameterized by two sorts, called *Server* and *Client* (Line 1). Each sort represents an uninterpreted constant symbol that can be interpreted as any set of values. In this paper we assume that sorts may only be interpreted over finite domains of distinct values e.g. *Server = \{a_1, \ldots, a_k\}* and *Client = \{c_1, \ldots, c_k\}.*

In addition to types, a STS also has a set of state variables. A state is an assignment of values to all state variables. We use the notation \( s \models P \) to denote that state \( s \) satisfies state predicate \( P \), i.e., that \( P \) evaluates to true once we replace all state variables in \( P \) by their values as given by \( s \).

The STS of Figure 1 has two state variables, called *locked* and *held* (Line 2). The state predicate *Init* specifies the possible values of the state variables at an initial state of the system (Lines 3-5). *Init* states that initially locked[i] is true for all \( i \in \text{Server} \), and that held[i] is \{\} (the empty set) for all \( i \in \text{Client} \). The predicate *Next* defines the transition relation of the STS (Lines 14-16). In TLA*, *Next* is typically written as a disjunction of actions i.e., possible symbolic transitions. In the example of Figure 1 there are two possible symbolic transitions: either some client \( c \) and some server \( s \) engage in a “connect” action defined by the *Connect(c, s)* predicate, or some client \( c \) and some server \( s \) engage in a “disconnect” action defined by the *Disconnect(c, s)* predicate.

Given two states, \( s \) and \( s' \), we use the notation \( s \rightarrow s' \) to denote that there exists a transition from \( s \) to \( s' \), i.e., that the pair \((s, s')\) satisfies the transition relation predicate *Next*. A behavior is an infinite sequence of states \( s_0, s_1, \ldots \), such that \( s_0 \models \text{Init} \) and \( s_i \rightarrow s_{i+1} \) (i.e., \( (s_i, s_{i+1}) \models \text{Next} \)) for all \( i \geq 0 \). A state \( s \) is reachable if there exists a behavior \( s_0, s_1, \ldots \), such that \( s = s_i \) for some \( i \). We use Reach(M) to denote the reachable states of a transition system \( M \).

The entire set of behaviors of the system is defined as a single temporal logic formula *Spec* (Line 17). In TLA*, *Spec* is typically defined as the TLA* formula *Init \land \Box[\text{Next}]_{\text{Vars}}*, where \( \Box \) is the “always” operator of linear temporal logic, and *[\text{Next}]_{\text{Vars}}* represents a transition which either satisfies *Next* or is a stuttering step, i.e., where all state variables in *Vars* remain unchanged.

3) Invariants: In this paper we are interested in the verification of safety properties, and in particular invariants, which are state predicates that hold at all reachable states. Formally, a state predicate \( P \) is an invariant if \( s \models P \) holds for every reachable state \( s \). The model of Figure 1 contains one such candidate invariant, specified by the predicate *Safe* (Line 18). *Safe* states that there cannot be two different clients \( c_i \) and \( c_j \) which both hold locks to the same server.
4) Verification: The verification problem consists in checking that a system satisfies its specification. In TLA+, both the system and the specification are written as temporal logic formulas. Therefore, expressed in TLA+, the safety verification problem we consider in this paper consists of checking that the temporal logic formula

\[ Spec \Rightarrow \Box Safe \]  \hspace{1cm} (1) 

is valid (i.e., true under all assignments). That is, establishing that Safe is an invariant of the system defined by Spec.

5) Finite State Instances: Instantiating a sort means fixing it to a finite domain of distinct elements. For example, we can instantiate Server to be the set \{a1, a2\} (meaning there are only two servers, denoted a1 and a2), and Client to be the set \{c1, c2\} (meaning there are only two clients, denoted c1 and c2). For the parameterized symbolic transition systems considered in this paper, when we instantiate all sorts of an STS, the system becomes finite-state, i.e., the set of all possible system states is finite.

6) Inductive Invariants: A standard technique for solving the safety verification problem (1) is to come up with an inductive invariant [36]. That is, a state predicate Ind which satisfies the following conditions:

\[ Init \Rightarrow Ind \]  \hspace{1cm} (2) 

\[ Ind \land Next \Rightarrow Ind' \]  \hspace{1cm} (3) 

\[ Ind \Rightarrow Safe \]  \hspace{1cm} (4) 

where Ind' denotes the predicate Ind where state variables are replaced by their primed, next-state versions. Conditions (2) and (3) are, respectively, referred to as initiation and consecution. Condition (2) states that Ind holds at all initial states.

\[ A_1 \triangleq \forall s \in Server : \forall c \in Client : locked[s] \Rightarrow (s \notin held[c]) \]

\[ Ind \triangleq Safe \land A_1 \]

Fig. 2. A lemma invariant, A1, and an inductive invariant, Ind, for the protocol and safety property given in Figure 1.

Condition (3) states that Ind is inductive, i.e., if it holds at some state s then it also holds at any successor of s. Together these two conditions imply that Ind is also an invariant, i.e., that it holds at all reachable states. Condition (4) states that Ind is stronger than the invariant Safe that we are trying to prove. Therefore, if all reachable states satisfy Ind, they also satisfy Safe, which establishes (1). The difficulty is in coming up with an inductive invariant which satisfies the above conditions. The problem we consider in this paper is to infer such an inductive invariant automatically.

7) Lemma Invariants: An inductive invariant Ind typically has the form \[ Ind \triangleq Safe \land A_1 \land \cdots \land A_k \], where the conjuncts \( A_1, \ldots, A_k \) are state predicates and we refer to them as lemma invariants. Observe that each \( A_i \) must itself be an invariant. The reason is that Ind must be an invariant, i.e., must contain all reachable states, and since Ind is stronger than (i.e., contained in) each \( A_i \), each \( A_i \) must itself contain all reachable states. Furthermore, although all lemma invariants must be invariants, they need not be individually inductive. However, the conjunction of all lemma invariants together with the safety property Safe must be inductive. Figure 2 provides an example of an inductive invariant, Ind, for the protocol and safety property given in Figure 1. Ind contains a single lemma invariant, \( A_1 \).

8) Counterexamples to Induction: Given a state predicate \( P \) (which is typically a candidate inductive invariant), a counterexample to induction (CTI) is a state \( s \) such that: (1) \( s \models P \); and (2) \( s \) can reach a state satisfying \( \neg P \) in \( k \) steps, i.e., there exist transitions \( s \rightarrow s_1 \rightarrow s_2 \rightarrow \cdots \rightarrow s_k \) and \( s_k \models \neg P \). That is, a CTI is a state \( s \) which proves that \( P \) is not inductive i.e., not "closed" under the transition relation. We denote the set of all CTIs of predicate \( P \) by \( CTIs(P) \). Note that for any inductive invariant Ind, the set \( CTIs(Ind) \) is empty. Given another state predicate \( Q \) and a state \( s \in CTIs(P) \), we say that \( Q \) eliminates \( s \) if \( s \not\models Q \), i.e., if \( s \models \neg Q \).

III. OUR APPROACH

At a high level, our inductive invariant inference method consists of the following steps:

1) Generate many candidate lemma invariants, and store them in a repository that we call Invs.

2) Generate counterexamples to induction for a current candidate inductive invariant, Ind. If we cannot find any such CTIs, return Ind.

3) Select lemma invariants from Invs so that all CTIs are eliminated. If we cannot eliminate all CTIs, either give up, or go to Step 1 and populate the repository with more
The algorithm maintains a current inductive invariant candidate, $Ind$, which it initializes to $Safe$, the safety property that we are trying to prove (Line 3). It then generates a set $X$ of CTIs of $Ind$ (Line 4). The algorithm may also initialize the repository of lemma invariants, $Invs$, or add more lemma invariants to $Invs$ if it is initially non-empty (Line 5). The procedures $GenerateLemmaInvariants$ and $GenerateCTIs$ are described in more detail below, in Sections III-B and III-C, respectively.

In its main loop, the algorithm tries to eliminate all currently known CTIs. As long as the set $X$ of currently known CTIs is non-empty, the algorithm tries to find a lemma invariant in the $Invs$ repository that eliminates the maximal number of remaining CTIs possible. If such a lemma invariant exists, the algorithm adds it as a new conjunct to $Ind$ (Line 9), removes from $X$ the CTIs that were eliminated by the new conjunct (Line 10), and proceeds by attempting to generate more CTIs, since the updated $Ind$ is not necessarily inductive (Line 15).

If no lemma invariant exists in the current repository $Invs$ that can eliminate any of the currently known CTIs (Line 11), then we may either (1) generate more lemma invariants in the repository, or (2) give up. The first choice is implemented by the $goto$ statement in Line 12. The second choice represents a failure of the algorithm to find an inductive invariant (Line 13). However, in this case we still return $Ind$ since, even though it is not inductive, it may contain several useful lemma invariants. These lemma invariants are useful in the sense that they might be part of an ultimate inductive invariant.

If all known CTIs have been eliminated, the algorithm terminates successfully and returns $Ind$ (Line 17). Successful termination of the algorithm indicates that the returned $Ind$ is likely to be inductive. However our method does not provide a formal inductiveness guarantee. $Ind$ might not be inductive for a number of reasons. First, as we discuss further in Section III-C, our CTI generation procedure is probabilistic in nature, and therefore $GenerateCTIs$ might miss some CTIs. Second, even if the finite-state instance $M$ explored by the algorithm has no remaining CTIs, there might still exist CTIs in other instances of the STS, for larger parameter values.

Even though a candidate invariant returned by a successful termination of Algorithm 1 is not formally guaranteed to be inductive, we ensure soundness of our overall procedure by doing a final check that the discovered candidate inductive invariant is correct using the TLA$^+$ proof system (TLAPS) [16]. Validation of invariants in TLAPS is discussed further in Section III-E. In practice we found that all of the invariants generated in our evaluation (Section IV) are correct inductive invariants.

We also remark that in the current version of our algorithm and in the current implementation of our tool, we only explore the single finite-state instance of the STS provided by the user, and we do not attempt to automatically increase the bounds of the parameters within the algorithm, as is done for example in the approach described in [24]. This is, however, a relatively straightforward extension to our algorithm, and would like to explore this option in future work.

B. Lemma Invariant Generation

For a given finite instance $M$ of a parameterized transition system, the goal of lemma invariant generation is to produce
a set of state predicates that are invariants of $M$. To search for these invariants, we adopt an approach similar to other, syntax-guided synthesis based techniques [21], [20] for invariant discovery. We randomly sample invariant candidates from a defined grammar, which is generated from a given set of seed predicates. Each seed predicate is an atomic boolean predicate over the state variables of the system. Note that the parameterized distributed protocols that we consider in this paper typically have inductive invariants that are universally or existentially quantified over the parameters of the protocol or other values of the system state. So, our invariant generation technique assumes a fixed quantifier template that is provided as input. The provided seed predicates are unquantified predicates that can contain bound variables that appear in the given quantifier template. An example of a simple grammar for the protocol of Figure 1 is shown in Figure 4.

Candidate invariants are produced by generating random predicates over the space of seed predicates. Specifically, a candidate predicate is formed as a random disjunction of seed predicates, where each disjunct may be negated with probability $\frac{1}{2}$. The logical connectives $\{\lor, \neg\}$ are functionally complete [48], so they serve as a simple basis for generating candidate invariants, which we chose to reduce the invariant search space.

For a given set of candidate invariants, $C$, we check which of the predicates in $C$ are invariants using an explicit state model checker. This can be done effectively due to our use of the small scope hypothesis i.e. the fact that we reason only about a finite instance $M$ of a parameterized transition system. This largely reduces the invariant checking problem to a data processing task. Namely:

1. Generate $\text{Reach}(M)$, the set of reachable states of $M$.
2. Check that $s \models P$ for each predicate $P \in C$ and each $s \in \text{Reach}(M)$.

Note that after (1) has been completed once, the set of reachable states can be cached and only step (2) must be re-executed when searching for additional invariants.

In theory, the worst case cost of step (2) is proportional to $|C| \cdot |\text{Reach}(M)|$. In practice, however, it can often be much less costly than this, since once a state violates a predicate $P$, $P$ need not be checked further. Furthermore, both of the above computation steps are highly parallelizable, a fact we make use of in our implementation, as discussed further in Section IV-A.

We also remark that, in practice, the $\text{GenerateLemmaInvariants}$ procedure is configured to search for candidate invariants of a fixed term size i.e. with a fixed or maximal number of disjuncts. In our implementation, presented in Section IV-A, we utilize this to search for smaller invariants (fewer terms) first, before searching for larger ones. That is, we prefer to eliminate CTIs if possible with smaller invariants before searching for larger ones. This aims to bias our procedure towards discovery of compact inductive invariant lemmas.

Furthermore, since $\text{GenerateLemmaInvariants}$ does not employ an exhaustive search for invariants over a given space of predicates, it accepts a numeric parameter, $N_{\text{lemmas}}$, which determines how many candidate predicates to sample. More details of how the concrete values of this parameter are configured are discussed in our evaluation, in Section IV.

C. CTI Generation

Each round of our algorithm relies on access to a set of multiple CTIs, as a means to prioritize between different choices of new lemma invariants. To generate these CTIs, we use a probabilistic technique proposed in [34] that utilizes the TLC explicit state model checker [52]. Given a finite instance of a STS $M$ with system states $S$, transition relation predicate $\text{Next}$, and given candidate inductive invariant $\text{Ind}$, the procedure $\text{GenerateCTIs}(M, \text{Ind})$ works by calling the TLC model checker. TLC attempts to randomly sample states $s_0 \in S$ for which there exists a sequence of states $s_1, s_2, \ldots , s_k \in S$, such that both of the following hold:

- $\forall i = 0, 1, \ldots , k-1 : (s_i, s_{i+1}) \models \text{Next} \land s_i \models \text{Ind}$
- $s_k \not\models \text{Ind}$

The model checker will report this behavior, and all states $s_0, s_1, s_2, \ldots , s_k$ are recorded as counterexamples to induction.

Due to the randomized nature of this technique, the CTI generation procedure requires a given parameter, $N_{\text{cls}}$, that effectively determines how many possible states TLC will attempt to sample before terminating the CTI generation procedure. This is required, since, for systems with sufficiently large state spaces, even if finite, sampling all possible states is infeasible. Generally, this parameter can be tuned based on the amount of compute power available to the tool, or a latency tolerance of the user. We discuss more details of this parameter and how it is tuned in our experiments in Section IV.

In practice, during our evaluation we found that TLC was able to effectively generate many thousands of CTIs at each round of the inference algorithm using the above technique. This provided an adequately diverse distribution of CTIs for effectively guiding our counterexample elimination procedure, which we describe in more detail in Section III-D. Section IV presents more detailed metrics on CTI generation as measured when testing our implementation on a variety of protocol benchmarks. In future we feel it would be valuable to explore and compare with other, SMT/SAT based techniques for this type of counterexample generation task [18], [30].
D. Lemma Invariant Selection by CTI Elimination

The task of selecting lemma invariants for use as inductive invariant conjuncts is based on a process of CTI elimination, as described briefly in Section III-A. That is, CTIs are used as guidance for which invariants to choose for new lemma invariants to append to the current inductive invariant candidate. Once a sufficiently large set of CTIs has been generated, as discussed in Section III-C, we select lemma invariants using a greedy heuristic of CTI elimination, which we describe below.

1) CTI Elimination: Recall that a CTI $s$ is eliminated by a state predicate $A$ if $s \not\models A$. When examining a current set of CTIs, $X$, our algorithm looks for the next lemma invariant $A \in \text{Invs}$ that eliminates the most CTIs in $X$. The algorithm will continue choosing additional lemma invariants according to this strategy until all counterexamples are eliminated, or until it cannot eliminate any further counterexamples. Each selected invariant $A_i \in \text{Invs}$ will be appended as a new conjunct to the current inductive invariant candidate i.e. $\text{Ind} \leftarrow \text{Ind} \land A_i$. Once all counterexamples have been eliminated, the tool will terminate and return a final candidate inductive invariant. This is a simple heuristic for choosing new invariant conjuncts that aims to bias the overall inductive invariant towards being relatively concise. That is, if we have a choice between two alternate lemma conjuncts to choose from, we prefer the conjunct that eliminates more CTIs.

More generally, lemma selection at each round of the algorithm can be viewed as a version of the set covering problem [15]. Ideally, we would like to find the smallest set of lemma invariants that eliminate (i.e. cover) the set of CTIs $X$. Solving this problem optimally is known to be NP-complete [28], but we have found a greedy heuristic [14] to work sufficiently well in our experiments, the results of which are presented in Section IV. In future we would like to explore more sophisticated heuristics for lemma selection that take into account additional metrics, like syntactic invariant size, quantifier depth, etc.

E. Validation of Inductive Invariant Candidates

If our inference algorithm terminates successfully, it will return a candidate inductive invariant. Since we look for invariants on finite protocol instances, though, this candidate may not be an inductive invariant for general (e.g. unbounded) protocol instances. So, upon termination, we check to see if the returned candidate invariant is truly inductive for all protocol instances by passing it to an SMT solver. Currently, we use the TLA$^+$ proof system (TLAPS) [16] for this step, which generates an SMT encoding for TLA$^+$ [37].

For many of the protocols we tested and the invariants discovered by our tool, we found that this step was fully automated (see Section IV and Table III in the Appendix). That is, no user assistance was required to establish validity of the discovered invariant. In cases where the underlying solver cannot automatically prove the candidate inductive invariant, some amount of human guidance can be provided by decomposing the proof into smaller SMT queries. We have completed this validation step for all of the inductive invariant candidates discovered in our experiments, and we confirmed that all candidate invariants produced by our tool were indeed correct inductive invariants (see Section IV).

IV. IMPLEMENTATION AND EVALUATION

A. Implementation and Experimental Setup

Our invariant inference algorithm is implemented in a tool, endive, whose main implementation consists of approximately 2200 lines of Python code. There are also some optimized subroutines which consist of an additional few hundred lines of C++ code. Internally, endive makes use of version 2.15 of the TLC model checker [52], with some minor modifications to improve the efficiency of checking many invariants simultaneously. TLC is used by endive for most of the algorithm’s compute intensive verification tasks, like checking candidate lemma invariants (Section III-B) and CTI elimination checking (Section III-D1).

For all of the experiments discussed below, endive is configured to use 24 parallel TLC worker threads for invariant checking, 4 parallel threads for CTI generation, and 4 threads for CTI elimination. CTI generation and CTI elimination can be parallelized further in a straightforward manner, but we limit these procedures to 4 parallel threads to simplify certain aspects of our current implementation.

For each benchmark run, we initialize $\text{Invs}$ (as explained in Algorithm 1) as an empty set and configure the lemma invariant generation procedure discussed in Section III-B with a parameter value of $N_{\text{lemmas}} = 15000$. The grammars used for invariant generation were mined from predicates appearing in each protocol specification.

We configure our CTI generation procedure with a parameter value of $N_{\text{ctis}} = 50000$. $N_{\text{ctis}}$ does not directly correspond to how many concrete CTI states will be generated, but a higher value indicates TLC will sample more states when searching for CTIs. We also limit the maximum number of CTIs returned by each call to the $\text{GenerateCTIs}$ procedure to 10000 states. In theory, generating more CTIs provides better counterexample diversity, and is therefore better for our CTI elimination heuristics. We impose an upper limit, however, to avoid scalability issues in our tool’s current implementation. In practice we found this limit sufficient to provide effective guidance for lemma invariant selection.

All of our experiments were run on a 48-core Intel(R) Xeon(R) Gold 5118 CPU @ 2.30GHz machine with 196GB of RAM.

B. Benchmarks

To evaluate endive, we measured its performance on 29 protocols selected from an existing benchmark set published in [24]. We also evaluate endive on an additional, industrial scale protocol, $\text{MongoLoglessDynamicRaft}$ (MLDR), which is a recent protocol for distributed dynamic reconfiguration in a Raft based replication system [45], [44].
1) Protocol Conversion: The 29 benchmarks we used from [24] were originally specified in Ivy [42], but endive accepts protocols in TLA+, so it was necessary to manually translate the protocols from Ivy to TLA+. There are significant differences in how protocols are specified in Ivy and TLA+. The underlying approach to modeling systems as discrete transition systems, however, by specifying initial states and a transition relation, are common between them. In our manual translation, we aimed to emulate the original Ivy model as close as possible.

The formal specification for the MongoLoglessDynamicRaft protocol (MLDR) was originally written in TLA+ [45]. Thus, in order to compare with other invariant inference tools which accept Ivy as their input language, we had to translate MLDR from TLA+ into Ivy. This conversion process was highly nontrivial due to the significant differences between the Ivy and TLA+ languages. TLA+ is a very expressive language that includes integers, strings, sets, functions, records, and sequences as primitive data types along with their standard semantics. In contrast, the Ivy modeling language, RML [42], includes only basic, first order relations and functions. For more complex datatypes (e.g. arrays or sequences), their semantics must be defined and axiomatized manually.

An artifact containing all of our source code and instructions for reproducing our evaluation results can be found at [43]. A public, open-source version of our tool is also available at [1].

C. Results

Our overall results are shown in Table I. We compared endive with four recent, state of the art techniques for inferring invariants of distributed protocols: IC3PO [24], fol-ic3 [29], SWISS [25], and DistAI [51]. Note that endive accepts protocols in TLA+, whereas all other tools accept protocols in Ivy or mypyy.

The numbers shown for both IC3PO and fol-ic3 in Table I are as reported in the evaluation presented in [24], with timeouts indicated by a TO entry. For the SWISS results in Table I, where possible, we show the runtime numbers reported in [25], indicated with a † mark. For the benchmarks in Table I that were not tested in [25], we present the results from our own runs of the tool, all using default SWISS configuration parameters. We ran SWISS both with an invariant template matching our own template for endive and also in automatic mode, and report the better of the two results. The results for DistAI are reported from our runs using the tool in its default configuration. For DistAI and SWISS, we report an err result in cases where the tool returned an error without producing a result. We report a fail result in cases where DistAI or SWISS terminated without error but did not discover an inductive invariant. In all cases where a benchmark protocol was not available in the required input language for the corresponding tool, we mark this with an n/a entry.

For each benchmark result in Table I, we report the total wall clock time to discover an inductive invariant in the Time column, along with the number of total lemmas invariants contained in the discovered invariant, including the safety property, in the Inv column. Note that the number of total lemmas in the invariants discovered by SWISS was not reported in [25]. Thus, we report the number of lemmas discovered by SWISS in our own runs, for the cases where we were able to run SWISS successfully to produce an invariant.

More detailed statistics on the endive benchmark results are provided in Appendix A, specifically: the number of eliminated CTIs, runtime profiling information, finite instance sizes used, and automation level of the TLAPS proofs.

D. Comparison with Other Tools

Although Table I relates our approach to several others, we note that our tool is not directly comparable to other tools. The most fundamental difference is that our tool accepts TLA+ whereas all other tools in Table I accept Ivy or mypyy. Furthermore, some tools work only with the restricted decidable EPR or extended EPR fragments of Ivy. To our knowledge, this is the case with SWISS and DistAI. As a result, our tool is a-priori less automated than other tools, following a standard tradeoff between expressivity and automation. In practice, however, and despite this theoretical limitation, our tool produces a result in most cases, while some of the a-priori more automated tools time out or fail.

Another important difference between the tools of Table I is what kind of inductive invariants can be produced by each tool. In our case, the user provides the grammar of possible lemma invariants as an input to the tool, allowing both universal and existentially quantified invariants (\(\forall\) and \(\exists\)). DistAI is limited to only universally quantified (\(\forall\)) invariants, and SWISS is
E. Discussion

Our tool, endive, was able to successfully discover an inductive invariant for 25 of the 29 protocol benchmarks from [24], and all of the invariants it discovered were proven correct using TLAPS. For the two protocols out of these 29 that our tool did not solve, pyv-learning-switch and i4-learning-switch, this was due to scalability limitations of CTI generation, which we believe could be improved with a smarter CTI generation algorithm or by incorporating a symbolic model checker [30] for this task.

endive was also able to automatically discover an inductive invariant for a key safety property of MLDR, a Raft-based distributed dynamic reconfiguration protocol [45]. This protocol, reported in Table I as mldr, is a significantly more complex, industrial scale protocol [44]. IC3PO was not able to discover an invariant for our Ivy model of the MLDR protocol after a 1 hour timeout when given the same instance size used in the TLA+ model given to endive. SWISS and DistAI both produced an error when run on our Ivy model of MLDR.

Generally, the wall clock time taken for endive to discover an inductive invariant is of a similar order of magnitude to IC3PO. endive even outperforms IC3PO in some cases, despite the fact that endive works with TLA+ and IC3PO works with Ivy. Moreover, in several cases where endive’s runtime exceeds that of IC3PO, endive is able to discover a smaller inductive invariant (e.g. pyv-lockserv, ex-simple-decentralized-lock, pyv-consensus-forall). Additionally, endive is often able to discover a considerably smaller invariant than tools like DistAI and SWISS. For example, on tlawtwo-phase, endive learns an invariant with 10 overall conjuncts, whereas SWISS learns a 24 conjunct invariant, and DistAI learns a much larger invariant, with over 300 conjuncts. endive performs similarly well for the tla-simpleregular and i4-two-phase-commit benchmarks. This demonstrates that endive compares favorably against other enumerative approaches for inductive invariant inference, both in terms of efficiency and compactness of invariants, while also working over TLA+, a much more expressive input language.

It is additionally worth noting that our current endive implementation is not highly optimized. In particular, the TLC model checker, used internally by endive, is implemented in Java and interprets TLA+ specifications dynamically [31], rather than compiling models to a low level, native representation as done by tools like SPIN [26]. As a result, TLC may not be the most efficient for our inference procedure, and could likely be optimized further.

V. RELATED WORK

There are several recently published techniques that attempt to solve the problem of inductive invariant inference for distributed protocols. The IC3PO tool [24], which extended the earlier I4 tool [35], uses a technique based on IC3 [10] with a novel symmetry boosting technique that serves to accelerate IC3/PDR and also to infer the quantifier structure of lemma invariants. The fol-ic3 algorithm presented in [29] presents another IC3 based algorithm which uses a novel separators technique for discovering quantified formulas to separate positive and negative examples during invariant inference. SWISS [25] is another recent approach that uses an enumerative search for quantified invariants while using the Ivy tool to validate possible inductive candidates. It relies on SMT based reasoning over an unbounded domain, and does not reason directly about finite instances of distributed protocols. DistAI [51] uses a similar approach but additionally utilizes a technique of sampling reachable protocol states to filter invariants, which is similar to our approach of executing explicit state model checking as a means to quickly discover invariants. DistAI is limited, however, to learning only universally quantified invariants.

In addition to these inductive invariant inference techniques, there also exists prior work on alternative techniques for parameterized protocol verification. These include approaches based on cutoff detection [3], regular model checking [9], and symbolic backward reachability analysis [23].

More broadly, there exist many prior techniques for the automatic generation of program and protocol invariants that rely on data driven or grammar based approaches. Houdini [22] and Daikon [19] both use enumerative checking approaches to discover program invariants. FreqHorn [20] tries to discover quantified program invariants about arrays using an enumerative approach that discovers invariants in stages and also makes use of the program syntax. Other techniques have also tried to make invariant discovery more efficient by using improved search strategies based on MCMC sampling [46].

VI. CONCLUSIONS AND FUTURE WORK

We presented a new technique for inferring inductive invariants for distributed protocols specified in TLA+ and evaluated it on a diverse set of protocol benchmarks. Our approach is novel in that: (1) it is the first, to our knowledge, to infer inductive invariants directly for protocols specified in TLA+ and (2) it is based around a core procedure for generating plain, not necessarily inductive, lemma invariants. Our results show that our approach performs strongly on a diverse set of distributed protocol benchmarks. In addition, it is able to discover an inductive invariant for an industrial scale dynamic reconfiguration protocol.

In future, our tool can be extended to allow for automatic quantifier template search, and further optimizations can be made to the lemma invariant generation and selection procedures. It would be interesting to explore ways in which the invariant generation procedure can be guided more directly by the generated counterexamples to induction, as a means to
prune the search space of candidate invariants more efficiently, perhaps using techniques similar to those presented in [46]. We would also be interested to see if quantifier structures can be inferred from the protocol syntax itself. Improving the performance of TLC, or experimenting with other, more efficient model checkers [26] would be another avenue, since model checking performance is a main bottleneck of our current approach.
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Table II gives a more detailed breakdown of the results presented in Table I for our *endive* invariant inference tool. The *Check*, *Elim*, and *CTI Gen* columns of Table II indicate, respectively, the wall clock time in seconds for (1) checking candidate lemma invariants, (2) eliminating CTIs, and (3) generating CTIs. The *CTIs* column indicates the total number of eliminated CTIs.

Recall that we limit the maximum number of generated CTIs to 10000 per round, as mentioned in Section IV-A. This explains why some protocol results for the *endive* tool report elimination of exactly 10000 CTIs. For example, for the tla-twophase benchmark, an inductive invariant was discovered in a single round of the algorithm loop (starting at Line 6 of Algorithm 1), so no more than 10000 CTIs were generated in the entire run. If the benchmark run eliminated greater than 10000 CTIs, this indicates that it ran for more than 1 round.

Also, for protocols that eliminated 0 CTIs (e.g., tla-consensus, tla-commit), this indicates that the starting safety property was already inductive. Thus, no CTIs were ever generated and no lemma invariants were needed. Similarly, some protocols eliminated a nonzero amount of CTIs less than 10000 (e.g. ex-quorum-leader-election). This may be the case when no more than a single round of the algorithm was needed to discover an inductive invariant, or that the number of generated counterexamples at each round did not exceed 10000. Recall that, even within a single round of the algorithm, as shown in Algorithm 1, it is possible to discover multiple new lemma invariants.

Additional statistics on the instance sizes used during invariant inference and the degree of automation required for TLAPS proofs are shown in Table III. The *TLAPS Auto* column indicates whether the TLAPS proof of the inductive invariant discovered by *endive* was completely automatic (indicated with ✓), or required some user assistance (indicated with ×).

To provide more fine-grained detail on the level of automation for each TLAPS proof, the *TLAPS Auto* column also includes the number of verification conditions in the induction check that were proved fully automatically. For a protocol with a transition relation of the form \( \text{Next} = T_1 \lor \cdots \lor T_k \) and an inductive invariant candidate \( \text{Ind} = A_1' \land \cdots \land A_k' \), the consecution check \( \text{Ind} \land \text{Next} \Rightarrow \text{Ind}' \) is typically the most significant verification burden, and can be trivially decomposed into \( k \cdot n \) verification conditions (VCs). That is, a verification condition \( \text{Ind} \land T_j \Rightarrow A_i' \) is generated for each \( j \in \{1, \ldots, k\} \) and \( i \in \{1, \ldots, n\} \), giving \( k \cdot n \) total VCs. We notate these statistics in the *TLAPS Auto* column as \( (# \text{VCs proved automatically} / k \cdot n \text{ total VCs}) \). Protocols that were proved fully automatically are shown as \( (k \cdot n) / (k \cdot n) \). The *Check* (s) column also shows the total time in seconds needed to check each proof, as measured on a 2020 M1 Macbook Air using version 1.4.5 of the TLA+ proof manager.
TABLE II
Detailed profiling results for the endive results from Table I.

<table>
<thead>
<tr>
<th>No</th>
<th>Protocol</th>
<th>Time</th>
<th>CTBs</th>
<th>Check</th>
<th>Elim</th>
<th>CTHGen</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>endive-consensus</td>
<td></td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>2</td>
<td>endive-tcommmit</td>
<td></td>
<td>2</td>
<td>0</td>
<td>0</td>
<td>2</td>
</tr>
<tr>
<td>3</td>
<td>i4-lock-server</td>
<td></td>
<td>7</td>
<td>12</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>4</td>
<td>ex-quorum-leader-election</td>
<td></td>
<td>11</td>
<td>204</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>5</td>
<td>ex-majorityset-leader-election</td>
<td></td>
<td>19</td>
<td>412</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>6</td>
<td>ex-majorityset-leader-election</td>
<td></td>
<td>8</td>
<td>15</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>7</td>
<td>ex-majorityset-leader-election</td>
<td></td>
<td>23</td>
<td>3624</td>
<td>6</td>
<td>8</td>
</tr>
<tr>
<td>8</td>
<td>ex-majorityset-leader-election</td>
<td></td>
<td>10</td>
<td>1972</td>
<td>3</td>
<td>3</td>
</tr>
<tr>
<td>9</td>
<td>pyv-toy-consensus-forall</td>
<td>312</td>
<td>11715</td>
<td>17</td>
<td>46</td>
<td>249</td>
</tr>
<tr>
<td>10</td>
<td>pyv-lockserv</td>
<td>35</td>
<td>3564</td>
<td>11</td>
<td>11</td>
<td>13</td>
</tr>
<tr>
<td>11</td>
<td>pyv-twinephase</td>
<td>43</td>
<td>10000</td>
<td>10</td>
<td>22</td>
<td>12</td>
</tr>
<tr>
<td>12</td>
<td>i4-learning-switch</td>
<td></td>
<td>TO</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>13</td>
<td>i4-learning-switch</td>
<td></td>
<td>44</td>
<td>2035</td>
<td>13</td>
<td>14</td>
</tr>
<tr>
<td>14</td>
<td>i4-learning-switch</td>
<td></td>
<td>69</td>
<td>10408</td>
<td>18</td>
<td>19</td>
</tr>
<tr>
<td>15</td>
<td>i4-learning-switch</td>
<td></td>
<td>127</td>
<td>12995</td>
<td>56</td>
<td>39</td>
</tr>
<tr>
<td>16</td>
<td>i4-learning-switch</td>
<td></td>
<td>175</td>
<td>10609</td>
<td>63</td>
<td>25</td>
</tr>
<tr>
<td>17</td>
<td>pyv-locker</td>
<td></td>
<td>TO</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>18</td>
<td>pyv-locker</td>
<td></td>
<td>23</td>
<td>3624</td>
<td>6</td>
<td>8</td>
</tr>
<tr>
<td>19</td>
<td>ex-majorityset-leader-election</td>
<td></td>
<td>10</td>
<td>1972</td>
<td>3</td>
<td>3</td>
</tr>
<tr>
<td>20</td>
<td>pyv-toy-consensus-forall</td>
<td>312</td>
<td>11715</td>
<td>17</td>
<td>46</td>
<td>249</td>
</tr>
<tr>
<td>21</td>
<td>pyv-toy-consensus-forall</td>
<td>35</td>
<td>3564</td>
<td>11</td>
<td>11</td>
<td>13</td>
</tr>
<tr>
<td>22</td>
<td>pyv-toy-consensus-forall</td>
<td>43</td>
<td>10000</td>
<td>10</td>
<td>22</td>
<td>12</td>
</tr>
<tr>
<td>23</td>
<td>pyv-toy-consensus-forall</td>
<td></td>
<td>TO</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>24</td>
<td>pyv-toy-consensus-forall</td>
<td></td>
<td>44</td>
<td>2035</td>
<td>13</td>
<td>14</td>
</tr>
<tr>
<td>25</td>
<td>pyv-toy-consensus-forall</td>
<td></td>
<td>69</td>
<td>10408</td>
<td>18</td>
<td>19</td>
</tr>
<tr>
<td>26</td>
<td>pyv-toy-consensus-forall</td>
<td></td>
<td>127</td>
<td>12995</td>
<td>56</td>
<td>39</td>
</tr>
<tr>
<td>27</td>
<td>pyv-toy-consensus-forall</td>
<td></td>
<td>175</td>
<td>10609</td>
<td>63</td>
<td>25</td>
</tr>
<tr>
<td>28</td>
<td>pyv-toy-consensus-forall</td>
<td></td>
<td>TO</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>29</td>
<td>pyv-toy-consensus-forall</td>
<td></td>
<td>23</td>
<td>3624</td>
<td>6</td>
<td>8</td>
</tr>
<tr>
<td>30</td>
<td>pyv-toy-consensus-forall</td>
<td></td>
<td>10</td>
<td>1972</td>
<td>3</td>
<td>3</td>
</tr>
</tbody>
</table>

TABLE III
Additional statistics for endive results reported in Table I.

<table>
<thead>
<tr>
<th>No</th>
<th>Protocol</th>
<th>Instance Size</th>
<th>TLAPS Auto</th>
<th>Check (s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>endive-consensus</td>
<td>Value={v1,v2,v3}</td>
<td>✓ (1/1)</td>
<td>13</td>
</tr>
<tr>
<td>2</td>
<td>endive-tcommmit</td>
<td>RM={r1,r2,rm}</td>
<td>✓ (2/2)</td>
<td>1</td>
</tr>
<tr>
<td>3</td>
<td>i4-lock-server</td>
<td>Server={c1,c2}</td>
<td>✓ (4/4)</td>
<td>1</td>
</tr>
<tr>
<td>4</td>
<td>ex-quorum-leader-election</td>
<td>Node={n1,n2,n3}</td>
<td>✓ (4/4)</td>
<td>1</td>
</tr>
<tr>
<td>5</td>
<td>pyv-toy-consensus-forall</td>
<td>Node={n1,n2,n3}</td>
<td>✓ (6/6)</td>
<td>1</td>
</tr>
<tr>
<td>6</td>
<td>i4-simple</td>
<td>Node={}</td>
<td>✓ (4/4)</td>
<td>1</td>
</tr>
<tr>
<td>7</td>
<td>ex-majorityset-leader-election</td>
<td></td>
<td>Node={n1,n2,n3}</td>
<td>✓ (4/4/5)</td>
</tr>
<tr>
<td>8</td>
<td>i4-learning-switch</td>
<td>Node={}</td>
<td>✓ (12/12)</td>
<td>1</td>
</tr>
<tr>
<td>9</td>
<td>pyv-sharded-kv</td>
<td>Node={n1,n2,n3}</td>
<td>✓ (18/18)</td>
<td>15</td>
</tr>
<tr>
<td>10</td>
<td>pyv-lockserv</td>
<td>Node={n1,n2,n3}</td>
<td>✓ (45/45)</td>
<td>6</td>
</tr>
<tr>
<td>11</td>
<td>pyv-twinephase</td>
<td>RM={r1,r2,rm}</td>
<td>✓ (68/70)</td>
<td>18</td>
</tr>
<tr>
<td>12</td>
<td>i4-learning-switch</td>
<td>TO</td>
<td></td>
<td>1</td>
</tr>
<tr>
<td>13</td>
<td>i4-learning-switch</td>
<td>TO</td>
<td></td>
<td>1</td>
</tr>
<tr>
<td>14</td>
<td>i4-learning-switch</td>
<td>TO</td>
<td></td>
<td>1</td>
</tr>
<tr>
<td>15</td>
<td>pyv-consensus-wd-decide</td>
<td>Node={n1,n2,n3}</td>
<td>✓ (8/8)</td>
<td>17</td>
</tr>
<tr>
<td>16</td>
<td>pyv-consensus-forall</td>
<td>Node={n1,n2,n3}</td>
<td>✓ (35/40)</td>
<td>20</td>
</tr>
<tr>
<td>17</td>
<td>pyv-consensus-forall</td>
<td>Node={n1,n2,n3}</td>
<td>✓ (45/48)</td>
<td>25</td>
</tr>
<tr>
<td>18</td>
<td>pyv-learning-switch</td>
<td>TO</td>
<td></td>
<td>1</td>
</tr>
<tr>
<td>19</td>
<td>pyv-learning-switch</td>
<td>TO</td>
<td></td>
<td>1</td>
</tr>
<tr>
<td>20</td>
<td>pyv-learning-switch</td>
<td>TO</td>
<td></td>
<td>1</td>
</tr>
<tr>
<td>21</td>
<td>pyv-client-server-ae</td>
<td>Node={n1,n2,n3}</td>
<td>✓ (6/6)</td>
<td>12</td>
</tr>
<tr>
<td>22</td>
<td>pyv-client-server-ae</td>
<td>Node={n1,n2,n3}</td>
<td>✓ (6/6)</td>
<td>12</td>
</tr>
<tr>
<td>23</td>
<td>pyv-client-server-ae</td>
<td>Node={n1,n2,n3}</td>
<td>✓ (6/6)</td>
<td>12</td>
</tr>
<tr>
<td>24</td>
<td>pyv-client-server-ae</td>
<td>Node={n1,n2,n3}</td>
<td>✓ (6/6)</td>
<td>12</td>
</tr>
<tr>
<td>25</td>
<td>pyv-client-server-ae</td>
<td>Node={n1,n2,n3}</td>
<td>✓ (6/6)</td>
<td>12</td>
</tr>
<tr>
<td>26</td>
<td>pyv-client-server-ae</td>
<td>Node={n1,n2,n3}</td>
<td>✓ (6/6)</td>
<td>12</td>
</tr>
<tr>
<td>27</td>
<td>pyv-client-server-ae</td>
<td>Node={n1,n2,n3}</td>
<td>✓ (6/6)</td>
<td>12</td>
</tr>
<tr>
<td>28</td>
<td>pyv-client-server-ae</td>
<td>Node={n1,n2,n3}</td>
<td>✓ (6/6)</td>
<td>12</td>
</tr>
<tr>
<td>29</td>
<td>pyv-client-server-ae</td>
<td>Node={n1,n2,n3}</td>
<td>✓ (6/6)</td>
<td>12</td>
</tr>
<tr>
<td>30</td>
<td>pyv-client-server-ae</td>
<td>Node={n1,n2,n3}</td>
<td>✓ (6/6)</td>
<td>12</td>
</tr>
</tbody>
</table>