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Abstract

This volume presents the proceedings of the 1st Workshop on Patent Text Mining and Semantic Technolo-
gies (PatentSemTech 2019) co-located with the SEMANTiCS 2019 conference, held in Karlsruhe, Germany.
It is a first in series of workshops that aims to establish a long-term collaboration and a two-way commu-
nication channel between the IP industry and academia from relevant fields to foster the usage of semantic
technologies for answering research questions related to patent text mining and patent analytics as well as
adopt them in working applications.
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1. Introduction

The PatentSemTech 2019 workshop3 is a first in
series of workshops that aims to establish a long-
term collaboration and a two-way communication
channel between the IP industry and academia from
relevant fields such as natural-language processing
(NLP), text and data mining (TDM) and semantic
technologies (ST) in order to explore and transfer
new knowledge, methods and technologies for the
benefit of industrial applications as well as support
research in applied sciences for the IP and neigh-
bouring domains.

We invited scientific contributions as well as
proof of concepts that show relevant use cases for
patent text mining and analytics. Moreover, we in-
vited researchers to investigate and promote new
means for bootstrapping training data generation,
e.g. for labelling domain-specific data sets from
the Intellectual Property (IP) domain. The arti-
cles included in this volume went through a peer-
review process where each submission was reviewed

1https://www.fiz-karlsruhe.de
2https://www.ifs.tuwien.ac.at
3http://www.ifs.tuwien.ac.at/patentsemtech/

by at least three reviewers out of a mixed pro-
gramme committee of academic researchers and ex-
perts from the IP domain. Seven papers passed the
review process – 3 long, 2 short and 2 demo pa-
pers. Three submissions that passed the reviewing
process were proposed for publication to the World
Patent Information4 (WPI) virtual special issue on
”Patent Text Mining and Semantic Technologies”.
For these submissions we only included their (ex-
tended) abstracts in these proceedings.

In its first year, the workshop was organized as a
one day event. We have invited as a keynote speaker
Mr. A. Trippe, managing director of Patinformat-
ics LLC., a long year, internationally recognised
IP expert, and an adjunct Professor of IP Man-
agement and Markets at Illinois Institute of Tech-
nology where he teaches courses on patent analysis
and landscapes for strategic decision making. His
keynote addressed the importance of patent ana-
lytics tools based on semantics and machine learn-
ing techniques for the strategic decisions that busi-
nesses need to take with respect to their long term

4https://www.journals.elsevier.com/world-patent-
information
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R&D and economic plans.

2. Keynote: Improving Patent Analytics
Using Semantic Technologies

The use of patent analytics has increased ex-
ponentially over the past ten years. So much so
that even the worlds patent offices have devoted
resources and staff to create departments responsi-
ble for developing insights into technology areas of
importance to that country or region using output
generated applying patent analytics. At the same
time new tools, methods and systems have begun
to emerge that seek to make the analysis of patent
data easier to accomplish. Included in these new de-
velopments are a significant number of approaches
that apply machine learning and make use of knowl-
edge modeling and semantic analysis in order to
deal with existing challenges for text and data ana-
lytics. As these changes continue to occur, it would
be useful to review a list of the tasks associated
with patent analytics and think about the types of
tools, systems, or methods that a patent analyst
would like to have at their disposal. Starting with
a general overview of patent analytics, and with a
focus on patent landscape reports, case studies and
perspectives will be provided on why this work is
so highly valued. The presentation concluded with
a prioritized list of suggestions for how patent ana-
lytics and patent landscape creation could be aided
by the further development and implementation of
semantic technologies.

3. Main Topics and Objectives

In the started workshop series we aim to set the
basis for researchers and the IP industry to ex-
plore next-generation text and data mining meth-
ods and semantic technologies for the enrichment
and large-scale analysis of huge amounts (Big Data)
of scientific-technical information in general and
patent data in particular.

We want to motivate and enable scientists from
academia to make use of and exploit the rich-
ness of the scientific-technical information that is
amassed nowhere else but in the patent data, by,
for example, interlinking it to other knowledge
sources from domain-specific knowledge graphs
(bio-pharma, chemistry or engineering, etc.) or the
linked open data cloud.

Starting with publicly available datasets for
patent mining and patent retrieval tasks such as

classification, passage retrieval, etc. we want to
set the focus on developing enhanced methods for
analysing patent texts by applying machine learn-
ing and making use of implicit and explicit semantic
information.

Hence, the workshop series aims to motivate re-
search and development in related areas in order
to

• explore IP applications with underlying ad-
vanced NLP, TDM and artificial intelligence
methods, e.g. applying Deep Learning (DL)
for generating patent embeddings, etc.

• apply enhanced machine or deep learning tech-
nologies for the semantic enrichment and anal-
ysis of big data of patent texts, e.g. to con-
tribute to use cases such as technology analy-
sis, trend analysis, semantic patent landscap-
ing, competitor analysis, etc.

• show proof of concepts for patent and tech-
nology analysis use cases such as patent land-
scaping, portfolio analysis, white and hotspot
analysis, technology trends analysis, etc.

• evaluate new visual user interface concepts for
exploring and analysing large datasets of sci-
entific texts

There have been several text mining initiatives
in terms of establishing tools and benchmark col-
lections for widely used data such as news corpora,
medical data, etc. However, a set of benchmark
collections covering the diversity of the information
needs of the IP industry, as for example detailed
in [30, 4], is still missing. A long term goal of this
series of workshops is therefore to encourage future
research collaboration with focus on IP related data
– patent documents, non-patent literature, court
litigation cases – and combine it with more tradi-
tional patent analytic resources, like meta-data, to
be used for the above described tasks and use cases.

4. State of the Art and the Impact of Train-
ing and Test Data

Patent text mining [48, 24, 22, 36] includes re-
search on the handling and the integration of mul-
tiple and diverse information sources, since infor-
mation related to IP for science and technology are
siloed into various repositories consisting of laws,
regulations, patents, court litigation, scientific pub-
lications etc.

2



4.1. Patent Retrieval

As a research field, Patent Retrieval belongs to
domain-specific information retrieval, hence, rep-
resents a sub discipline of information retrieval
(IR). The research focus of patent retrieval is to
develop techniques and methods that effectively
and efficiently retrieve relevant patent documents
or paragraphs in response to an information need
[36, 50, 51]. IR has received a significant amount
of focus from researchers in different computer sci-
ence disciplines since many decades. In comparison,
patent retrieval is poorly treated by the academic
scientific communities, with periodic surges of such
activities whenever patent data became available
to researchers. It is only during the last 20 years
that the challenges in patent retrieval have been a
target for the research community [30]. On rea-
son for this is that, compared to other types of
text, the patent genre presents unique features such
as lengthy documents (multi-page), multi-modal
documents (e.g. image, text, algorithm and pro-
gramming codes), multi-language, semi-structured,
meta-data rich, stretching over a variety of tech-
nologies (heterogeneous). Answers to information
needs in IP also vary from a complete multi-page
application to a one-page inventor disclosure to just
a few keywords [22].

In a scientific context patent retrieval was first
introduced in the NIIs NTCIR-1 campaigns (2002
to 2007) [15], followed by several initiatives that
included patent retrieval as a research topic, e.g.
Dutch Belgian Information Retrieval workshop [41],
ASPIRE [17], Patent Information Retrieval (PaIR),
TREC-Chem (TExt REtrieval Conference Chem-
ical track) [28], and the Information Retrieval
Facility Symposium and Conference (2008-2014)
[42, 29]. The largest academic research impact,
in Europe, has been made by the CLEF-IP track,
which was part of the Cross-Language Evaluation
Forum (CLEF). The CLEF-IP track was organized
from 2009 to 2013 and included a variety of tasks
ranging from image classification, prior art search,
and patent text classification.

4.2. Passage Retrieval

In 2012, CLEF-IP introduced the Patent Passage
Retrieval task [33]. Given a patent application and
selected claims in the document, the aim was to
retrieve relevant documents and also extract those
paragraphs (passages) from them that are found
most relevant. Since CLEF-IP used mainly data

released by the European Patent Office (EPO), the
relevance assessments were semi-automatically ex-
tracted from EPO search reports.

The passage retrieval task is very close in spirit
with the work of patent examiners done during
an invalidity or validity search: examiners need
to identify both the prior art documents, as well
as each specific paragraph within these documents
considered to be Prior Art for specific claims in
the patent application [18, 36]. Patent Passage Re-
trieval could be seen as a cross-over between ad-
hoc document retrieval tasks and question answer-
ing (QA) tasks. Concretely, in order to achieve
good performance it is required that query for-
mulations include automatic technical term ex-
traction, followed by an advanced ad-hoc IR ap-
proach. Furthermore, in order to narrow in on
each relevant passage information extraction (IE)
approaches needs to be considered as well.

4.3. Enhanced Semantic Analysis and Patent Min-
ing

Segmenting the full text of patent documents
(e.g. patent descriptions [39] text, claims [16]) is
regarded an important step for the semantic struc-
ture analysis of the patent texts. New approaches
based on machine learning are increasingly used for
a variety of tasks related to patent text mining and
large-scale patent analytics [38]. Important exam-
ples are trends analysis [47], technology forecast-
ing [43], various clustering algorithms like reinforce-
ment learning [10], support vector clustering [49],
and matrix factorization [13].

In the last few years researchers started to apply
Deep Learning methods to patent text mining tasks
such as keyword extraction [21], synonym extrac-
tion [25] or patent classification [12]. Tasks such as
calculating patent similarity [37], patent segmenta-
tion [11], and patent landscaping [3] can be consid-
ered as important sub-tasks to be considered. In
addition, various types of embedding [32] such as
graph embedding [46], word embedding have been
applied to evaluating patent similarity [9] or text
classification tasks [44].

4.4. Benchmark Data and Patent Resources for
Patent Mining Tasks

After the CLEF-IP and the TREC-Chem evalu-
ation campaigns, and the test collections resulting
out of them, further efforts to establish and up-
date benchmark text collections have been made,
the latest is the WPI collection [26].
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In the World Patent Information (WPI) jour-
nal, own data collections are provided in order to
support the objectives of the journal, to publish
new research and insights covering a broad spec-
trum of intellectual property information retrieval
and patent analytics related practices and methods.
The WPI journal editors together with the team at
IFI CLAIMS Patent Services have put together a
patent research collection, publicly available and for
free, to foster scientific good practice: comparabil-
ity, reproducibility, transparency and repeatability
of experiments and results.

The WPI collection is for this reason static. It
will not be updated with new data. This decision
was made in order to make sure that experimental
results are traceable and due to improvements of
the proposed mining/retrieval methods are due to
algorithmic improvements and not due to changes
in the dataset. The WPI collection complements
existing test collections, which are vertical (one do-
main or one authority over many years). Compared
to them, the WPI collection is horizontal: it in-
cludes all technical domains from the major patent-
ing authorities over the relatively short time span
of two years.

Other, industry driven initiatives to establish re-
sources for patent text mining also aim to provide
researchers with benchmark data for this area:

• In October 2017, Google launched several
patent related data collections and services.
Google provides the Google Patents Public
Datasets5 on BigQuery, with a collection of
publicly accessible, connected database ta-
bles for empirical analysis of the international
patent system. The Google Patent Datasets
can provide a solution to developing and an-
swering search oriented questions. For in-
stance, it is possible to formulate questions
such as ”what percentage of the patents have
more than one inventor?” or ”what funding
does the government provide to promote in-
novation in certain patent areas?”

• Linked Open EP data6 uses Uniform Resource
Identifiers (URIs) to identify patent applica-
tions, publications and other resources present

5https://cloud.google.com/blog/products/gcp/google-
patents-public-datasets-connecting-public-paid-and-private-
patent-data

6https://www.epo.org/searching-for-
patents/data/linked-open-data.html

in patent data. The URIs make it possible to
link the data other datasets. The data set cov-
ers the most relevant, but not all available bib-
liographic data elements for patents and not
all data elements from the CPC scheme. It
also includes references to the full text publi-
cation in PDF, HTML and XML format, which
are stored on the European Publication Server.
Linked Open EP data creates a public web of
interlinked patent data from EPO and other
data publishers that can be queried, retrieved
and viewed using standardized web technolo-
gies like HTTP, URI, RDF and SPARQL.

A common problem in machine learning and par-
ticularly in the patent domain is the creation of la-
belled data (i.e. training and testing data) for a
variety of search and analysis tasks. As available
labelled corpora are either too small or not accessi-
ble to the research community, we want to alleviate
this situation with a three-year effort. That is, we
plan to target the creation of more datasets open to
research and addressing different patent text min-
ing and patent text analysis applications with focus
on Information Extraction (IE), classification, clus-
tering, and to establish further datasets that require
only semi-supervised training methods.

Currently, the publicly available patent mining
datasets involve only a few different types of IR
applications (classification, passage retrieval and
prior art search7). In order to explore and sup-
port other patent text mining and text analysis
applications that originate from the diversity of
IP experts’ information needs, we aim for the cre-
ation of more IE-oriented datasets. The IE-oriented
datasets will be designed for domain-specific termi-
nology extraction, for example extraction of partic-
ular token types like mathematical formula, chemi-
cal compounds, quantity entity, sequences program-
ming codes.

These datasets will provide to the industry and
the research community a variety of benchmark
data, a kind of ’PatentPedia’, which can sup-
port different types of question answering systems
ranging from text-based to knowledge-based ap-
proaches. Furthermore, a variety of patent re-
trieval and analysis tasks such as technology anal-
ysis, trend analysis, semantic patent landscaping,

7For example see http://ifs.tuwien.ac.at/

patentsemtech/data-sources.html
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competitor analysis, etc. could be explored, devel-
oped and evaluated.

The effort to establish these datasets will be un-
dertaken as a community effort with an annotation
task. As organisers we intend to provide a small
starting set, which is gradually improved and in-
creased as the task is launched and running. A
similar procedure has been explored in BioNLP and
SemEval [19] successfully.

During the first workshop we used existing data,
which, though small in size, allowed us to apply su-
pervised and unsupervised methods to detect tech-
nical terms [14]. For the coming years we plan de-
fine tasks that build on previous ones, with the aim
of creating specific patent text sets of data where
completing specific tasks is needed in order to ap-
proach the next one.

5. Impact and Expectations

5.1. Target Audience

The workshop is customised for the IP industry
experts as well as for academic researchers. To at-
tract the IP industry and especially expert users, we
have been in contact with members of the CEPIUG
(Confederacy of European Patent Information User
Groups) in order to offer Continuing Professional
Development (CPD) points.

For securing visibility and increase in research
submissions and participation from both industry
and academia, the authors of a selected set of ac-
cepted papers are invited to submit extended ver-
sions of their research to the virtual special issue of
WPI, “Text Mining and Semantic Technologies in
the Intellectual Property Domain”. This year the
following papers have been promoted to the virtual
special issue:

• Deep Learning based Pipeline with Multichan-
nel Inputs for Patent Classification

• Detecting Multi Word Terms in Patents the
same way as Named Entities

• Semantic Views - Interactive Hierarchical Ex-
ploration for Patent Landscaping

In the future we aim to span over different sci-
entific disciplines such as Economic[45, 23] and So-
cial Science [20], which also have a long tradition
of working with patent analytics, in particular on
citation networks. Furthermore, we would like to
involve, the Triz community Invention Innovation

creativity and design, which has run their own con-
ference since 2009. We are working to engage na-
tional and international patent offices, such as the
EPO, and companies active in the patent indus-
try (e.g. Legit, Patsnap, Landscaping Valuenex,
Google Patent, to name a few) and invite them to
the workshop events.

Our key speaker in the first workshop in the series
we invited a representative of the IP industry side.
In our second, upcoming event, we plan to invite
an academic key speaker, while in the third event
we plan for a panel debate with participants from
patent offices, industry and academics.

Mr. Anthony Trippe, the key speaker of the
first event, is Managing Director of Patinformatics,
LLC. Patinformatics is an advisory firm specializ-
ing in patent analytics and landscaping to support
decision making for technology based businesses. In
addition to operating Patinformatics, Mr. Trippe is
also an Adjunct Professor of IP Management and
Markets at Illinois Institute of Technology teach-
ing a course on patent analysis, and landscapes for
strategic decision making. He has written or con-
tributed to IP related articles that have appeared
in the Wall Street Journal, Forbes, The Washing-
ton Post, and more than a dozen additional sources.
Besides that, Mr Trippe has worked for a variety of
organizations, in a number of different capacities,
including: P&G where he was responsible for evan-
gelizing the use of patent analytics for business deci-
sion, Aurigin Systems where he travelled the world
working with companies of all sizes that use patent
analytics for competitive advantage.

5.2. How do we want to engage the patent expert to
evaluate and assess our tools?

One of the key issues when developing domain-
specific mining tools, especially tools requiring la-
belled data and expert assessment, is to engage a
sufficient number of domain-experts to establish a
sizable corpora or benchmark collections. There-
fore, for the participating patent experts, upon re-
quest, we will issue a certificate statement which
describes and documents the tasks they have been
involved in, certificate signed by the head of the
organisation committee. Within the certification
body of the International Standard Board for Qual-
ified Patent Information Professionals, the certi-
fied professional needs to engage in Continued Pro-
fessional Development (CPD) on an annual basis.
There are four types of group activities:
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1. Presenting at a conference and co-author a pa-
per on patent-related topics,

2. Participating in courses related to patent in-
formation or patentable subject matter,

3. Reading publication on patent information,

4. Peer reviewing manuscripts or search reports,
or attending patent information vendor, webi-
nar.

Within the PatentSemtTech workshop series
there is ample opportunity to obtain credit for each
of the group activities. Our workshop allows the IP
professionals to participate as a reviewer, a presen-
ter, or to learn about new emerging technology as
well as design future use cases and contributed to
establishing new benchmark collections within the
field of patent text mining.

6. Organizing and Programme Committee

6.1. Organizing Committee

The organizing committee consists of persons
with experience both in academic research and in
close collaboration with experts in the IP domain.
Two of the committee members have been key per-
sons in organizing and running the CLEF-IP and
TREC-Chem campaigns.

• Dr. Hidir Aras, FIZ Karlsruhe, Germany

• Linda Andersson, TU Wien & Artificial Re-
searcher IT, Austria

• Dr. Lei Zhang, FIZ Karlsruhe, Germany

• Dr. Florina Piroi, TU Wien & Artificial Re-
searcher IT, Austria

• Prof. Dr. Allan Hanbury, TU Wien, Austria

• Dr. Mihai Lupu, Data Science Studio, Re-
search Studios Austria Forschungsgesellschaft,
Austria

6.2. Programme Committee

We are grateful to the following people for provid-
ing high quality reviews and helping the workshop
organizers with the submission selection process:

• Jian Wang, University of Leiden, Netherlands

• Simone Ponzetto, University of Mannheim,
Germany

• Hans-Peter Zorn, inovex Gmbh, Karlsruhe,
Germany

• Catherine Faron Zucker, University of Nice,
France

• Ron Daniel, Elsevier Labs, USA

• Natasa Varytimou, Refinitiv, formerly Thom-
son Reuters, UK

• Paul Groth, University of Amsterdam, Nether-
lands

• Natterer Michael, Dennemeyer Octimine
GmbH, Munich, Germany

• Pedro Szekeli, USC Viterbi School of Engineer-
ing, USA

• Kobkaew Opasjumruskit, German Aerospace
Center, Jena, Germany

• Shariq Bashir, University of Islamabad, Pak-
istan

• Michail Salampasis, International Hellenic
University, Greece

• Siegfried Handschuh, University of St. Gallen,
Switzerland

• Agata Filipowska, Poznan University of Eco-
nomics, Poland

• Rene Hackl-Sommer, FIZ Karlsruhe, Germany

• Richard Eckart de Castilho, TU Darmstadt,
Germany

• Joni Sayeler, Uppdragshuset Sverige AB, Swe-
den

• Mustafa Sofean, FIZ Karlsruhe, Germany

• Christoph Hewel, Patent Attorney at Cabinet
Beau de Lomnie, France

• Sebastian Pado, University of Stuttgart, Ger-
many

• Parvaz Mahdabi, Swisscom, Switzerland

• Gabriela Ferraro, Australian National Univer-
sity, Australia

• Wlodek Zadrozny, UNC Charlotte, USA

• Bharathi Raja Chakravarthi, Insight Centre
for Data Analytics, National University of Ire-
land, Galway

7. Conclusions

The workshop organized this year addressed re-
searchers from academics as well as industrial ex-
perts from relevant domains and aimed to establish
a two-way communication channel between both.
The general feedback was very positive and partici-
pants recommended keeping the good mix of scien-
tific and practical presentations and the demos.

The participating experts expressed that such an
event was missing since a while and efforts towards
this direction are welcome by both - IP experts
as well as academic researchers who supported the
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workshop actively by, for example, providing data
or participating in paper reviewing as part of the
programme committee.

The PatentSemTech workshop can be seen as
a first initiative to establish a patent data min-
ing community and will be more than a one-day
event per year. Our intention is to make it into an
active community with webinars on relevant top-
ics, training and assessment activities to promote
patent data mining and creating benchmark data
to address different patent use cases and tasks.

We plan to run the workshop for three years, and
a selected set of peer-reviewed and accepted sci-
entific papers will be invited to be published in a
Virtual Special Issue (VSI) of the World Patent In-
formation “Text Mining and Semantic Technologies
in the Intellectual Property Domain”. Submissions
to the VSI is possible also during the years after
the workshop has taken place. In addition, it is
planned to establish social media channels (Twit-
ter, LinkedIn) in order to publish news related to
the workshop and future activities. We recommend
all interested researchers to have a look at our work-
shop website, where we will update datasets and re-
sources, or announce interesting results and events.
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