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1 Introduction

Positron annihilation detection is a method often used in the fields of physics and medicine. For
a better resolution and sensitivity the detector systems have to be optimized. Particularly in
medicine, where, for example, the method is used in time-of-flight positron emission tomography
(TOF-PET), a higher resolution and sensitivity can significantly contribute to a quality improve-
ment of diagnostics [1].

In recent years, the solid state silicon photomultiplier (SiPM) has been developed as an alter-
native to conventional photomultiplier tubes (PMT). Compared to PMTs, SiPM provide better
timing properties and advantages, such as insensitivity towards magnetic fields. This results in
new application possibilities such as the combined imaging methods like PET Magnetic Resonance
Tomography (PET-MRT). A further development of the SiPM is the digital SiPM (dSiPM), which
has the advantage of on-chip integration of the readout electronics which allows signal digitization
at an early stage of the signal processing. In this thesis a dSiPM developed by Philips, i.e. the
digital photon counter (DPC), is investigated [2]. This dSiPM allows to address individual single
photon avalanche diodes (SPAD).

BGO was state-of-the-art in the field of scintillation material for positron emission tomography
(PET) in the 1990s. However, materials with a better response-time (better TOF resolution) and
a better light output were developed at the end of this decade, triggering the replacement of BGO
to be used in PET [3]. In recent years, an increasing number of research groups were investigating
the use of the Cherenkov radiation for TOF-PET. Due to the almost instantaneous response of
this radiation, a good TOF resolution might be achieved. The complexity is, that the light output
of the Cherenkov radiation is very low (for photon energies of 511 keV ∼ 10 photons within overall
time will be emitted). In PET, BGO has essential advantages towards other materials, such as high
stopping power for gamma radiation due to a high effective atomic number, potential low prized
production, a high photoelectric fraction, no intrinsic background activity, high transparency down-
to the UV-range and a relatively high light output for Cherenkov radiation due to a high refractive
index.

Based on these attributes, BGO and BSO (which has similar properties as BGO) can be
considered as promising scintillator materials allowing to perform fast timing with Cherenkov
radiation.

This work is is based on a previously created simulation, which was developed in the course
of a master thesis and is part of the PALADIN project [4], which aims to improve coincidence
timing performance in the range of sub-100 ps FWHM timing resolution [5]. The contribution of
this work was to implement BSO as scintillation material to the simulation framework, investigate
the influence of the detector properties and scintillator material on the coincidence resolving time
(CRT) and compare experimental results with simulation.

Different experimental setups are compared with simulations performed within the GEANT4
framework [6]. At the beginning, the plausibility of the physics applied in the simulation is ex-
amined and compared with theoretical predictions. Furthermore, the simulation is adapted and
compared to an experimental setup built and investigated at TU Delft [7]. A system with two
DPC-tiles and a point source, which randomly generates 511 keV back-to-back photons is created.
According to the experimental setup, scintillator crystals with a base area of 3 x 3 mm2 and variable
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lengths were simulated.
The data obtained from the simulation are analyzed with a self developed tool, created within

the framework ROOT [8].
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2 Background

In this chapter the technical background, physical background and underlying mathematical models
are outlined. At the beginning, the Monte Carlo method and the frameworks GEANT4 and ROOT
are described. Further on, the different processes of interaction of photons in matter and their
effects are briefly discussed in the energy range eV to few 100 keV. The following chapter briefly
explains the interaction of photons at interfaces. Additionally different models which are provided
by GEANT4 to simulate interactions at optical interfaces are described in more detail. At the end
of this chapter, the underlying processes of scintillation and Cherenkov radiation and the main
characteristics of dSiPMs are explained in detail.

2.1 Monte Carlo method

Monte Carlo techniques are stochastic computational procedures, which approximate a solution
iteratively via the repeated generation of random numbers. The Monte Carlo method is usually
used in optimization, numerical integration and in generating draws from a probability distribution
(e.g., problems with a high number of degrees of freedom). Thereby, solutions to analytically
insolvable or with the present technology not yet computable problems can be approximated with
this method. These solutions can vary with a certain probability compared to the numerical
exact solution. The error compared to the exact solution is decreasing with a higher number
of calculation steps. A fundamental component of the Monte Carlo method is the generation of
uniformly distributed random values ri ∈ [0; 1), which, in a next step, are used to generate random
values following any specific distribution (probability density function - PDF) [9].

Let N0 be a uniformly distributed PDF which generates a sequence of random numbers ri,
with 0 < ri < 1, i ∈ N0. These numbers are used to create a series xi, which is distributed
according to the PDF f(x). F and G are the cumulative distributions of the corresponding PDFs
f and g, respectively . The conventionally used method is the transformation method. Here, a
function x(r), distributed according to the function f(x), with 0 < ri < 1 ∼ N0 is unknown. The
probability of obtaining a number r, in the interval [r, r+dr] is equivalent to g(r)dr. Furthermore,
the probability of generating a value x in the corresponding Interval [x(r), x(r)+dx(r)] is the same.

F (x(r)) =

∫ x(r)

−∞
f(x′)dx′ =

∫ r

−∞
g(r′)dr′ = r (1)

With the inversion problem:

x(r) = F−1(r) (2)

The PDFs usually have finite limit values, e.g. f(x) is defined in the interval [a, b] and g(r) in
the interval [c, d]. This means:

f(x)

 6= 0, a ≤ x ≤ b
= 0, otherwise

∧ g(r)

 6= 0, c ≤ r ≤ d
= 0, otherwise∫ b

a

f(x′)dx′ =

∫ d

c

g(r′)dr′ = 1
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In most cases it is either not possible, or difficult to solve Equation (2) analytically. A use-
ful alternative is the rejection method. This method can generate a set of values ~x distributed
according to the PDF f(x) by multiple iterations. The sequence is:

1. generation of a random number x uniformly distributed between xmin and xmax with a
uniformly distributed random number r1 ∈ [0, 1] by: x = xmin + r1(xmax − xmin)

2. generation of a random number u uniformly distributed between 0 and fmax, with u = r2fmax

3. accept x if u < f(x), otherwise reject and repeat

A higher acceptance can be achieved by approximating the PDF g(x) to f(x) since the prob-
ability depends on the ratio of the surfaces of both curves. In Figure (1a) and (1b) 1000 Points
Pi(xi, yi) are generated. The x-coordinates are randomly distributed over the range of (−2, 2) and
the y-coordinates are distributed according to the PDF g(x) with the respective x. Only points
where Pi(xi, yi) < f(xi) are accepted (red dots). In further consequence the x-coordinates of these
accepted points are distributed according to the PDF f(x). The probability for the number of
accepted points is increasing if the PDF g(x) converges to the PDF f(x) as shown in Figure 1.
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Figure 1: In both pictures 1000 points are generated, red dots are accepted and green dots are
rejected points. In Figure (1a) the y-values of the respective dots are distributed according to
the PDF g(x) where 485 points are accepted. A uniformly distributed PDF g(x) where 309 dots
are accepted is shown in Figure (1b). In further consequence the accepted numbers xi from the
individual accepted points Pi(xi, yi) are used as random numbers, distributed according to the
PDF f(x).
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2.2 GEANT4 - a simulation framework

GEANT4 [6] is an object oriented C++ open source framework for the simulation of hadronic,
electromagnetic and optical processes in matter in the energy range of a few eV to TeV and can
calculate the transport and decay of many short- to long-lived particles and their interactions with
most available targets. The application area is in high energy, nuclear and accelerator physics, as
well as medical and space science.
GEANT4 contains a variety of physics models which are improved continuously, to create a correct
simulation of the proceeding physical process in a wide energy range. By object-oriented program-
ming it was possible to organize complex structures of the physical models in a consistent form.
GEANT4 ist structured into several categories: geometry and materials, particle interaction in
matter, tracking management, digitisation and hit management, event and track management,
visualisation and visualisation framework as well as user interface. For a flexible programming it is
possible to use the classes provided by GEANT4 in a modular way. Three mandatory classes have
to be defined for an executable simulation and are listed below [6]. In this work the "RanecuEngine"
provided by GEANT4 is used for the generation of uniform distributed values.

Physics List
The class Physics List is responsible for defining the properties of all particles, the physical
processes as well as the cut-off parameter, which has to be defined to avoid infrared diver-
gence. Due to the massive complexity of the physical processes of all particles and their
interaction with matter in the energy range of eV to TeV, there are no generally valid algo-
rithms for every problem. Therefore the user has to select a Physics List, which provides the
optimal solution for a certain problem. It is also possible to use a custom physics list, which
is adapted to the problem.

Primary Generator
In this class the primary vertices are defined and the primary particles are generated. The
user has to define a specific vertex per event, which is the source of the examined particles.
The direction, the energy and the number of particles must be specified. Additionally, it is
possible to simulate a radioactive source with a certain volume.

Detector Construction
The geometry of the detector, materials, detector sensitivities and visual attributes are de-
fined here. In this process, geometric shapes are created first, then certain materials are
assigned to them. There are predefined material tables where each individual composition of
elements can be created. After assigning a material and its properties to a geometry is must
be positioned in the simulation geometry, called world. Volumes can be defined as sensitive
detectors which are used for data acquisition.

The procedural structure in GEANT4 can be subdivided into four processes [10, 5]:

Run
The run is the largest unit of the simulation and is managed by the G4RunManager singleton
class which handles: the initialization of the application, number of events and starts/aborts
a run. Changes in fundamental definitions like geometry of the detector and physics list have
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to be done prior to the initialization of the application. During a run the geometry of the
detector, the physics list and the setup of sensitive detector should be fixed.

Event
The event is an object of the class G4EventManager and is constructed by G4RunManager.
It has four main information types:

• primary vertex and primary particle

• trajectories

• hits Collections

• digits Collections

The event manages all processes of a primary particle and its secondary particles. If all
tracks are gone, e.g. by absorption or get killed by reaching the boundary of the world the
of simulation, the event ends. This object exists only inside the class G4RunManager.

Track
The track contains current information like position and energy of the particle during an
event. Only processes, e.g. Compton scattering or photoelectric effect, can change informa-
tion about the track or generate secondary tracks. Each particle has its own unique track
with track ID. Thereby the trajectory or other information of a unique particle through the
world can be stored and reconstructed. Tracks exists only inside the event they were created
in. Data about the track are stored in the class G4Track.

Step
The step is the smallest unit of the simulation. The track of a particle consists of a sequence of
steps. Furthermore a step is defined by two points, the PreStepPoint and the PostStepPoint,
which contain the coordinates in the world and the volume containing these points. The
step length depends on geometrical and physical properties. If a particle is going to transit
through two different materials, the PostStepPoint gets set at the boundary of this two
volumes and the next step continues from there. Furthermore the step length gets adapted
by a Monte Carlo method which considers the probability of interaction of the particle with
matter.

2.3 ROOT - an analysis framework

ROOT [8] is an open-source software, programmed in C++ and custom built for efficiently storing,
accessing and manipulating extremely large data sets. Multidimensional histograms, fits, 3D visu-
alization, 2D-3D plots, et.c. can be created. Furthermore many statistical tools for data analysis
are available. Additionally, ROOT provides a graphical interface which can be used to handle data
directly without the development of a C++ script.
The structure of ROOT uses the concept of trees which are based on the anatomy of a tree. Thus,
more complex raw data can be analyzed. A tree is made of Branches and a Branch has several
Leafs which can be variables, structures, arrays or objects. It is possible that a ROOT, file contains
several trees (e.g. data sets of several measurements of an experimental set-up), every tree contains
several branches (subdivision of a measurement) and every branch contains several leaves (simple
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data files with entries in rows and columns) [8].

2.4 Physical background

In this chapter, the essential physical processes are explained.

2.4.1 Interaction of photons in matter

The type and probability of interaction between photons and matter depends on various factors,
such as density, atomic number and energy of the incoming photon. There is always a dominant
interaction which depends on the energy of the photon and the atomic number of the element.
In Figure 2, different possibilities for the interaction of photons in matter with the respective
cross section, as a function of the energy for BGO, are plotted. Figure 3 shows the dominant
interaction as a function of the energy of the photon and the atomic number of the matter in
which the interaction takes place. Furthermore, only the interactions occurring in the energy
range between a few eV to few 100 keV are discussed in more detail below, which is the energy
range of electron-positron annihilation, scintillation and Cherenkov photons. Coherent scattering
and nuclear pair-production will not be explained in more detail, as they have no relevant influence
on this work.
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Figure 2: Different forms of interaction between photons and matter and their cross sections as a
function of energy. The used data sets are calculated from XCOM [11] for Bi4Ge3O12, (BGO).
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Figure 3: Illustration of the dominant interaction mechanism in dependence of the atomic number
of the material and photon energy [12].

2.4.1.1 Photoelectric effect

The photoelectric effect is dominant in the lower energy range. The probability of the interaction
can be approximated according to [13]

σf ∼= const · Z
n

E3.5
γ

, (3)

while σf is the probability for photoelectric absorption, Z is the atomic number, n is a constant
varying between four and five and Eγ is the photon energy. As illustrated in Figure 4, an electron
from a deep electron shell is lifted from a bound state to an unbound state and thereby completely
absorbs the incoming photon. The electron now has the kinetic energy Ekin = Eγ −Ebound, where
Ebound is the binding energy of the electron in the atom.

The characteristic spikes of the cross section according to an element shown in Figure 2, are
caused by the discrete binding energies of the different electron shells.

2.4.1.2 Compton scattering

At higher photon energies the dominant effect is the Compton scattering. In this interaction a
photon is inelastically scattered at an outer shell electron. Thereby, the electron is lifted from a
bound state to a free state, as shown in Figure 5. The scattered photon has an energy, depending
on the scattering angle θ. The dependence of the photon energy on the scattering angle can be
written as

E′γ =
Eγ

1 +
Eγ
m0c2

(1− cos(θ))
, (4)

while E′γ is the scattered photon energy, Eγ is the incoming photon energy, m0c
2 is the rest energy

of an electron and θ is the scattering angle. The probability for Compton scattering is linearly
proportional to the atomic number.
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Incoming γ-photon

Photoelectron from
an inner shell

Figure 4: Illustration of the photo electric effect [14]. An electron from a deep electron shell gets
excited form a bound state to an unbound state by absorption of an incoming photon.

+++
+

Incoming γ-photon
Scattered electron
from an outer shell

Scattered γ-photon

Figure 5: Illustration of Compton scattering [14]. An electron from an outer shell gets excited
from a bound state to an unbound state by inelastic scattering of an incoming photon. The
photon energy after scattering is dependent on the scattering angle θ.
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Incoming γ-photon
Positron
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Figure 6: Illustration of the electron pair production [14]. A photon with an energy greater than two
times the rest energy of an electron creates an electron-positron pair within the electro-magnetic
field of the atomic nucleus.

2.4.1.3 Electron pair production

In pair-production, the photon interacts with the Coulomb-field of the atomic nucleus. Thereby,
the photon is transformed into an electron-positron pair as shown in Figure 6. This effect can only
proceed if the kinetic energy of the photon is greater than two times the rest energy of an electron
(511 keV) and is the dominant interaction for high energy photons with energies of a few MeV and
more. The probability of this interaction is proportional to Z2. After the creation of the pair,
electron and positron have the kinetic energy Ekin = Eγ − 1022 keV.

2.4.2 Photons at boundary surfaces between two media

This subsection briefly explains the properties of photons at interfaces between two media. Fur-
thermore, the models for the calculation of these effects, used in GEANT4, are discussed and their
differences are explained.

The processes proceeding at an interface are absorption, reflection and transmission which are
dependent on the media and the direction of the photon. The interface can basically be dis-
tinguished in two cases: dielectric-dielectric and dielectric-metal. In general, a medium i has a
complex refractive index ni = nir − iκi, whereas the imaginary part for transparent media is neg-
ligibly small (low absorption) which is also done in the case of two media with low absorption.

Dielectric-Dielectric
In this case, a photon is located in a medium 1 with the refractive index n1 = n1r, and
enters the interface to a medium 2 with n2 = n2r under an incident angle θi. When reaching
the interface reflection and transmission can occur. When the photon is reflected it has a
reflection angle θr, which is identical to the angle of incidence θi (θr = θi). When it is
transmitted, the photon moves further in the medium 2 but is rotated with an angle θt from
the primary path (refraction). An incoming photon which is reflected or refracted is shown
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Medium 1

Medium 2
θt

θi
θr

Figure 7: An incident photon gets reflected or refracted at the boundary layer.

in Figure 7. The correlation between the angle of refraction and the refraction index of the
two-dimensional medium is given by [15]

sin(θi)

sin(θt)
=
n2

n1
. (5)

For an incident photon interacting with a boundary layer between two dielectric materials
with refraction indices n1 and n2, the reflection and transmission coefficients are calculated
using the Fresnel-equation. The vertically polarized component Rs/Ts is calculated with
Equation (6) and the parallel component is calculated with Equation (7)

Rs =

(
n1cos(θi)− n2cos(θt)

n1cos(θi) + n2cos(θt)

)2

Ts =
n2cos(θt)

n1cos(θi)

(
2n1cos(θi)

n1cos(θi) + n2cos(θt)

)
, (6)

Rp =

(
n2cos(θi)− n1cos(θt)

n2cos(θi) + n1cos(θt)

)2

Tp =
n2cos(θt)

n1cos(θi)

(
2n1cos(θi)

n2cos(θi) + n1cos(θt)

)
. (7)

Dielectric-Metal
The imaginary part of the refraction index (κ) for metals is generally larger compared to the
real part of the index (n′) and not negligible, as for dielectrics (n2). The reflectivity can be
simplified to

R =

∣∣∣∣n′ − iκ− n2

n′ − iκ+ n2

∣∣∣∣2 (8)

for vertical incidence of photons on a boundary layer. However, metals with a high reflectivity
correspond with a large complex refraction index (high absorption).

GEANT4 uses different models to calculate the boundary layer properties between two different
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media, which are discussed in more detail in the next sections.

2.4.2.1 Glisur model

The Glisur model is the simplest form to simulate an interface between two materials. The re-
flectivity and the surface finishes polished or ground serve as parameter, as well as its roughness
parameter polish, which can attain values between 0 and 1. At surface type polished, a perfectly
smooth interface is simulated whereas at type ground a random vector in a circle with radius
1− polish is generated (1 means perfectly polished surface) which is added to the average normal
vector of the reflected photon. For each reflection that proceeds such a surface-normal is gener-
ated. The incident photon is reflected at the interface specularly. The reflection coefficient can
take values between 0 and 1 for different energies. As the refractive indices are disregarded in this
model, it is mainly used for the simulation of dielectric-metal boundary layers. When a photon is
absorbed at the dielectric layer in GEANT4, the particle gets immediately eliminated, although it
owns a certain penetration depth depending on the free path (very small for metals) [16].

2.4.2.2 Unified model

The Unified Model was developed for the program DETECT and in further progression for GEANT4
[17]. It is used for the correct simulation of optical photons at boundary layers between two mate-
rials. DETECT is a Monte Carlo based program, which was used for the simulation of scintillation
detectors. The Unified model owns seven variable parameters, explained below in more detail,
which can be adapted to the respective boundary layer. This may often seem to be difficult be-
cause the parameters are mostly unknown, and often complex experiments are necessary to adjust
them for the simulation [17].

~x

~z

~y

~di

~dr

~dt

~n

φr

θi
θr

θt

(a)

~x

~z

~y

~di

~dr

~dt

~n′

−~n′

φnorm

θ′r
θ′i

α

θ′t

(b)

Figure 8: Coordinate systems with the geometrical parameter used in the Unified model. Figure (a)
shows the coordinate system according to the average surface and Figure (b) shows the coordinate
system according to the generated micro facet.

In this model the Fresnel equations are used to calculate the reflection coefficient as shown in
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Equation (9), which depend on the refractive indices of the two media

R =
1

2

(
sin2(θ′i − θ′t)
sin2(θ′i + θ′t)

+
tan2(θ′i − θ′t)
tan2(θ′i + θ′t)

)
. (9)

The transmission coefficient therefor is given by T = 1−R.
It should by noticed that the angles θ′i and θ′t are relative to the surface normal of the micro-facet

~n′ in Equation (9). For a better illustration, the used vectors and angles are shown in Figure 8.
The vectors ~di, ~dr and ~dt are the direction vectors of the incident, reflected and refracted photon.
If the incident photon is reflected internally, the reflective angle is equal to the incident angle.
In the case of refraction the photon gets refracted with a refraction angle following Snellius’ law,
as shown in Equation (5). At surface type ground, the reflection angle θr and the refraction
angle θt follow a Lambertian distribution, which depends on the angle α, which is located between
the micro-facet normal ~n′ and average surface normal ~n. There are four different options how a
photon can be reflected at a boundary surface in the Unified model. In the case of specular spike
reflection, the photon is reflected at the average surface normal, for specular lobe reflection the
photon is reflected at the micro-facet normal, for Lambertian reflection the photon is reflected
diffuse and for backscatter reflection the photon is reflected backward to the same direction from
where the photon came, which occurs when the incident photon hits the micro-facet at a normal
angle. In Figure 9, the different reflection probabilities are shown. By setting the probabilities for
the corresponding reflection (the sum must be 1) the user is able to adjust the radiant intensity of
the reflected photons which is calculated as follows

J(θi, θr, φr) =
dφ

dω
≈ R(θ′r, n1, n2) ∗ [Cslg(αr; 0, σα)+

Cssδ(θi − θr) + Cbsδ(θi + θr) + Cdlcos(θr)] + T (θ′t, n1, n2)g(αt; 0, σα).

(10)

J(θi, θr, φr) radiant intensity of the reflected photons
φr azimuth angle between the projection of the incident angle and the average

surface
dφ/dω photon flux dφ passing through the solid angle dω
g(αr; 0, σα) gaussian distribution with standard deviation σα and mean 0 generating αr
Csl specular lobe parameter, defines the probability of specular reflection at the

micro-facet
Css specular spike parameter, defines the probability of specular reflection at the

average surface
Cbs back scattering parameter, defines the probability of backward reflection at a

micro-facet
Cdl defuse lobe parameter, defines the probability of lambertian reflection
T (θ′t, n1, n2) transmission parameter, defines the probability of transmission
g(αt; 0, σα) gaussian distribution with standard deviation σα and mean 0 generating αt

In the Unified model the micro-facets are defined by the angle α and φnorm. The angle α is
located between the average surface normal and micro-facet normal and is randomly generated
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Figure 9: The reflection and transmission probabilities and angles of an incident photon between
two materials are shown [17].

from a Gaussian distribution with standard deviation σα and mean 0. The angle φnorm is the
azimuth angle of the micro-facet normal and is represented in the XY-plane between the micro-
facet projection and the x-axis, as shown in Figure 8b, which is generated by a uniform distribution
between 0 and 2π. There are three special cases where new angles α and φnorm must be created
and thereby a new normal vector of the local micro-facet must be generated.

1. the scalar product between the incident photon vector and micro-facet normal is less than
zero,

2. the scalar product between the refracted photon vector and the average surface normal is
greater than zero,

3. the scalar product between the reflected photon vector and the average surface normal is less
than zero.

2.4.2.3 Look-Up-Table model

As discussed in section 2.4.2.2, the free parameters are often unknown in the Unified model and
have to be determined with considerable effort. In the field of scintillation detectors, several
reflector materials are commonly used and therefore Look-Up-Tables (LUT) were created. The
data used in the LUT are collected from measurements with BGO as a scintillation crystal [18].
Based on this data sets, the user does not need to remeasure the precise roughness parameter of
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the surface to perform an accurate simulation. However, due to various errors, the LUT is not
recommended for special simulations [19]. It can be selected from three different surface finishes,
mechanically polished, chemically etched and rough-cut. Further, it can be choosen between six
attached reflectors, non, Lumirror, Teflon, ESR film, Tyvek, or TiO2 paint, as well as two bonding
types, air-coupled or glued [10].

2.4.3 Scintillation

Scintillation is a luminescence process which has been used for a long time to detect ionizing
radiation in a broad energy spectrum. There are different mechanisms which lead to luminescence,
whereby in this thesis only those of inorganic scintillators are discussed in more detail. There are
some characteristics an ideal scintillator should provide:

• high scintillation efficiency by converting the kinetic energy of a charged particle into de-
tectable optical light,

• the emitted light yield should be linearly proportional to the deposited energy of the ionizing
radiation in a wide range of energy,

• the scintillator should be transparent to its own emitted light,

• for fast timing applications, the decay time should be as short as possible,

• for the case of commercial products, cheap and easy production,

• the refractive index should be near that of glass for good optical coupling from the scintillator
to a PMT or light sensor.

Depending on the application, a scintillator is used for, compromises must be made between
these criteria. In general three types of scintillator material are distinguished: organic, inorganic
and gaseous scintillators. Organic scintillators generally have a shorter decay time but a low density
and are often used for beta spectroscopy and fast neutron detection because of their hydrogen
content. Inorganic scintillators often have a better linearity and are preferred for gamma-ray
detection because of their high atomic number and high density. Gaseous scintillators have a fast
response time and consists of noble gases like helium, argon, krypton or xenon often with addition
of nitrogen and are used to detect heavy charged particles. In further consequence, this type of
detector will not be discussed in more detail.

In inorganic scintillators, electron-energies are within discrete energy bands. Energy bands in
dielectric media are usually be populated up to the valence band. However, they can be excited
to a higher state, the conduction band, after interaction, e.g. with a photon. Between these two
bands there is a band gap where electron-energies are not allowed in pure crystals. Pure crystals
are self-absorbing in the energy range of the band gaps when the electron is de-excited back into the
valence band and is therefore not transparent. In addition, the energy of the generated photons is
too high for most crystals and is therefore not in the sensitive energy range of the detector. There
are two different scintillation mechanisms to produce optical photons which are not absorbed by
the crystal itself: activated and self-activated scintillators. In both cases there are discrete energy
levels in the band gap in which the excited state of the electron-hole pair can be located. The
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Figure 10: Schematic sketch of the scintillation process of a self-activated inorganic scintillator.
1○ creation of an electron-hole pair by an incident photon with energy hν > EBG
2○ free electron is cooled down by inelastic interactions, hole drifts to the top of the valence band
3○ electron and hole build an exciton with binding energy EB
4○ electron and hole recombine and emit a photon with energy hν′ = EBG − EB

electron-hole pair recombines, produces an optical photon with lower energy than the band gap of
the crystal and thus has a sufficient free path length to be detected.

In activated inorganic scintillators, small amounts of impurities, called activator atoms, are
added to the crystal lattice. Thereby, energy states within the forbidden energy gap are created.
Along the transition path of ionizing radiation through a scintillator crystal, electron-hole pairs are
generated. Holes will drift to activator sites and ionize them and electrons with high energy are
cooled down to the bottom of the conduction band by inelastic interaction. Thereby, they could
migrate quasi-freely through the crystal until they recombine with an ionized activator atom to
an excited state and neutralize it. If the transition from the excited to the ground state of the
activator atom is allowed, the electron will de-excite quickly and emit a corresponding photon. For
a forbidden transition, the electron has to raise to a higher excited state from which the electron
is allowed to de-excite by an increment of energy. Usually the thermal energy of the crystal is
sufficient [1].

In self-activated inorganic scintillators, the holes drift to the top of the valence band while the
electrons are cooled down to the bottom of the conduction band after several inelastic interactions
and associate with each other to an exciton. An exciton is a quasiparticle that exists in insulators
and semiconductors which can transport energy without transporting electrical charge, and is very
similar to a hydrogen atom with lower binding energy because of the small effective mass. The
exciton has discrete binding energy states and the decay depends on the overlap of the wave-
functions of the electron and electron-hole. If the electron recombines with the electron-hole, a
photon is emitted with the energy of the band gap, decreased by the binding energy of the exciton.
The schematic process of the generation of optical photons by self-activated inorganic scintillator
is illustrated in Figure 10.
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2.4.4 Cherenkov radiation

The emission of photons created by a charged particle, passing through a dielectric material which
has a velocity greater than the speed of light in that material is called Cherenkov effect. cm is
the speed of light in that material with cm = c

n(ω) where c is the speed of light in vacuum and
n(ω) is the refractive index of the dispersive material. The required velocity for photon emission,
vparticle, depends on the refractive index of the medium. Cherenkov radiation has a short response
time compared to scintillator and is in the order of picoseconds. Therefor, the detector has to be
exceptionally fast in order to make use of the fast response. Compared to scintillation emission,
the Cherenkov radiation has a low average number of created photons. The average number of
photons produced by a charged particle per track length with vparticle > cm, ist calculated by

dN

dx
= 2πz2α sin2(θ)

∫ λ2

λ1

dλ

λ2
. (11)

The emission of electromagnetic waves, i.e. the Cherenkov photons, is created by polarization
and consecutive depolarization of the surrounding atoms in the crystal lattice by a relativistic
charged particle. If vparticle > cm the electromagnetic waves emitted by depolarization of the
atoms can interfere constructively and therefor, photons can be emitted. A cone shaped wave
front with a characteristic opening angle θ, called Cherenkov angle, as shown in Figure 11, is
created, which is given by

cos(θ) =
1

βn(ω)
, (12)

with β =
vparticle

c . The Cherenkov angle depends on the particle velocity and the refractive
index, as shown in Equation (12).

2.5 Silicon photomultipliers

Silicon photomultipliers (SiPM) are silicon-based single photon avalanche diodes (SPAD) combined
in an array. Compared to photomultiplier tubes (PMT), which have been developed since the
1940s and have almost exploited the technically feasible potential, SiPMs are at an earlier stage
of technical development. SiPM have a higher detection efficiency, a higher gain, can be built
compactly and are insensitive towards magnetic fields. Furthermore, they can be operated in a
low voltage range, whereas PMTs for electron acceleration are operating in the range of kV and
therefore need to be powered with higher safety-related attention [20]. A disadvantage and main
reason for noise of SiPMs are thermically caused avalanches.

SPADs are p-n transition operated at a bias above the breakdown voltage. At this voltage
charge carriers can be accelerated to a sufficient energy to generate additional electron-hole pairs.
This effect proceeds cascading and results in a charge avalanche. The process of self-sustaining
generation of electron-hole pairs can be suppressed (quenched) when decreasing the bias voltage
with a quenching resistor Rq below the breakdown voltage [21].

A thermal electron can be generated and forms an avalanche due to the bias. The dark count
rate (DCR) is defined as the time frequency of the thermic caused avalanches. Furthermore, a SiPM
has a temperature-dependent gain and should therefore be operated at a constant temperature.
Another factor which is responsible for a higher noise is the optical crosstalk between two SPADs,
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Figure 11: Illustration of the Cherenkov effect caused by a charged particle with velocity vparticle >
cm in a dielectric material. The wavefront with the characteristic opening angle θ is created by the
constructive superposition of the electromagnetic waves of the neighboring dipoles.
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where a photon is generated by an electron during the avalanche and is then absorbed by an
adjacent SPAD. This photon generates an electronic hole pair in the adjacent SPAD, which leads
to an avalanche. Furthermore, a SPAD needs a certain cooling phase after a breakdown, which
can last several hundred microseconds and thereby defines the maximum count rate. In addition, a
SiPM has only a certain geometric fill factor due to the space requirement of electronic components,
as well as a delimitation between the SPADs to keep the crosstalk as low as possible.

By generating a measurable electrical signal it is possible to detect single photons due to the
avalanche generated by only one charge carrier. In Figure 12, a an example of an electronics
schematic of a SiPM is shown. Due to their mentioned characteristics SiPMs can be considered as
an alternative to conventional PMTs. In the field of combined medical imaging such as PET-MRT,
SiPMs are the primary photo detector of choice, because of their insensitivity to magnetic fields.

Figure 12: The simplified electronic layout of a SiPM [22]. The shunt resistor Rs converts the
current of the SiPM into a voltage which is amplified by a pre-amplifier.

A special development of SiPM are so called digital SiPMs (dSiPM). Digital SiPMs combine
the SiPM and dedicated readout electronics on one monolithic Si-chip. Dedicated electronics can,
e.g. TDCs and photon counters or switches can be connected to each individual SPAD. Due to
the possible early digitization of the signal, the device becomes, e.g. less sensitive to errors caused
by electronics noise. E.g., a method of efficiently reducing the overall DCR is the possibility to
disable individual SPADs with DCRs significantly higher than the average (so called screamers).
After a photon is detected, the SPAD is resequenced by a quenching transistor and after readout it
is recharged by recharge transistor and again sensitive [2]. In Figure 13 a schematic representation
of a dSiPM for the case of the digital photon counter is sketched.

2.5.1 The digital photon counter developed by Philips

The digital photon counter developed by Philips (DPC) consists of 16 dies, which represents the
smallest independent unit of the DPC (tile) and each of them is able to perform the data acquisition
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The Digital Silicon Photomultiplier –
Principle of Operation and Intrinsic Detector

Performance
Thomas Frach, Member, IEEE, Gordian Prescher, Carsten Degenhardt, Rik de Gruyter, Anja Schmitz,

and Rob Ballizany

Abstract—We developed a fully digital implementation of the
Silicon Photomultiplier. The sensor is based on a single photon
avalanche photodiode (SPAD) integrated in a standard CMOS
process. Photons are detected directly by sensing the voltage at
the SPAD anode using a dedicated cell electronics block next
to each diode. This block also contains active quenching and
recharge circuits as well as a one bit memory for the selective
inhibit of detector cells. A balanced trigger network is used to
propagate the trigger signal from all cells to the integrated time-
to-digital converter (TDC). Photons are detected and counted
as digital signals, thus making the sensor less susceptible to
temperature variations and electronic noise. The integration with
CMOS logic has the added benefit of low power consumption and
possible integration of data post-processing.

In this paper, we discuss the sensor architecture and present
first measurements of the technology demonstrator test chip.

I. INTRODUCTION

RECENTLY, the Silicon Photomultiplier (SiPM) gained
interest as a potential candidate to replace photomul-

tiplier tubes for reasons of ruggedness, compactness and
insensitivity to magnetic fields. Other advantages of solid
state detectors in general are their low operating voltage, low
power consumption and large scale fabrication possibilities.
Today, silicon photomultipliers operate in an analog way.
The passively-quenched Geiger-mode cells of the SiPM are
connected in parallel through a long interconnect, and the
resulting output signal is therefore the analog sum of the
individual currents of all cells. Hereby, the good intrinsic
performance of the SPAD is not fully utilized, as the generated
signal is deteriorated by the relatively large parasitics of
the on-chip interconnect, the bond wires and the external
load. Furthermore, susceptibility to electronic noise and high
sensitivity to temperature variations are typical characteristics
of the analog SiPM.

Also from the system perspective, large scale applications of
analog silicon photomultipliers imply some design challenges.
In systems comprising several tens of thousands of channels,
reading out every single channel can become a difficult
task. Usually, a dedicated multichannel mixed-signal ASIC is
needed to condition and digitize the silicon photomultiplier
output signals. As the single photon response is still in the
mV range, the signals can be easily affected by interference,
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The authors are with Philips Digital Photon Counting, Weisshausstrasse 2,

52066 Aachen, Germany (telephone: +49 241 6003 613, e-mail: digitalpho-
toncounting@philips.com, web: www.philips.com/digitalphotoncounting).
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Fig. 1. Scintillation light detector systems based on the analog (a) and digital
(b) silicon photomultiplier.

electronic noise or unstable baseline due to high dark count
levels, thus rendering single photon trigger impossible. In-
terference from the switching digital part into the low-noise
analog front-end of the readout ASIC can additionally affect
system performance. Differential current-mode logic design
can be used to minimize the switching noise in the digital
part of the ASIC at the expense of significant increase in
power consumption and heat generation. A typical single-
channel sensor/readout system based on the analog silicon
photomultiplier is shown in Fig. 1(a).

The same functionality can be realized in a single chip
according to the scheme shown in Fig. 1(b). Here, the SPADs
are integrated with conventional CMOS circuits on the same
substrate. Each SPAD has its own readout circuit, which
also provides means for active quenching and recharging
of the SPAD. A one bit memory cell integrated next to
the SPAD can be used to selectively enable or disable the
respective diode. Each cell, composed of the SPAD itself
and the corresponding electronics block, is connected to the
time-to-digital converter via a configurable, balanced trigger
network. A separate synchronous bus is used to connect each
cell to the photon counters to determine the number of detected
photons. Eventually, correction look-up tables and other data
post-processing could be implemented on the same chip. Also,
the bias voltage generation could be fully integrated with the
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Figure 13: Structure of a dSiPM for optical photon detection systems [2].

and photon counting separately. Every die contains four pixels. Furthermore, each pixel consists of
four sub-pixels which contain 3200 individual SPADs. The simplified structure of the DPC is shown
in Figure 15. A SPAD is capable of detecting exact one (first) photon per acquisition. Therefor,
the dynamic range per event and die is defined by the number of SPADs per die. Furthermore
it is possible to configure the acquisition sequence, see Figure 14. The DPC is a digital silicon
photomultiplier with a single photon time resolution of 101 ps FWHM (for the case of a DPC-
pixel) [23]. The DPC has a photon detection efficiency and is due to how efficient the detector can
detect optical photons in a certain spectrum. The higher the PDE, the higher is the probability
of detecting an incident photon. Characteristics of the DPC are shown in Table 1.

ready integration readout rechargevalid?
yes

no

≤(5-40) ns (0-20) μs 680 ns

Trigger 

(5-80) ns

Figure 14: Process of an acquisition sequence for one event of a DPC developed by Philips [24].

Each Die has an independent trigger-network which triggers the acquisition sequence and defines
the time of creating the timestamp [24]. Each individual SPAD has a trigger-line connected to
a trigger-network, which again is connected to an on-chip TDC. The trigger-network can be set
individually to a certain number of SPAD signals within a time frame which is necessary to start
the TDC. If the TDC is not triggered within this frame (validation phase), the triggered SPADs
are reseted. This can reduce the probability of releasing a false valid event by the DCR and keep
the deadtime as low as possible.
In the case of a valid event, the TDC and the system starts with the integration phase. The
detected photons on the individual SPADs are stored separately from the electronic cell. After the
collection time the individual SPADs of the photon accumulator are read line by line in order to
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prevent a high wattage at global recharge. Subsequently, the system (TDC, trigger network) is
reseted to be sensitive again for the next event.

For an increasing number of simultaneously impinging photons, saturation effects increase due
to the limited dynamic range (i.e. number of SPADs per die). This effect can be corrected by
following equation:

p = N ln

(
k

N

)
. (13)

p number of incident photons corrected for the pixels photon detection efficiency
N number of active SPADs
k number of fired SPADs
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Figure 1. Layout schematics and naming convention of the Philips DPC [12]. The complete sensor tile
(left) has an area of 32 mm⇥ 32 mm and is subdivided into 16 dies with an area of 7.9 mm⇥ 7.2 mm each,
representing the smallest independent unit of the detector (magnification). Each die is subdivided into 4
pixels with an area of 3.9 mm⇥ 3.2 mm, which again are subdivided into 4 sub-pixels.

2 Method

2.1 The Philips DPC

The Philips DPC is a digital silicon photomultiplier with an active area of 32 mm⇥ 32 mm. It
comprises 16 (4⇥ 4) individual sensor chips called dies, see figure 1. Each die contains two time-
to-digital converters (TDCs), providing a combined timestamp, and is subdivided into 4 pixels, each
of them equipped with an individual photon counter. Additionally, the pixels are subdivided into 4
sub-pixels, which are connected to the TDCs via a logic network that can be configured to operate
with various statistical trigger levels. Rows of SPADs on the sub-pixels are grouped and connected
to a programmable validation logic network providing a second, programmable, statistical threshold
to validate registered triggers based on the number of fired rows [13].

Two di�erent versions of the DPC-array exist, based on the DPC3200 and DPC6400 sensor
dies, respectively. These die types only di�er in the size and, therefore, the number of SPADs,
i.e., 3200 and 6396 individual SPADs per pixel, respectively. The geometrical layout of the pixels,
dies, and the whole detector array remain the same for both array types. An interesting feature of
the DPC is the possibility to address and activate or deactivate individual SPADs. This allows to
significantly reduce the dark-count rate of the sensor by turning o� a small percentage of SPADs
with the highest dark-count rates [12]. This option also allows to determine the time resolution of
a single SPAD within the sensor.

2.2 Experimental setup & method

A pulsed laser was used for the measurements of the DPC time resolution. The laser was directed
onto two dies of the same array (see figure 2). The time resolution was determined by measuring
the standard deviation of the time di�erences between correlated timestamps coming from the two
dies. Several configurations were tested in order to obtain a full picture of the DPC time resolution:

– 2 –

Figure 15: Schematic layout of a DPC tile [24].

2.5.2 Timing theory

The coincidence resolving time (CRT) is the detection time difference of the first detected op-
tical photons caused by the correlating annihilation photons. In time-of-flight positron emission
tomography (TOF-PET), the CRT is an important parameter for determining the location of the
electron-positron annihilation which influences the signal-to-noise ratio during image reconstruc-
tion. The CRT depends on the resolving time of the detectors and the material dependent timing
characteristics of the luminescent response to radiation. Currently, a CRT for SiPMs under lab-
oratory conditions can be achieved in the range of 175 ps-330 ps FWHM can be achieved under
laboratory conditions [25]. Due to the almost instantaneous emission of Cherenkov photons due
to ionizing radiation, might be promising to use this radiation for improving the CRT. One disad-
vantage is the low light yield for Cherenkov radiation and the limited photon detection efficiency
(PDE) of current detectors.
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DPC-Tile
Number of Dies 16 (4 x 4)
(smallest independent DPC unit)
Outer Dimensions [mm] 32.6 x 32.6
Glassplate and Glue 100 + 75
thickness (front side) [µm]
Fill Factor [%] ≈ 74
DPC-Die
Max. Event Rate 122 kcps
Dimensions [mm] 7.886 x 7.159
Number of Pixels 4 (2 x 2)
Active Pixel Area [mm] 3.8016 x 3.2
SPADs per Pixel 3200
SPAD Size [µm] 59.4 x 64

Table 1: Characteristics of the DPC developed by Philips [5].

2.5.2.1 Timing resolution of the DPC

In this sub-seciton the essential factors responsible for the timing resolution of radiation detec-
tors for TOF-PET are described. In general, the timing resolution for dSiPM based scintillation
detectors can be parameterized using the following equation,

TR(n) =
p0

np1
+ p2, (14)

where n is the number of photons, p0 is the time resolution relative to the system time resolution
and p1, p2 represents the time resolution as a function of the number of photons [26].

For a high number of photons the time resolution TR(n) converges asymptotically to the
system time resolution, depending mainly on electronics jitter (time-pick-off jitter, jitter of the
time-to-digital converter (TDC) and the clock jitter) which are limiting the time resolution. The
time-pick-off jitter is due to noise, the TDC jitter is caused by electronic effects of the device and
the clock jitter is caused by the distortion of the electric time pulse due to signal transmission to
the DPC. As the resolution depends on the number of absorbed photons per avalanche per SPAD.
Thus, the timing resolution of two SPADs which have absorbed a different number of photons in
a period, increases. However, the time resolution is decreasing for a higher photon intensity with
a minimum in the range of 10 to 100 photons per SPAD triggering, simultaneously. This effect
can be explained by the increasing probability for fast breakdown. In a further increase of the
photon intensity the time resolution increases again, but for that no explanation exists. A time
resolution of 42 ps ± 0.8 ps FWHM with a Die as active area with 20 % inactive sells can be achieved
under laboratory conditions [23]. It was observed that an increasing number of deactivated cells is
improving the time resolution. This effect can be explained by the reduced influence of the trigger
network skew as main part for a better resolution. The triggered network skew could be improved
even better due to optimizing the detector architecture [23, 27].

After the influence of electronics on time resolution has been analyzed, the influence of the
localization of the charge carrier injection and the statistical variation of the avalanche growth are
discussed below. The structure of a SPAD is illustrated in Figure 16. The statistical fluctuation of
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the avalanche growth is a significant limiting factor of the time resolution, which is influenced by
the field strength distribution in the depletion layer. The spatial dilatation of an avalanche can be
separated into three scenarios (scenario I - III in Figure 16). I Cascade generation of electron-hole
pairs by the bias Vbias in longitudinal direction. II Diffraction of charge carriers in lateral direction.
III During an avalanche a photon is generated and is reabsorbed in the depleted region and thereby
causes a spatial distribution of the charge-carriers.

The location of the charge-carrier injection can also separated into three different cases (scenario
IV - VI in Figure 16). IV the incident photon is absorbed at the edge of a SPAD and thus
has a spatial limitation which slows down the avalanche growth. V absorption of a photon by
photoelectric effect in the depletion zone which produces an immediate avalanche. VI absorption
of a photon in the epitaxial layer. Thereby the excited electron has to diffuse into the depleted
zone until it causes an avalanche [23].
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Figure 6. Schematic of possible avalanche growth processes occurring in SPADs: longitudinal (I), lateral
(II) and photon assisted avalanche growth (III). Localisation of the charge-carrier injection at the edge of a
SPAD (IV), directly in the depletion region (V) and avalanche breakdown after electron di�usion toward the
depleted region (VI) are also indicated.

simplified scenarios can be distinguished: case (IV) of figure 6 shows avalanche spread at the edge
of the SPAD where the direction of the avalanche build-up is limited by spatial (field) constraints
resulting in a slower build-up. Case (V) shows the photoelectric interaction of the impinging optical
photon in the depletion region. The released photoelectron can trigger the build-up immediately. In
case (VI) the photon is interacting in the epitaxial n-doped layer beneath the depletion region. Here
the charge carrier needs to di�use towards the depletion region before an avalanche can be initiated.
According to literature this e�ect is giving rise to a di�usion tail and adds in additional time jitter
to the avalanche build-up [21, 24]. As the penetration depth of blue light is small, the influence of
charge di�usion is likely to have a relatively small impact on the observed time resolution presented
in this work.

Statistics of triggering photons In order to understand the presented results of the SPAD TR also
the statistical nature of the number of photons triggering an avalanche needs to be discussed. The
following derivation addresses the variation of the number of photons simultaneously triggering
an avalanche in each SPAD when considering a coincidence-setup of two SPADs. The result of
this discussion is plotted as dashed grey line in figure 7 and explains why the values of the time
resolution at very low light intensities can be interpreted as the SPTR of the SPAD. More precisely,
this curve represents the probability that an avalanche is triggered by exactly 1 photon in each SPAD
and can be derived starting from a Poisson distribution for the laser intensity per pulse

Plaser(�, n) =
�ne��

n!
, (3.2)

with n the number of photons hitting a given SPAD and � the average laser intensity. For the
case that exactly one photon is triggering an avalanche in the SPAD the probability distribution is
evaluated for n = 1.

– 8 –

Figure 16: Schematic structure of a SPAD produced in CMOS technology [23]. Scenario I - III
illustrates the spatial extension of an avalanche growth. Scenario IV - VI illustrates the different
locations of a photon, absorbed by a photo electric effect.

2.5.2.2 Scintillation and Cherenkov radiation timing resolution

The time resolution of a detector convenient for TOF-PET is essentially dependent on the used
scintillator crystal. In addition, there is the possibility to detect the Cherenkov light, emitted by
the dipoles of a dielectric medium by a charged particle propagating faster than the speed of light
in this medium, which is emitted almost immediately. A disadvantage is the low light yield of this
radiation. The main causes for the timing distribution of the CRT due to the scintillator and the
detected light will now be described in the following.

Among others, the time resolution of a scintillator based detector system depends on the photo
electron density generated in the photon detector, emitted photon count, decay time, rise time,
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Figure 17: Illustration of the detection time difference of annihilation photons caused by different
absorption positions in the scintillators.

surface properties, reflector properties, refractive index and the position of the photo electric
absorption of the γ-photon in the detector. A reason for the degradation of the CRT is the prop-
agation time in the scintillator crystal. Moreover, due to the different absorption positions of the
two correlating 511 keV γ-photons as shown in Figure 17, a time difference results as propagation
path length for optical photons is different. This results in a time difference

∆t =
∆d(1− n)

c
, (15)

where ∆d = |d1−d2| is the position difference, a is the crystal length and n is the refractive index of
the scintillator. For this approximation it was assumed that the γ-photon and scintillation photon
were emitted in both crystals perpendicular to the detector plane. A further worsening of the CRT
is caused by an increasing average path length of the scinitillation photons increasing the crystal
thickness.

A model, describing the possible CRT for a particular scintillator will be briefly discussed below.
In general, there are some properties for a better time resolution: high light yield of the emitted
photons, low decay time and low rise time. The emission of scintillation photons can be described
by a bi-exponential function [28, 3],

pte(t|Θ) =
∑
i

Pec,i
1

(τd,i − τr,i)
∗
[
e
− t−Θ
τd,i − e−

t−Θ
τr,i

]
. (16)

pte probability density function (PDF) of emitting scintillation photons at time t
Θ absorption time of a γ-photon in the scintillator
Pec,i probability for the scintillation mechansim i which contributes to scintillation
τd,i decay time of the scintillation process i
τr,i rise time of the scintillation process i

The corresponding cumulative distribution function (CDF) is

Pte(t|Θ) =

∫ t

Θ

pte(t̂|Θ)dt̂. (17)

Since there is currently no analytical description of the surface effects, crystal length, refractive
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index to the photon detection timestamp, these effects are considered by the PDF pttrans with
transit time ttrans and σtrans. This generalization by a PDF on the set TN consisting of N discrete
timestamps is possible due to the assumption of statistically independent and identically distributed
photons. pttrans is often approximated by a normal distribution. Therefore the PDF of the emitted
scintillations photons can be written as

ptn(t|Θ) =

∫ t−Θ

0

pte(t− t̂|Θ) · ptrans(t̂)dt̂. (18)

With the corresponding CDF,

Ptn(t|Θ) =

∫ t−Θ

0

Pte(t− t̂|Θ) · ptrans(t̂)dt̂. (19)

For an ideal detector which is characterized by recording all timestamps for all detected photons
and considering the order of detected photons, the PDF of the nth of N photon results in

f(n)|N (t|Θ) =

(
N

n

)
· n · Ptn(t|Θ)n−1 · (1− Ptn(t|Θ))N−n · ptn(t|Θ). (20)

The PDFs f(n)|N (t|Θ) of the first five and the tenth detected scintillation photons with a transit
PDF, approximated by a Gaussian distribution with σtransit = 124 ps [3] is shown in Figure 18a.
LSO was assumed as scintillator crystal in the calculations. Figure 18b shows the probability
density ptn of a LSO crystal with τd,1 = 33.3 ns, τd,2 = 7.1 ns, τr = 70 ps and a yield-ratio of 0.07.

The lower bound for the best possible timing resolution which is constituted to the intrinsic
timing resolution of a detector system, is theoretically given by Cramér-Rao lower bound, which
is described as follows

var(Ξ|Θ) ≥ 1

ITN (Θ)
, (21)

with IN (Θ) being the Fisher-information. For more information about the Fisher-information
and the Cramér Rao lower bound, a reference is made to further literature [28, 29].
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Figure 18: Figure (a) shows the probability density of the first five photons and the 10th Photon
and Figure (b) shows the probability density pn of a LSO scintillator crystal.

3 Experimentalsetup and analysis

In this section the experimental setup, which was simulated, as well as the used materials are
described. The structural setup of the simulation, as well as the simulation data output, are
explained as well. Towards the end of the chapter, the analysis of the data which were extracted
by the simulation are discussed in more detail.

3.1 GEANT4 application

The GEANT4 application used in this work is based on the application developed in the course
of a master thesis in the same field of research [5]. The simulation was developed further over
the course of the work and adapted to answer a particular question. The data storage as well as
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the detector construction were fundamentally changed related to the scintillator crystal dimension.
The main focus in the simulation was the determination of the CRT calculated from correlating
511 keV annihilation photons and its dependence on the length and surface finish of the crystal.
The surface between scintillator and reflector is simulated and compared with different simulation
models provided by GEANT4. Furthermore, the detector-specific properties of the DPC such as
time jitter, influence of deactivated SPADs (inhibit map), single photon resolving time, PDE and
integration time, were considered in the analysis. In addition, the scintillator BSO was implemented
in the simulation and compared with BGO.

All selectable parameters and their default values are listed in Table 2. The variable parameter
of the detector geometry include the crystal length, scintillator material, scintillator configuration,
number of DPCs and surface finish. The output and basic simulation parameter are controlled
by the remaining selectable parameters such as TXT output, physics list, primary particle energy,
GUI, event filter and number of good events.

Parameter Option Range Default Value
Number of simulated Events -nGoodEvents=N N ∈ [1, 1010] 500
Primary Particle Energy [keV] -primaryE=T T ∈ R 511
Number of DPCs -nDPC=N N ∈ [1, 2] 1
GUI -gui [true, false] false
TXT Output -noTXT [true, false] false
Crystal length [mm] -crystal_length=I I ∈ N 3

Event Filter
-singleInteractions
-mDInteractions
-allInteractions

-singleInteractions

Particle "Gun"

-pencilBeam
-randomBeam
-fanBeam_steps=N
-fanBeam_xpos=X
-pointSource

N ∈ N
X ∈ R

-pencilBeam

Physics Builder

-stdEM_opt4
-physList_penelope
-physList_livermore
-physList_DNA
-physList_lowEP

-stdEM_opt4

Readout Mode

-spad
-title
-sp
-gammastats

-spad

Scintillator Material
-LYSO
-BGO
-BSO

-LYSO

Scintillator Configuration -Array
-singleCrystal

-singleCrystal

Surface Finish -polished
-ground

-polished

Table 2: List of selected parameters.
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3.1.1 Detector geometry

For the user of GEANT4, the NIST database is available with predefined elements, elementary
materials and various compounds. Furthermore, it is possible to combine arbitrary elements into
a substance and define its density. Material properties, such as reflectivity and refractive index
can be attributed to the materials. In the application, the "world" is the volume containing the
complete simulation geometry and providing the relative coordinate system. For this simulation
this volume was defined to be filled with air. The detector geometry, including the source of the
511 keV γ-quanta, the scintillators and the DPCs are defined in this volume. As reflector material,
barium sulfates was used assuming a reflectivity of 99 %. In the simulation two possible scintillation
configurations are selectable (array and single crystal as shown in Figure 19). In case of simulating
a single crystal, the scintillator was covered with a 0.75 mm thick reflector layer on all sides, except
the one facing the detector. If a ground surface was simulated, a 650 nm large air gap is created
between the reflector and the scintillator. The used scintillator materials were composed through
chemical composition of the respective elements and assigned to their physical properties.

The scintillation characteristics for BGO was taken from [30, 31]. The emission spectrum
between 1.56 eV and 3.97 eV was taken from [32]. The refractive index was taken from [33]. Infor-
mation about the emission intensity of BSO have been measured at Delft University of Technology.
The refractive index between 1 eV and 3.1 eV was taken from [34]. The values ranging from 3.1 eV

to 5 eV were extrapolated from these data.
The DPC consists of a stack of different materials which is included in the simulation. Starting

from the scintillator side there is a layer of glass, which is applied to the SPADs with glue consisting
of an acrylic based compound. The glue is assumed as pure acrylic, due to lack of detailed
information. The photodetector consists of pure silicon in the simulation. The photodetector is
placed on top of a circuit board consisting of a compound of Epoxy and SiO2.

In Figure 19, a cross section of the detector structure with a single crystal on the left and array
configuration on the right is shown. A scintillator array has 8 x 8 scintillator crystals with constant
pitch which are merged with a reflecting material. The pixels of the DPC have a different pitch,
which leads to an offset towards the active area of the DPC and the scintillator. Furthermore the
single crystal is centered over a pixel with a base of 3 mm x 3 mm.

For both configurations, (single crystal or array, respectively), the detectors are placed at a
distance of 10cm relative to the origin of the coordinate system. A DPC consists of 4 x 4 Dies,
which again consist of 2 x 2 pixels. One pixel contains 2 x 2 sub-pixels and one sub-pixel consists of
32 x 25 SPADs. SPADs are not explicitly simulated. The fact if and when a SPAD was triggered
was extracted from the position of the impinging photons on the detector surface, which was
compared with the location of the SPADs.

In Figure 20 and 21, the detector in a single crystal configuration with (pink) and without
(blue) reflector cladding and without the glass plate and glue to ensure a better overview is shown.
The scintillator is centered over a pixel of the DPC.
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Figure 19: Detector cross-section of the simulated experimental setup. The left figure shows the
single crystal configuration and the right figure illustrates the array configuration.

Figure 20: The single crystal configuration of the application is shown. Glass plate and glue are
removed for a better overview. The smallest detector units which are shown are sub-pixels.
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Figure 21: The single crystal configuration in angled view without reflector cladding is shown.
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3.1.2 Particle source

The particle source in the simulation is located at the origin or offset from the origin on the X-axis,
respectively, and creates 511 keV γ-photons with vertex to detector direction. Depending on which
interactions are supposed to be simulated (all interactions, single interactions), the particle source
emitts particles until the adjusted nGoodEvents are reached. Configurations of particle sources
(so called particle guns) are listed in Table 2 and are explained in the following:

fanBeam_steps=N

Here, the particle source is moved N -times from the origin on the X-axis. N fan beams which
are equidistant to each other are generated. Depending on which option (single crystal or
array), the extension of the radiated region is either the scintillator crystal or the array block.
For each position of fan beam nGoodEvents/N good events are generated. The fan beam is
positioned in the YZ-plane and is normal to the X-axis. Figure 22 shows the configuration
in the simulation.

Detector

Fan Beam

•

•

•

Source 1

Source N
2

Source N

Figure 22: The fan beam N configuration is shown. The source is placed in the origin with N steps
in X-direction per run. At the beginning the source is placed at the border of the detector. The
offset per step is calculated as follows: Offset = detector width/N and per step nGoodEvents/N
are simulated.

fanBeam_xpos=N

The beam source is located in the origin with an offset X, selected by the user, on the X-axis
and irradiates the scintillator (single crystal) or the DPC (array) in the YZ-plane . Here,
the position of the particle source is fixed for all events. Figure 23 shows the simulation
construction.

pointSource
When a simulation of a single crystal is configured, the particle source is centered over the
scintillator crystal in the XY-plane. In other configurations the particle gun is located in the
origin. Back-to-back photons are generated pairwise. This means, that the first photon has
a randomly created direction (depending on the set particle gun) towards the first detector,
whereas the second annihilation photon has an inverse momentum compared to the first
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~x

~y

~z

X

Figure 23: The fan Beam X configuration of the simulation is shown. The source position is placed
in the origin with an offset X in X-direction. This position is fixed for the whole simulation. The
photon beam direction is randomly distributed in Y-direction.

photon. The direction of the first photon is newly chosen for each created particle in the
source. The interaction of the particles are evaluated until an event is evaluated as good.
Only after that the second annihilation photon is created and simulated. In Figure 24 the
setup in the simulation is shown.

Detector 1

◦

◦

180°

•
Source

Detector 2

Figure 24: The point source configuration with a particle gun in the origin with back-to-back
detectors is shown. In this illustration only the sixth photon reaches the detector (marked by the
blue circle) gets detected by the first detector. The momentum of the photon is saved and rotated
by 180 °(back-to-back). The next photons are "fired" in this direction until an event is counted as
"good" by the application. Thereby only one line is drawn to the second detector.

pencilBeam
The particle source is located centered against the scintillator in the XY-plane, and emits
photons in Z-direction. This type of source is used to cross-check the properties of 511 keV

photons like mean free path length in a particular scintillator crystal. Thereby, comparisons
between simulation and literature can be made, to review the implemented physics. In Figure
25 the simulation-setup is shown.
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Source

Figure 25: Shown is the pencil beam configuration in the simulation. The point source is placed
centered over the scintillator and directs 511 keV photons in Z-direction.

3.1.3 Data aquisition and output

In GEANT4, The data of the simulation are generated in form of hits in GEANT4. A hit is
recorded, if a physical interaction or an accumulation of interactions of tracks happens within the
defined sensitive region. The definition of sensitive detector areas, which in a concrete example are
scintillator, glass plate and sub-pixel, is important. The generated hit data, is stored in the Hits
Collection.

Figure 26 shows the file structure which is generated by the application during a run. The struc-
ture of the folder name Sim Config # has a unequivocal declaration and is build with short variable
names of the set simulation parameters: "PhysicsList _ParticleGun _EventFilter _NumberOf-
SimulatedEvents _NumberOfDPCs _PrimaryParticleEnergy _ScintillatorMaterial _Scinitllator-
Configuration _SurfaceFinish _CrystalLength". Due to stability problems of the simulation whose
source has not been found yet, a trash folder is prepared. At the start of the run, the ROOT file
is prepared in this folder. If the event is evaluated as "good" and the simulation processes until
the end, the ROOT file is moved to the "root" folder. In this way, complications in the analysis
are avoided. The created folders are constructed in a way, that different simulations with the same
parameters are stored in the same folder. In this way, several simulations can calculate parallel,
and thereby more events can be simulated faster. The respective, individually prepared filenames,
are shown in Figures 27 and 28. It is also possible to prevent the generation of "* .txt" files with
the option "-noTXT", in order to save space. All information which is included in the "*.txt" files,
and more, is contained in the ROOT files and can be used for data analysis.

Before each event, six NTupels, are generated. An NTuple is a sequence of N elements of basic
data types which may be manipulated in further processes. Its content is depicted in Figure 28.
In the same the data structure of a "*.root" file, which is created during a run, is outlined. If
an event of GEANT4 is classified as "good", the Hits Collection data are saved on the respective
NTuples and are written into "*.txt" files. As depicted in Figure 27, one simulation and N -events
files are created for each run.
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Figure 26: File structure created during a simulation.
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Figure 27: Structure of the created "*.txt" files per run. Each file consists of header and the corresponding files. The simData file is created at the
beginning of a run an every good event writes the calculated data in the file and at the end of a run the file is closed. The txtData files are created
and written only once per event and contain information about the γ-photons, created and detected optical photons.
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Figure 28: The structure of a ROOT file created per run is shown. The file contains n gamma statistics, optical photon statistics, electron statistics,
scintillator, glass plate and SPAD trees corresponding to the n events per run. Each tree contains several branches with different information, e.g.
gamma statistics contains only information about γ-photons created from the particle gun, bremsstrahlung and characteristic X-rays.
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3.2 Data analysis

In the data analysis, the user has to state the directory, where the ROOT files which are supposed to
be analyzed, are located. Afterwards, the files are opened, read in, and closed again. It turned out,
that ROOT has unexpected problems with the simultaneous opening and closing of different files.
The data structure is the same as shown in Figure 28. Depending on which plots are supposed to
be created, data is used and edited by the respective functions. In Figure 29 the schematic process
of the analysis of a simulation is shown in general. The direction of the arrows determines the
information path or data transfer.

root
MyDataReadout MyDataManagement

MyEventData

MyPlotsAndGraphs

Data Preparing

Generating Plots

myAnalysis

Data Storage

root

pdf

root

pdf

Analyse Process

Figure 29: Schematic illustration of the process of the analyse application.

The data analysis of the simulation files, takes place over 5 stations starting from the data
readout

MyDataReadout
The respective "* .root" files are searched, opened and written to the application’s internal
memory (MyDataManagement).

MyDataManagement
The structure of this class corresponds to the structure of a ROOT file as shown in Fig-
ure 28. There are 6 classes available which are written by MyDataReadout and read by
MyEventData.

MyEventData
Evaluates simulation data retrieved from MyDataManagement for the respective plots. De-
tector properties such as single photon count, inhibit map, PDE and time jitter are considered
here.

MyPlotsAndGraphs
Plots the simulation data, processed in MyEventData.

myAnalysis
Start of analysis, includes the main() function. The plots desired by the user, which are to
be created in MyPlotsAndGraphs, are selected.
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3.2.1 Analyse detection time

Detector-specific properties are considered in the analysis. These properties are the photon detec-
tion efficiency (PDE) [35] shown in Figure 30, the inhibit map, the single photon detection and
the time jitter due to intrinsic time resolution of the detector. Each of these detector properties
can be turned on and off in the analysis.

The inhibit map is an array of randomly selected SPAD IDs of a pixel, which are disabled.
The number of disabled SPADs per pixel is indicated in %. If a photon hits such a SPAD it gets
counted as not detected and is ignored in the following process. Due to fabrication defects and
thermic caused avalanches some SPADs have a high DCR. To suppress this error, an inhibit map
of disabled SPADs is generated.

In Figure 30, the PDE as a function of the wavelength is shown including the pixel-fill-factor
of (74 % [35]). The selection whether a photon is ignored by the PDE or not, occurs randomly.
For each photon energy, a specific PDE exists, which is selected for the respective photon in the
analysis. A uniformly distributed random number is generated ∈ [0, 1]. If the generated number
is smaller than the respective PDE, the photon is accepted.
In order to investigate the impact of the PDE on the coincidence timing performance, two artificial
PDE distributions were simulated additionally and compared to the real one. On the one hand,
UV-enhanced (PDE 0.4 between 400 nm - 269.53 nm) and on the other PDE 1 between 600 nm -
269.53 nm. Off this limits, the PDE measured by Philips was used.

Figure 30: Typical photon detection efficiency of DPC3200-22-44 [35].
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It is considered that individual SPADs during the integration time can only detect one photon
which is further called SPDDIT (single photon detection during integration time). Therefor, all
SPADs which had an avalanche during an event are saved and deactivated. Subsequent photons
are therefor no longer detected.

The time jitter is included to the detection time of a detected photon and conforms to a
random number of a Gauss distribution with standard deviation σ, with its mean being the initially
simulated photon detection time and the σ the SPTR of the SPAD. Therefor, after adding the
jitter, a new order of detected photons can occur.

Since in this work the analysis of the CRT for various parameter settings was a main task, the
creation of the CRT in the analysis script is briefly explained in Figure 31. If the photon trigger
level was assumed to be set to single photon, the CRT is given by the temporal difference of the first
detected photons of the two detectors responding to the same coincident event. In the analysis
the CRT dependent on the trigger level was investigated during the analysis, various detector
properties like photon detection efficiency (PDE), inhibit map and time jitter are implemented. It
is possible to activate or deactivate each detector property individually.
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Detected Photon Timstamp [ps] SPAD ID

1. Cherenkov 433 0.576

2. Cherenkov 461 1.341

3. Scintillation 473 0.201

4. Cherenkov 500 3.790

5. Scintillation 642 2.40

6. Scintillation 765 0.102

Detected Photon Timstamp [ps] SPAD ID

1. Cherenkov 428 2.122

2. Cherenkov 439 0.66

3. Cherenkov 457 1.523

4. Scintillation 500 3.772

5. Cherenkov 661 1.54

6. Scintillation 760 0.241

Event 2

Event 1

Inhibit Map

SPAD ID

0.576

1.523

2.40

3.123

0.111

3.714

PDE

Time Jitter

+ 20 ps

- 43 ps

- 2 ps

+ 53 ps

- 10 ps

Detected Photon Timstamp [ps]

1. Cherenkov 457

2. Scintillation 493

3. Scintillation 767

Event 1

Detected Photon Timstamp [ps]

1. Scintillation 553

2. Scintillation 865

Event 2

CRT = 457 ps - 553 ps = - 96 ps

 5% disabled SPADS, e.g.:
e.g. Gauss distribution 
       sigma = 50.96 ps

Figure 31: Example of a CRT calculation sequence including inhibit map, PDE and time jitter. The first six detected photons of the two correlating
events are listed with timestamp and SPAD ID. At the beginning it is compared whether the photons have hit a disabled SPAD. If a photon hits a
disabled SPAD it does not appear any further. After this it is calculated whether a photon is detected or not due to the PDE. Lastly, a time jitter is
created based on a Gaussian distribution with a defined standard deviation σ = 50.96 ps [23] and added to the timestamp of the remaining photons.
A new descending chronological sequence is defined, whereas the first detected photons form the CRT.
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3.3 Scintillator materials

Bismuth Germanate (Bi4Ge3O12, BGO) is a scintillating material produced since the 1960s [36].
BGO is frequently used for gamma ray detection because of its high density, high atomic number,
cheap production, non-hygroscopity and high light efficiency. Due to the long decay time of BGO,
the temporal resolution seems to be inhibiting its application in TOF-PET. Compared to other
inorganic scintillators. The photoelectric absorption for γ-photons is high due to the high atomic
number of the material. However, BGO provides a high refractive index, which is beneficial for
the emission of Cherenkov radiation, the threshold for Cherenkov photon emission decreases with
increasing refractive index.

Additionally, Bismuth Silicate (Bi4Si3O12, BSO) was implemented into the simulation due to
its shorter decay time, higher radiation hardness and low production cost compared to BGO [37].

In Table 3 some properties of BGO and BSO are listed.

BGO
Density Effective Light Yield Decay Time Cut-on Wavelength Energy Resolution
[g cm3] Atomic Number [phot.MeV−1] [ns] [nm] FWHM

7.13 [36] 75.2 [38] 8200 [30]
60 (10 %) 300 (90 %) [31]
85 (6.5 %) 370 (93.5 %) [39]

300 11.5 % [39]

BSO
Density Effective Light Yield Decay Time Cut-on Wavelength Energy Resolution
[g cm3] Atomic Number [phot.MeV−1] [ns] [nm] FWHM
6.8 [37] - 1640 [37] 100 (100 %) [37] 300 22.2 % [37]

Table 3: Properties of BGO and BSO.

In Figure 32, the excitation, photo-luminescence, optical transmittance spectra of different
heavy crystal scintillators and the theoretical limit of the transmittance for some heavy crystal
scintillators are shown.
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Fig. 2. Excitation (red), photo-luminescence (blue) and optical transmittance (green) are shown as a function of wavelength for heavy crystal scintillators
commonly used in high energy physics experiments.

III. TRANSMISSION, EXCITATION AND

PHOTO-LUMINESCENCE

Figure 2 shows a comparison of the transmittance (green
lines, right scale), photo-luminescence (blue lines) and ex-
citation (red lines) spectra as a function of wavelength for
eight samples. The UV excitation and photo-luminescence
spectra were measured by using a Hitachi F4500 fluorescence
spectrophotometer, as shown in Figure 3. The angle θ between
the excitation beam and the sample normal is set to be 10◦ so
that the scintillation emission light collected is not affected
by internal absorption in the sample. Two emission peaks are
observed for the BaF2 sample. They are a fast component
peaked at 220 nm and a slow component peaked at 300 nm.

Optical transmittance were measured by using a Perkin
Elmer Lambda-950 spectrophotometer equipped with double
beam, double monochromator and a general purpose optical
bench with light path up to 40 cm. The systematic uncertainty
in repeated measurements is about 0.15%. The solid black dots
in Figure 2 represent the theoretical limit of the transmittance,
Ts(λ), which is calculated according to reference [2] by using
the refractive index data of BGO [3], BaF2 [4], NaI [5],
PbWO4 [6], [7], CeF2 [8] and CsI [9], assuming multiple
bouncing between two parallel end surfaces and no internal
absorption.

Ts(λ) =
1 − R(λ)

1 + R(λ)
, (1)

where

R(λ) =
[n(λ)crystal − n(λ)air ]

2

[n(λ)crystal + n(λ)air ]2
. (2)

Since there is no existing refractive index data in literature
for LSO and LYSO, their refractive index between 405 and
546 nm was measured by Dr. Guangjun Zhao of Shanghai
Institute of Optics and Fine Mechanics using a V-prism, as
shown in Figure 4. The sample crystal was coupled to the V-
prism with optical oil, which has a similar refractive index of
the V-prism. The refractive angle between the incident light
and the refractive light is a function of the refractive indices
of the sample and the V-prism. By measuring the refractive

Monochromator
and PMT

θ−θ

Hitachi F−4500

UV lamp and

Monochromator

Fig. 3. The setup used for excitation and photo-luminescence measurement,
where positive θ angle indicates no internal absorption.

2286

Figure 32: Shown are the excitation (red, created by a UV lamp and a monochromator), photo-
luminescence (blue), optical transmittance (green) and the theoretical limit of the transmittance
(solid black dots) for heavy crystal scintillators. Figure copied from [32].
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4 Results and discussion

At the beginning of this chapter, the theoretically predicted physical properties are tested. Fur-
thermore, the temporal sequence of detected photons is analyzed separated, according to their
creating mechanisms. After that, the coincidence resolving time is investigated, which is divided
into two areas. On the one hand, the dependence of the CRT on surface properties and crystal
length is examined, and on the other hand, the simulation data is compared with experimentally
determined data. The simulation data is limited to the single crystal configuration.

4.1 Free path length of 511 keV gamma photons in BGO/BSO

The gamma free path length of the primary photon was simulated with a pencil beam (particle
gun is centered and normal to the X-Y plane) with a high number (few millions) of events. The
free path length is the length of an incident particle, from the entry in the matter, until its first
interaction point. In Figure 33 and 34 the free path length for 511 keV photons in BGO and BSO
is plotted. The fitting curve is a simple exponential function

f(x) = ep0+p1∗x. (22)

f(x) photon intensity function
p0 simple constant
p1 attenuation coeffiecient
x depth of penetration

The attenuation coefficient for 511 keV annihilation photons in BGO and BSO was estimated
using the NIST XCOM database [11] is 0.099 035 7 mm−1 for BGO and 0.099 348 mm−1 for BSO.
The calculated value from the simulation is 0.099 741 mm−1 for BGO which is a relative error of
0.98 % and 0.100 011 mm−1 for BSO which is a relative error of 0.67 %. These values correlate
well with those of the literature. In Table 4, the relative proportions of 511 keV γ-photons, which
interact in a scintillator crystal are listed for several crystal lengths. In this case, it must be taken
into account that the particle gun emits the photons perpendicular to the XY-plane for the case
of a pencil beam and thus, the length of the passage through the scintillator is limited by its
length. For the case if a simulated point source the incident photons occur at a certain angle into
the scintillator and thus have a variable interaction length (path through the scintillator). The
probability that both annihilation photons interact in a scintillator crystal, corresponds to the
multiplication of both individual interaction probabilities.

Crystal Length 3 mm 5 mm 8 mm 12 mm 20 mm

Interaction Probability BGO [%] 25.9 39.3 55 69.8 86.4
Interaction Probability BSO [%] 25.9 39.4 55.1 69.9 86.5

Table 4: The interaction probability of 511 keV γ-photons in BGO and BSO for different crystal
lengths calculated with the simulated attenuation coefficient with a pencilBeam as particle source
is shown.
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Figure 33: Free path length of 511 keV γ-photons simulated in BGO with a pencil beam.
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Figure 34: Free path length of 511 keV γ-photons simulated in BSO with a pencil beam.
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4.2 Scintillation and Cherenkov energy spectra

The simulated scintillation and Cherenkov spectra are shown in Figure 35 and 36. Shown are the
spectra for BGO, crystal length 20 mm, surface finish polished and single interaction (only photo
electric absorption). The energy range depends on the in GEANT4 defined energy range of the
refractive index (1240 - 248 nm), because only at this defined range, optical photons are simulated.
The used values of the refractive index are obtained from the refractive index database [34].
The intensity of the Cherenkov emission decreases in the range of 354 - 310 nm in Figure 35
which can be explained by the decreasing transmittance towards the cut-off wavelength of 300nm.
According to theory of radiation by moving chargers, the emission spectrum of Cherenkov photons
should increase proportionally to λ−2 at the range of 1240 - 413 nm, but the number of emitted
photons remains almost the same [40]. An explanation for this phenomenon is, that the increase of
emitted photons is compensated by the reduction of the absorption length with increasing energy.
For short wavelengths, the absorption length decreases further, which causes a negligible probability
of detecting a higher-energetic photon.
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Figure 35: Optical Photon energy spectra defined between 1240 - 248 eV (definition range of
the refractive index) of BGO, crystal length 20 mm, surface finish polished, single interaction
(photoelectric absorption only).

In Figure 36, the same simulation data are is plotted, but including the characteristics of the
photodetector (i.e. PDE, SPDDIT and inhibit map (5 % disabled SPADs) with PDE, SPDDIT and
inhibit map (5 % disabled SPADs) is shown in Figure 36. Because the PDE is defined only in the
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range of 900 - 273 nm, no photons are detected outside this energy range. As a result, the number
of detected photons increases rapidly up to a maximum value (approximately 477 nm) which also
corresponds approximately to the maximum of the PDE. When looking at higher energies the
number of detected photons decreases rapidly, which is due to the shorter absorption length and
lower PDE. The PDE of the DPC developed by Philips, shown in Figure 30, is used.
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Figure 36: Optical Photon energy spectra defined between 1240 - 248 eV (refractive index definition
range) of BGO, crystal length 20 mm, surface finish polished, single interaction (photoelectric
absorption only) with PDE of the DPC, SPDDIT and 5 % inhibit map.

4.3 Optical photon statistics

In this section, distributions of various optical photon counts are discussed. For temporal recon-
struction it is important to know how many Cherenkov and scintillation photons are created per
valid event, how many of them are reflected in the scintillator, detected by the DPC and are lost or
absorbed. An event is valid if the 511 keV annihilation photon was absorbed by the photoelectric
effect in the scintillator. In Figure 37 various statistical photon count distributions are shown.
The number of emitted scintillation photons created per event, are displayed in Figure 37a. On
average, about 4,200 photons were generated, which is approximately half the light yield of BGO
per MeV, which is expected for 511 keV gamma photons.
Figure 37b shows the number of created Cherenkov photons per event. Despite the low number of
emitted Cherenkov photons per event, the first detected photon is mostly a Cherenkov photon due
to the almost instantaneous emission. Thus, the Cherenkov effect is the predominant mechanism
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for the temporal reconstruction of an annihilation event, which is created by the first detected
photons.
In Figure 37c the distribution of photons which were reflected on a crystal surface at least once, are
plotted. Due to the statistical treatment of reflections, reflected photons do not carry information
about their origin anymore. It is obvious that the most emitted photons get reflected and thereby
have a major influence on the temporal reconstruction of an event.
Figure 37d shows the absorbed and lost photons. An optical photon counts as lost or absorbed,
when the photon is not detected in the logical volume of the SPAD (which means the photon is
absorbed in the crystal, hits an insensitive part of the detector or leaves the crystal).
The distributions of detected scintillation and Cherenkov photons are shown in Figure 37e and 37f.
It should be remembered that this two figures the PDE, SPDDIT, inhibit map and integration time
of 128 ns are considered. This explains the significant difference between the number of created
photons and the relatively low number of detected photons.
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Figure 37: Optical photon count distribution for point source 511 keV γ-photon, single crystal
20 mm unpolished BGO scintillator material including PDE, SPDDIT, inhibit map and 1285 ns
integration time. The x-axis illustrates the number of photons/event and the y-axis shows the
number of events with a certain number of photons/event.

4.4 Detected photon count

In this chapter, the results of the number of detected photons simulated with the Glisur and LUT
model provided by GEANT4 for an unpolished BGO scintillator crystal, are discussed. Due to the
many degrees of freedom, the unified model was not examined in detail, since it would otherwise
go beyond the scope of this thesis. Only events where all of the 511 keV were deposited to the
scintillator by the photoelectric effect were taken into account. As described in Section 2.4.2, the
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free parameters of the Glisur model are the reflectivity and surface roughness "polish" which can
take values between 0−1. In the LUT, the surface types ”polishedair” and ”groundteflonair” are
used and the parameter σα is used to simulate the boundary layer scintillator air gap variations.
Figure 38 compares the detected scintillation photon number for the different simulation models
Glisur and LUT and different values of σα. Only scintillator finish type unpolished (ground),
is shown in this figure, since a polished scintillator does not simulate an air gap between the
scintillator and the reflector and thereby is simulated differentely.
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Figure 38: Mean number of detected photons of BGO as a function of the crystal surface roughness
σα. The solid coloured lines are just to guide the eyes and are no interpolation of the diagram.

The PDE as well as SPDDIT and 5 % disabled SPADs were taken into account during the
analysis. The integration validation times were adopted to compare the results with the values
from [7]. The data from [7] correspond to the experimental realization of the simulation and are
listed in Table 5. It can be seen that the results between the different models have no noticeable
difference. Furthermore, no significant change is evident for a scintillator length of 3 mm with
variable σα. The relative error for 3 mm crystal length is in the range 8.05 % - 9.55 %. The
detected photon number for scintillator length 20 mm increases with increasing roughness and the
relative error compared to the experimental value is in the range 0.02 % - 21.83 %.

The simulated photon count for BGO and BSO for different input parameter is listed in Table
6. The surface roughness for the unpolished scintillator was assumed with σα = 0.09 rad and the
reflector surface is simulated with the LUT ”polishedteflonair”. The detected photon count was
separated into detected scintillations and Cherenkov photons. Only photons were considered, which
were detected within the integration time. The relative error between simulation and experiment
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Crystal
Length [mm]

Surface Finish
Integration
Time [ns]

Scintillator
Detected Photon
Count [counts]

Standard
Deviation

3 unpolished 645 BSO 279.15 22.55
20 unpolished 1285 BSO 161.10 14.63
3 polished 645 BSO 239.74 21.94
20 polished 1285 BSO 191.55 27.25
3 unpolished 645 BGO 1048.58 29.59
20 unpolished 645 BGO 669.4 26.9
3 polished 1285 BGO 788.1 30.55
20 polished 1285 BGO 520 26.4

Table 5: Experimental measured detected photon count of BGO and BSO with different scintillator
length and surface finish [7].

Crystal
Length
[mm]

Surface
Finish

Integration
Time [ns]

Scintillator
Scintillation
Photons

Std.
Dev.

Cherenkov
Photons

Std.
Dev.

Relative
Error
[%]

3 ground 650 BGO 952.3 42.16 4.279 2.205 -8.77
20 ground 650 BGO 559 41.32 2.519 1.427 -16.12
3 polished 1285 BGO 947.1 42.31 3.862 2.039 20.67
20 polished 1285 BGO 689.7 38.21 2.772 1.538 33.17
3 ground 645 BSO 255.2 22.72 4.202 2.161 -7.07
20 ground 1285 BSO 138.7 18.03 2.459 1.393 -12.38
3 polished 645 BSO 229.4 21.38 3.804 2.007 -2.73
20 polished 1285 BSO 161.7 17.05 2.792 1.569 -14.13

Table 6: Simulated detected photon count separated in scintillation and Cherenkov photon count
of BGO and BSO with different surface finish and crystal length. PDE, SPDDIT, inhibit map and
integration time are considered.

ranges from 2.73 % - 33.17 %. For scintillators with unpolished surface, the error is between 7.07 %

and 16.12 %, for polished surface it ranges from 2.73 % to 33.17 %. In general, the relative error
for BSO is lower than for BGO. Furthermore, it can be seen that the detected Cherenkov photon
number between BGO and BSO is approximately the same. This corresponds to the expectations
due to the similar refraction index of both materials.

4.5 Photon arrival time

The photon arrival time (PAT) corresponds to the time difference of the γ-photon absorption
time and the detection time of the individual optical photon. It can be differentiated between
the two optical photon creation mechanisms scintillation and Cherenkov effect. Figure 39 shows
the PAT of the first, tenth, and twentieth detected photon of a 3 x 3 x 3 mm3 polished BGO
scintillator. Figures 39a, 39c and 39e correspond to the PAT without PDE, time jitter, inhibit
map and SPDDIT. The remaining three figures show the corresponding PAT when PDE, time
jitter, inhibit map and SPDDIT. It can be seen that the average detection time and detected
scintillation photons to total detected photons increases with higher photon number and with the
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implementation of the detector properties. The PAT with detector properties has an expanded
distribution, compared to the PAT without properties. When looking at the first arriving photons,
Cherenkov emission is the dominant mechanism of the PAT, but it decreases rapidly with detector
properties. Figure 40 shows the ratio detected Cherenkov photons to overall detected photons of
the first 20 detected photons of a high number of events. Figure 40a shows the Cherenkov ratio for
BGO 3 x 3 x 3 mm3 polished and Figure 40b the one of BGO 3 x 3 x 20 mm3 polished. For a 3 mm

long crystal the scintillation creation process is dominant (detected Cherenkov photons/detected
overall Photons ratio below 50 %) even for a threshold set to the 4th detected photon, while when
detector characteristics is not included it is the threshold of 18 photons for a crystal length of
3 mm. For a 20 mm long crystal, the Cherenkov photon ratio below 50 % is noticed for the 3rd

photon with and the 10th photon when not including detector characteristics.
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Figure 39: Photon arrival time of the 1st, 10th and 20th photon for BGO 3 x 3 x 3 mm3 polished.
The three figures on the left are without and the three figures on the right are including PDE,
SPDDIT, inhibit map and time jitter.
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Figure 40: The detected Cherenkov ratio of the first twenty detected photons for BGO polished
(a) 3 x 3 x 3 mm3 and (b) 3 x 3 x 20 mm3 with different PDEs is shown.

4.6 Coincidence resolving time

In the first part of this section, the dependence of the CRT on surface properties and crystal length
is examined and in the second part the simulation data is compared with experimental determined
data [7]. The CRT depends on many factors, such as scintillator material, crystal length, surface
texture, PDE and the detectors time jitter. Measurements were made by a working group at TU
Delft to determine the roughness of the unpolished scintillator, which gave an average value of
σα = 0.09 rad. All following simulated and analyzed data were performed with this roughness for
unpolished scintillators. For polished scintillators no parameter had to be set.

In Figure 41 the CRT for a 3 x 3 x 20 mm3 BGO scintillator crystal with surface finish polished,
and reflector material teflon is shown. Only events in which both annihilation photons were
absorbed by the photoelectric effect in the scintillator were taken into account. The top three
figures from the left show the CRT with PDE from the Philips datasheet [35], PDE 0.4 from 270

- 400 nm and PDE 1 from 270 - 600 nm the detector time jitter. The same simulation parameters,
only without time jitter are shown in the figures below. In these plots, the CRT is drawn for
the individual creation mechanisms of the photons which are arriving first at the photodetector:
Scintillation - Scintillation (S-S), Scintillation - Cherenkov (and Cherenkov - Scintillation) (S-C,
C-S) und Cherenkov - Cherenkov (C-C). This is due to the almost immediate emission of the
photons. The relative C-C ratio increases with improving PDE.
In Table 7, the ratio of the optical photon creation mechanism calculated with the PAT as shown
in Figure 40 and the simulated ratio as shown in Figure 40 are compared. The probability that
both of the first detected photons are Cherenkov photons calculated with the PAT, corresponds to
the square of the Cherenkov ratio of the first detected photon, as shown in Figure 40b.
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Figure 41: CRT of a polished 3 x 3 x 20 mm3 BGO crystal with different PDE with and without time jitter for three different cases [41]. All simulations
are done with 5 % disabled SPADs.
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Time Jitter On
normal PDE UV-Enhanced PDE 1- 600 nm

[%] Simulated PAT Simulated PAT Simualted PAT
C - C 51 50.81 60 59.89 75 75.49
C - S 41 40.94 35 35 23 22.79
S - S 8 8.25 5 5.11 2 1.27

Time Jitter Off
C - C 51 51.38 61 61 77 77.1
C - S 41 40.60 34 34.21 21 21.41
S - S 8 8.02 5 4.80 2 1.49

Table 7: Listed is the ratio of the optical photon creation mechanism simulated and calculated
with different PDEs. The simulated results are created with n individual correlating annihilation
events and the PAT-CRT is calculated with the probability of detecting a concrete photon with
the probabilities as shown in Figure 40.

In the analysis excluding the time jitter and real PDE, a broadening of the peak (further called
shoulders) in the range ± 400 ps which could not yet be described is noticed. Since not every
generated optical photon is detected due to detector properties (see Figure 31), the CRT is formed
by the time difference of the nth generated photon of the first event and by the mth generated
photon of the second event. Both detected photons are the first detected photons of the respective
event. This results in a mean photon number difference greater zero a Figure 42 shows the photon
number difference (|n−m|) independent of the CRT. It is obvious, that the mean photon number
difference is not null and thereby results in a time difference. Figure 43 shows the CRT on the
X-axis and the photon number difference on the Y-axis. There is no assignment to the shoulders
due to the different photon number.
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Figure 42: The photon number difference of the first detected photon of the correlating events is
shown.
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Figure 43: The photon number difference between the first detected optical photons of the corre-
lating events caused the PDE and the CRT of 20 mm BGO polished without time jitter is shown.

It is suggested that the absorption position of the correlating γ-photons is responsible for the
shoulders. For the case that both correlating γ-photons were absorbed near the DPC, it is possible
that the first detected optical photon of an event is emitted perpendicular to the DPC and the
other first detected optical photon of the correlating event is emitted in the opposite way, reflects
at the end of the scintillator and propagates back to the detector. This results in a CRT of about
300 ps for a 20 mm long BGO crystal, if the photon is emitted and reflected perpendicular to the
DPC. Small changes of this direction results in a larger CRT. Figure 44 shows the CRT on the
X-axis and the spatial difference of the γ-photon absorption position of the annihilation photons on
the Y-axis. At about ± 400 ps small elevations for minimum position difference of the correlating
γ-photons is apparent, which indicates that the shoulders are created by the mentioned effect.

It is well visible that in the case of positional differences larger than 12 mm, two separate
maxima are forms. This time difference maxima are created by the position difference of both
events with ∆t = ∆s/cm. ∆s is the position difference of the absorption position of the correlating
γ-photons and cm is the speed of light in BGO. For 15 mm position difference, a time difference of
111 ps is calculated.
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Figure 44: The interaction position difference of the annihilation γ-photons and the corresponding
CRT is shown. The two separate maxima above 12 mm are caused by the detection time difference
caused by the position difference of the events.
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Figure 45 shows the CRT simulated with BGO and BSO, dependent on the surface finishes
(ground and polished) and for different crystal lengths. It should be noticed that the results
of the CRT between BGO and BSO for different lengths and surface finishes are in the same
range. The CRTs show large differences for difference crystal lengths, which are due to different
interaction positions of the γ-photon. As a result, a better time resolution can be achieved with
smaller crystal lengths. This, however goes along with a lower probability of interaction of the
γ-photon with the scintillator as listed in Table 4. The full-width-half-maximum (FWHM) and
full-width-tenth-maximum (FWTM) are used for parametrization of the CRT.
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Figure 45: The CRTs of BGO and BSO with different surface finish and crystal length are shown.
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Crystal Crystal Surface FWHM FWHM FWTM FWTM
Material Length Finish Simulation Experiment Simulation Experiment

[mm] [ps] [ps] [ps] [ps]
BGO 3 ground 232 272 556 751
BGO 20 ground 1684 1058 4003 2646
BGO 3 polished 242 252 534 1330
BGO 20 polished 390 411 1807 2631
BSO 3 ground 226 227 519 728
BSO 20 ground 1530 890 4574 3270
BSO 3 polished 220 228 515 1250
BSO 20 polished 349 284 1727 2227

Table 8: Comparison between simulated and measured CRT FWHM and FWTM for BGO and
BSO, different surface finishes and crystal length with PDE and inhibit map (5 % disabled SPADs).

Table 8 shows the experimentally determined and simulated FWHM and FWTM of the CRT
for BGO and BSO with SPDDIT, inhibit map (5 % disabled SPADs) and time jitter (σ = 50.96 ps).
The relative error of the FWHM varies from 0.35 % - 71.91 % where as the error for 3 mm crystal
length is between 0.35 % - 14.73 % and for 20 mm it is between 5.05 % - 71.91 %. The relative error
of the FWTM on average is larger and is in the range of 22.45 % - 59.85 %. For a 3 mm long crystal
an error of 26.04 % - 59.85 % and for a 20 mm long crystal 22.45 % - 51.31 % was determined. Since
the physical properties have already been tested in previous studies, and the theory agrees well,
the partly large errors are presumed to be due to the dependence of the CRT on the crystal surface
finish. In the appendix, some simulation data with different simulation parameters are listed. It is
shown that the dependence of the simulation results is essentially dependent on the type of surface
simulation. It was mainly simulated with the Look-Up-Table in GEANT4. In order to achieve the
best possible simulation with the unified model, all parameters must be optimized as described in
section 2.4.2.2 which can be done with further simulations but is an extensive work which goes
beyond the scope of this work.

Figure 46 shows the simulated and experimentally determined CRT of a 3 x 3 x 3 mm3 large
BGO scintillator crystal. A polished surface with 5 % inhibit map, SPAD time jitter and PDE
was simulated. Experimental data on polished and unpolished surface texture is presented. The
simulation data was again divided into three categories depending on the photon creating process.
It becomes apparent that the main creation process responsible for the CRT is the Cherenkov
effect. The detected Cherenkov Photons photons are mainly located approximately between -
1 and 1 ns. Events in which one detected photon is generated by scintillation and one by the
Cherenkov effect contribute to the complete CRT spectrum and have a ratio of about 21 %. The
ratio of coincidences formed by scintillation photons only is about 2 % and therefore contributes
little to the CRT. The FWHM of the simulation and measured data are comparable but differ for
FWTM, as listed in Table 8. It is assumed that the FWTM of the CRT depends essentially on the
surface characteristics of the scintillator which is hard to be simulated.
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5 Conclusion

The scintillation crystals BGO and BSO were implemented into an existing simulation package
and their physical properties such as free path length of optical photons, absorption length of
511 keV γ-photons, created scintillation photons and created Cherenkov photons have been tested
and shows qualitative agreement with the theory of radiation by moving chargers and theory of
scintillation [40, 42]. Simulations and analyses were performed with scintillators of the dimension
of 3 x 3 x 3 mm3 and 3 x 3 x 20 mm3.

Furthermore, detector properties of the dSiPM developed by Philips such as photon detection
efficiency, single photon detection during integration time, inhibit map and time jitter were taken
into account. Three different PDEs, the measured PDE [35] a UV-enhanced PDE and a perfect
PDE of 1 between 273 - 600 nm were implemented and compared. It was shown, that with an
improved PDE in the UV, the CRT improves and the probability that coincidences are formed
only by Cherenkov photons increases. It could be shown the CRT is mainly formed by Cherenkov
photons. This is despite the small number of generated Cherenkov photons compared to generated
scintillations photons. This is due to the almost instantaneous emission of Cherenkov photons
and the relatively high Cherenkov photon number compared to other scintillator materials due to
the high refractive index and high atomic number of BGO and BSO. The FWHM of the CRT
compared to values published in [7] agrees with the measured values with errors in the single-digit
percentage range for polished scintillators but are larger for unpolished scintillators and diverge
more widely for both surface conditions for the FWTM. It is assumed that these discrepancies
are due to the incorrect simulation of the scintillator surface. To confirm or refute this, further
simulations must be carried out.

The detected photon number was also compared with experimentally determined data. Here,
the errors except for the configuration BGO polished are located within 20 %. It is again assumed
that this depends on the surface simulation in GEANT4 and must be investigated in further
simulations.

The differences in the number of photons detected by BGO due to the surface simulations of the
scintillator were examined for the Glisur and Look-Up-Table models provided by GEANT4. No
significant differences could be found since all results are within a small range. Further simulation
based on the unified model must be made in order to optimize the simulation.

The present GEANT4 simulation is a base for simulating the experiments planned in the
PALADIN project [4]. In order to make trustworthy predictions, further simulations must be
carried out and the system has to be optimized. The physics models provided by GEANT4 should
be compared as well as the simulation of the surface of the scintillator, which provides a significant
contribution to the CRT as well as the number of detected photons. In order to reduce the
computation time, which is particularly advantageous for future more complex simulations such as
a detector ring, the multi-threading supported by GEANT4 can be implemented. After optimizing
the application, continuing simulations can be made to make predictions and thereby achieve an
improved time resolution of detector systems for positron annihilation detection.
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A GEANT4 Unified Model Optical Surfaces
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Figure 47: Shown are the selectable surface types of the unified model and their properties [10].
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B Additional Tables

Crystal
Material

Crystal
Length
[mm]

Surface
Type

Sigma
Alpha

Photon
Detection
Efficiency

reflection
correction

Light
yield
[photons]

rise
time
[ns]

fast
decay
time
[ns]

slow
decay
time
[ns]

yield
ratio

resolution
scale

Single
Phot.
Detection

air
gap

inh.
cells
[%]

Integration
Time [ns]

Time
Jitter
Sigma
[ps]

FWHM
[ps]

FWTM
[ps]

BGO 3 ground 0,09 normal yes 8200 0,05 60 300 0,1 3,15 on yes 5 650 50,96 212,5 446,5
BGO 20 ground 0,09 normal yes 8200 0,05 60 300 0,1 3,15 on yes 5 650 50,96 1421 3143
BGO 3 polished - normal yes 8200 0,05 60 300 0,1 3,15 on no 5 650 50,96 210,6 446,5
BGO 20 polished - normal yes 8200 0,05 60 300 0,1 3,15 on no 5 650 50,96 323,7 1300
BSO 3 ground 0,09 normal yes 1640 0,05 - 100 - 3,022 on yes 5 650 50,96 196,9 438,7
BSO 20 ground 0,09 normal yes 1640 0,05 - 100 - 3,022 on yes 5 650 50,96 1222 3603
BSO 3 polished - normal yes 1640 0,05 - 100 - 3,022 on no 5 650 50,96 202,8 430,9
BSO 20 polished - normal yes 1640 0,05 - 100 - 3,022 on no 5 650 50,96 298,3 1314
BGO 3 ground 0,09 uv-enhanced yes 8200 0,05 60 300 0,1 3,15 on yes 5 650 50,96 177,4 374,4
BGO 20 ground 0,09 uv-enhanced yes 8200 0,05 60 300 0,1 3,15 on yes 5 650 50,96 1199 2811
BGO 3 polished - uv-enhanced yes 8200 0,05 60 300 0,1 3,15 on no 5 650 50,96 179,4 368,5
BGO 20 polished - uv-enhanced yes 8200 0,05 60 300 0,1 3,15 on no 5 650 50,96 271 1074
BSO 3 ground 0,09 uv-enhanced yes 1640 0,05 - 100 - 3,022 on yes 5 650 50,96 173,5 352,9
BSO 20 ground 0,09 uv-enhanced yes 1640 0,05 - 100 - 3,022 on yes 5 650 50,96 1095 3416
BSO 3 polished - uv-enhanced yes 1640 0,05 - 100 - 3,022 on no 5 650 50,96 175,5 349
BSO 20 polished - uv-enhanced yes 1640 0,05 - 100 - 3,022 on no 5 650 50,96 257,4 943,8

BGO 3 ground 0,09
PDE = 1
between
273-600 nm

yes 8200 0,05 60 300 0,1 3,15 on yes 5 650 50,96 159,9 317,8

BGO 20 ground 0,09
PDE = 1
between
273-600 nm

yes 8200 0,05 60 300 0,1 3,15 on yes 5 650 50,96 848,2 2158

BGO 3 polished -
PDE = 1
between
273-600 nm

yes 8200 0,05 60 300 0,1 3,15 on no 5 650 50,96 165,7 319,8

BGO 20 polished -
PDE = 1
between
273-600 nm

yes 8200 0,05 60 300 0,1 3,15 on no 5 650 50,96 253,5 785,8

BSO 3 ground 0,09
PDE = 1
between
273-600 nm

yes 1640 0,05 - 100 - 3,022 on yes 5 650 50,96 154 304,2

BSO 20 ground 0,09
PDE = 1
between
273-600 nm

yes 1640 0,05 - 100 - 3,022 on yes 5 650 50,96 912,6 2369

BSO 3 polished -
PDE = 1
between
273-600 nm

yes 1640 0,05 - 100 - 3,022 on no 5 650 50,96 157,9 308,1

BSO 20 polished -
PDE = 1
between
273-600 nm

yes 1640 0,05 - 100 - 3,022 on no 5 650 50,96 224,2 618,1

Table 9: Simulated CRTs with different input parameter I.
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Crystal
Material

Crystal
Length
[mm]

Surface
Type

Sigma
Alpha

Photon
Detection
Efficiency

reflection
correction

Light
yield
[photons]

rise
time
[ns]

fast
decay
time
[ns]

slow
decay
time
[ns]

yield
ratio

resolution
scale

Single
Phot.
Detection

air
gap

inh.
cells
[%]

Integration
Time [ns]

Time
Jitter
Sigma
[ps]

FWHM
[ps]

FWTM
[ps]

BGO 3 ground 0,09 normal yes 8200 0,05 60 300 0,1 3,15 on yes 5 650 0 83,85 282,7
BGO 20 ground 0,09 normal yes 8200 0,05 60 300 0,1 3,15 on yes 5 650 0 1220 3041
BGO 3 polished - normal yes 8200 0,05 60 300 0,1 3,15 on no 5 650 0 58,5 273
BGO 20 polished - normal yes 8200 0,05 60 300 0,1 3,15 on no 5 650 0 191,1 1084
BSO 3 ground 0,09 normal yes 1640 0,05 - 100 - 3,022 on yes 5 650 0 66,3 249,6
BSO 20 ground 0,09 normal yes 1640 0,05 - 100 - 3,022 on yes 5 650 0 1273 3786
BSO 3 polished - normal yes 1640 0,05 - 100 - 3,022 on no 5 650 0 58,50 247,6
BSO 20 polished - normal yes 1640 0,05 - 100 - 3,022 on no 5 650 0 161,8 1029
BGO 3 polished - normal yes 8200 0,05 60 300 0,1 3,15 on yes 5 650 0 95,55 222,3
BGO 20 polished - normal yes 8200 0,05 60 300 0,1 3,15 on yes 5 650 0 208,6 1144
BGO 3 polished - normal yes 8200 0,05 60 300 0,1 3,15 on yes 5 650 50,96 191,1 366,6
BGO 20 polished - normal yes 8200 0,05 60 300 0,1 3,15 on yes 5 650 50,96 349 1238
BSO 3 polished - normal yes 1640 0,05 - 100 - 3,022 on yes 5 650 50,96 181,3 362,7
BSO 20 polished - normal yes 1640 0,05 - 100 - 3,022 on yes 5 650 50,96 312 1255
BGO 3 ground 0,09 normal no 8200 0,05 60 300 0,1 3,15 on yes 5 650 50,96 232 555,7
BGO 20 ground 0,09 normal no 8200 0,05 60 300 0,1 3,15 on yes 5 650 50,96 1684 4003
BGO 3 polished - normal no 8200 0,05 60 300 0,1 3,15 on no 5 650 50,96 241,8 534,3
BGO 20 polished - normal no 8200 0,05 60 300 0,1 3,15 on no 5 650 50,96 390 1807
BSO 3 ground 0,09 normal no 1640 0,05 - 100 - 3,022 on yes 5 650 50,96 226,2 518,7
BSO 20 ground 0,09 normal no 1640 0,05 - 100 - 3,022 on yes 5 650 50,96 1530 4574
BSO 3 polished - normal no 1640 0,05 - 100 - 3,022 on no 5 650 50,96 220,3 514,8
BSO 20 polished - normal no 1640 0,05 - 100 - 3,022 on no 5 650 50,96 349 1727
BGO 3 ground 0,09 normal yes 8200 0,05 60 300 0,1 3,15 on yes 5 650 50,96 189,1 432,9
BGO 20 ground 0,09 normal yes 8200 0,05 60 300 0,1 3,15 on yes 5 650 50,96 1113 3205
BGO 3 ground 0,09 normal yes 8200 0,05 60 300 0,1 3,15 on yes 5 650 50,96 198,9 446,5
BGO 20 ground 0,09 normal yes 8200 0,05 60 300 0,1 3,15 on yes 5 650 50,96 1443 3465

Table 10: Simulated CRTs with different input parameter II.
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