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CONTENTS 1

Abstract

Industry 4.0 creates a change in maintenance. Due to the rise of Cyber-Physical Produc-
tion Systems (CPPS) and the availability of sensor data, maintenance was changed from
descriptive to prescriptive maintenance. The Internet of Things (IoT), Data Science and
Artifical Intelligence (AI) all play a vital role in the development of manufacturing tech-
nology1. Predictive and prescriptive maintenance is expected to grow by approximately
39% to a total of, 10.96$B by 20222. Smart Manufacturing Leadership Coalition (SMLC)
has also predicted that the following targets can be achieved by data driven analytics in
smart manufacturing (1), 30% reduction in capital intensity, (2) up to 40% reduction in
product cycle times, and (3) overarching positive impact across energy and productivity3.
Lueth K. et al. (2016) stated in their report that 79% of all decision makers of Original
Equipment Manufacturers will see predictive and prescriptive maintenance as one of the
most important applications in the next 1-3 years.

In the area of prescriptive analytics the goal is to find the best course of action for
a given problem, by using techniques like recommendation engines and neural networks4

for solving a problem. Those techniques can then be converted for use in maintenance.
A rising demand for prescriptive maintenance, which offers decision support can be an-
ticipated, while currently predictive maintenance mostly consists of inappropriate mainte-
nance strategies and conditions5. According to Cheng et al. (2018) and R. Ranjan (2014)
state of the art decision-making processes combine different data sources with data sci-
ence methods to either improve the system intelligence67 or establish an automated big
data pipeline8 Cheng et al. (2018) and R. Ranjan (2014). The concept Knowledge Based
Maintenance (KBM)9101112 is a key enabler for digital transformation to prescriptive main-
tenance.

As stated by Ansari, Glawar, et al. (2019), the PriMa model and its four-step method-
ology have been introduced and an applied as part of a proof-of-concept study, however
while the paper specifies the methodology and approach in detail, it does not go into detail
on how to achieve problem 1 (P1) the data input into the data warehouse, problem 2 (P2)
how to build aggregator functions and most importantly, how to handle the feedback loop
between the Knowledge-Base and the Decision Support Dashboard problem 3 (P3).

This works aims to design an automated PriMa model, specifically focusing on the
knowledge pipeline from the textual data from maintenance reports to the recommendation
of a solution for the problem identified in the report. These questions have been answered
by looking into the requirements given by O’Donovan et al. (2015) for the data ingest
process and proposing an own requirement list for a data warehouse solution (P1). In
the next step three machine learning (ML) algorithms, namely Hamilton Monte-Carlo
(HMC), Random Forest (RF) and Neural Networks (NN) reasoning have been generated

1Sharma et al., 2014.
2Analytics, 2017.
3Coalition, 2011.
4Gartner, 2019b.
5Ansari, Glawar, et al., 2019.
6Nemeth et al., 2018.
7Betti et al., 2019.
8O’Donovan et al., 2015.
9Ansari, Glawar, et al., 2019.

10Matyas, 2018.
11Ansari, Khobreh, et al., 2018.
12Ansari, Uhr, et al., 2014.
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2 CONTENTS

and minimum working examples provided. Their outputs later on have been aggregated
by a weighted hybrid function (P2). For the knowledge pipeline a Natural Language
Processing (NLP) algorithm was applied which uses maintenance reports and extracts
nouns and verbs. Those than can be matched against an ontology by using case-based
reasoning (CBR) with the help of SPARQL. To sum up, the present thesis contributes on
design and technical realization of the knowledge pipeline in the context of maintenance
by analyzing technical requirements and developing a proof of concept demonstrator.
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CONTENTS 3

Kurzfassung

Mit Industry 4.0 wurde eine neue Ära in der Instandhaltung eingeleitet. Mit dem Aufkom-
men von Cyber-Physical Production Systems (CPPS) und der ständigen Verfügbarkeit
von Sensordaten änderte sich die Wartung von der vorausschauenden zur präskriptiven In-
standhaltung. Internet of Things (IoT), Data Science und Artifical Intelligence (AI) spielen
daher eine wichtige Rolle bei der Entwicklung von Fertigungstechnologien13. Es wird er-
wartet, dass die vorschreibende und präskriptive Instandhaltung bis 202214 um etwa 39%
auf jährlich 10,96$ Milliarden wächst. Es wird auch von der Smart Manufacturing Leader-
ship Coalition (SMLC) dargelegt, dass die folgenden Ziele durch datengesteuerte Analysen
in der intelligenten Fertigung erreicht werden können (1) 30% Reduzierung der Kapitalin-
tensität, (2) bis zu 40% Reduzierung der Produktzykluszeiten und (3) übergreifende pos-
itive Auswirkungen auf Energie und Produktivität15. Lueth K. et al. (2016) erklärten in
ihrem Bericht, dass 79% aller Entscheidungsträger von Original Equipment Manufacturers
die vorausschauende und präskriptiven Instandhaltung als eine der wichtigsten Entwick-
lungen in den nächsten 1-3 Jahren sehen.

In der prädiktiven Datenanalyse ist es das Ziel die best mpglichste Handlungsalter-
native zu finden um ein gegebenes Problem mit Hilfe von Techniken wie Empfehlungs-
dienst und Neuronalen Netzwerk16 zu lösen. Während die prädiktive Instandhaltung
in der aktuellen Situation meist aus unangemessenen Instandhaltungsstrategien und -
bedingungen besteht17, versucht die präskriptive Instandhaltung mit modernsten Entschei-
dungsprozessen verschiedene Datenquellen zu kombinieren und mit Data Science Metho-
den zur Verbesserung der Systemintelligenz181920, oder mit einer automatisierten Big Data
Pipeline21 Cheng et al. (2018) und R. Ranjan (2014) die Instandhaltungskennzahlen zu
verbessern. Der Fehler ist fehlendes Wissen, so dass das Konzept Knowledge Based Mainte-
nance (KBM)22232425, ein Schlüsselfaktor für die digitale Transformation zur präskriptiven
Instandhaltung sein kann.

Das PriMa-Modell und seine Vier-Schritte-Methodik wurde schon von Ansari, Glawar,
et al. (2019) angewendet und an einem praktischen Beispiel erprobt. Während das Paper
die Methodik und den Ansatz im Detail beschreibt, geht es nicht im Detail darauf ein,
wie man Problem 1 (P1) die Dateneingabe in das Data Warehouse, Problem 2 (P2) den
Aufbau von Aggregatorfunktionen und vor allem den Umgang mit der Feedbackschleife
zwischen der Knowledge-Base und dem Decision Support Dashboard Problem 3 (P3) lösen
kann.

Die genannten Fragen wurden in dieser Arbeit beantwortet, indem die Anforderungen
von O’Donovan et al. (2015) an den Datenerfassungsprozess umgesetzt und eine eigene
Anforderungsliste für eine Data Warehouse Lösung (P1) vorgeschlagen wurde. Im näch-

13Sharma et al., 2014.
14Analytics, 2017.
15Coalition, 2011.
16Gartner, 2019b.
17Ansari, Glawar, et al., 2019.
18Nemeth et al., 2018.
19Betti et al., 2019.
20J. Lee, Lapira, et al., 2013.
21O’Donovan et al., 2015.
22Ansari, Glawar, et al., 2019.
23Matyas, 2018.
24Ansari, Khobreh, et al., 2018.
25Ansari, Uhr, et al., 2014.
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4 CONTENTS

sten Schritt wurden drei ML-Algorithmen, nämlich ein Random Forest (RF), ein Neural
Network (NN) und ein Bayes’sches Netzwerk generiert und Minimum Working Exam-
les bereitgestellt. Ihre späteren Ergebnisse wurden durch eine gewichtete Hybridfunk-
tion (P2) aggregiert. Für die Wissenspipeline wurde ein Natural Language Processing
(NLP)-Algorithmus verwendet, der einen Instandhaltungsbericht als Input verwendet und
Substantive und Verben extrahiert. Diese werden dann gegen eine Ontologie Datenbank
abgeglichen. Dies geschieht mit Hilfe von CBR, was hier mit SPARQL umgesetzt wurde.
Zusammenfassend lässt sich sagen, dass die vorliegende Arbeit einen Beitrag zum Design
und zur technischen Realisierung der Knowledge Pipeline im Rahmen der Instandhal-
tung leistet, indem sie technische Anforderungen analysiert und einen Proof of Concept-
Demonstrator entwickelt.
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5

1 | Introduction

With Industry 4.0, a new era of manufacturing started and disrupted the whole value
chain. With so called smart factories the possibly of lot size one arises. That offers a cus-
tomer the possibility of ordering a car in a custom color, with certain car seats and even
an individual chassis height. For producing goods in lot size one a wholistic production
landscape must be planned, where all parts of the process from the machines to ordering
process of the customer are connected and the gathered data is collected and analysed.
This shows how many different areas are influenced by the changes triggered by Industry
4.0. In the ideal case all of those connected machines and services collect data in order
to gain more insights. These insights can be leveraged to develop better manufacturing
techniques as well as more efficient maintenance strategies.

Information from the production process and indeed all areas can be collected and
evaluated. For this thesis, data concerning maintenance will be tge if primary interest.
The term smart maintenance, or maintenance 4.0 derives from the word Industry 4.01.
Prior to elaborating on maintenance 4.0, the term Industry 4.0 should be explained in
more detail.

Figure 1.1: Industrie 4.0. Reprinted from Hirsch-Kreinsen (2016).

The term: "Industrie 4.0" originates from a project in the high tech of the German
federal government, where they started a high tech strategy called "Industrie 4.0"2. The

1Matyas, 2018, p. 138-143.
2BMBF, 2017.
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6 CHAPTER 1. INTRODUCTION

word "Industry 4.0" refers to the 4th industrial revolution (Figure 1.1) driven by cyber
physical systems, which can now be available in quantity with the IPv62 protocol3 which
offers many more addresses and enables direct networking between smart objects4.

Manufacturing sector is undergoing a transformation towards tis fourth stage of indus-
trialization. Where the first stage was the start of industrialization, machines powered by
water and steam, the second revolution took place at the turn of the 20th century when
electrical power enabled mass production. In the third revolution, which started in the
1970s the use of information technology increased the amount of automation in manufac-
turing. So with the rise of wireless connected embedded systems which are connected to
the Internet the merge of the physical and the digital world became reality. The automa-
tion of automation has also become a reality, which is reflected for example, in automated
decision support. Industry 4.0 also led to a significant drop in costs in various sectors such
as inventory, manufacturing, logistics and maintenance (Table 1.1).

Area Effect Potential

Inventory Costs •Reduction of safety inventories -30% to -40%
•Avoidance of Bullwhip and Burbidge effects

Manufacturing Costs •Improved OEE -60% to -70%
•Process circles
•Vertical and horizontal personal flexibility

Logistics Costs •Higher automation -10% to -20%

Complexity Costs •Extended performance ranges -60% to -70%
•Reduced troubleshooting

Quality Costs •Near real time quality loops -10% to -20%

Maintenance Costs •Optimal stock -20% to -30%
•Condition-based maintenance
•Dynamic priorisation

Table 1.1: Initial assessment of the potential cost reduction. Reprinted from Bauernhansl
(2014).

Industry 4.0 is also changing the skills employers are looking for. With the changing
environment, workers have to get used to lifelong learning5. This results in reskilling and
upskilling on the job. One way to gain experience with cyber physical systems in smart
factories is learning factories, these are useful for both academia and industry for research
in smart production or new ways of hybrid learning which links world of work to academia6.
The implementation of Industry 4.0, especially in Germany, focuses on three key areas7:

• Horizontal integration through value networks by creating forms of coopera-

3IPv62 is an internet protocol which allows enough IP addresses for complex networks
4Henning Kagermann, 2013.
5Schlund Sebastian, 2014.
6Ansari, Hold, et al., 2018.
7Henning Kagermann, 2013.
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7

tion between different companies.

• End-to-end engineering across the entire value chain can be achieved by end-
to-end integration throughout the engineering process in the whole value chain of
the product.

• Vertical integration and networked manufacturing systems by integrating
manufacturing systems in business and so creating digital connections which enable
data from the sensors of the machines in the shop floor all the way up to the ERP
systems.

Internet of Things (IoT) is an enabling technology in Industry 4.0, which itself is
enabled by a technological surge in telecommunication, computer technologies in recent
years. Those devices, make a production landscape possible where each machine is con-
nected to a central hub. This allows continuous updates to all vital information from
the production and logistics process, and this data bears relevant information for many
applications. In maintenance it allows a real time glimpse into the current situation at the
production plant. Those insights make predictive and prescriptive maintenance possible.
More than ten years ago Gubbi et al., 2013 predicted that "The next wave in the era of
computing will be outside the realm of the traditional desktop. In the Internet of Things
(IoT) paradigm, many of the objects that surround us will be on the network in one form
or another. Radio Frequency Identification (RFID) and sensor network technologies will
rise to meet this new challenge, in which information and communication systems are
invisibly embedded in the environment around us."

IoT was enabled by RDF, Bluetooth, WiFi, 4G-LTE and 5G, which will lead to even
more use cases. 5G offers a larger bi-directional bandwith and is able to provide huge
broadcasting data, supporting up to 60.000 connections8. IoT was identified as one of the
emerging technologies eight years ago by Gartner’s Hype Cycle Special Report for 2011
and was forecasted to be market ready in 5-10 years9. If Google trends (Figure 1.2) is
taken into consideration the popularity of the search term IoT did not wane in the last
9 years, instead it steadily rose. So three IoT elements have been identified which enable
seamless ubicomp10:

• Hardware: Sensors, actuators and embedded communication hardware

• Middleware: On demand storage and tools available for data analytics

• Presentation (Visualization and Interpretation): Novel and easy to under-
stand visualization and interpretation tools

Cyber Physical Productionn Systems (CPPS) are enabled through IoT, which
allows companies to incorporate their own network in their entire manufacturing process.
Therefore systems like smart machines, warehousing systems and production facilities are
summarized with the term Cyber Physical Systems. Cyber Physical Systems ... are in-
tegration of computation with physical processes. Embedded computers and networks
monitor and control the physical processes, usually with feedback loops where physical
processes affect computations and vice versa. as stated by Lee11. CPS are "developed dig-
itally and feature end-to-end ICT-based integration, from inbound logistics to production,

8Hossain, 2013.
9Gubbi et al., 2013.

10Gubbi et al., 2013.
11E. Lee et al., 2017, p. 7.
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8 CHAPTER 1. INTRODUCTION

Figure 1.2: Google trends for IoT between 01.01.2010 and 12.04.2019. Reprinted from
trends.google.com (2019).

marketing, outbound logistics and service"12.

Previously disconnected entities, like machines, are now digitalized and network con-
nected. In other words, a physical object like a machine can be augmented with two
supplementary layers Figure (1.3), the cloud and service. Where the cloud enables ex-
change between the machine and other machines, users or services. In the service layer
the real value of CPS is created. Here the data gathered by the machines is aggregated
and algorithms transformed so new insights are gained.

Services

Physical

Objects

Cloud

Algorithms

Topology

Documents

3D Models

Process Data

IoT

CPPS

Figure 1.3: Three levels form a Cyber Physical System in Industrie 4.0 Drath et al. (2014).

CPPS are based on a 5C architecture as seen in Figure (1.4) introduced by Vogel-
Heuser, Diedrich, et al. (2013). In the bottom layer "Smart Connection Level" the basic
functionality of CPPS is defined. Self-connect and self-sensing is here seen as a critical
feature for self aware information which helps them so self-predict their potential issues.
The next step for CPPS is the "Cyber Level" where each machine creates its own twin

12Hirsch-Kreinsen, 2016, p. 14.
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9

by using its features and information from its sensors13. This twin can be used for self-
compare for peer-to-peer performance. Those self-assessments and self-evaluation are done
and presented in a info graphic or dashboard. In the top level "Configuration" the machine
can be reconfigured based on the priority and risk criteria to achieve the performance1415.

V. 

Config-

uration 

Level

IV. 

Cognition 

Level

III. 

Cyber Level

II. 

Data-to-Information

Conversion Level

I. 

Smart Connection

Level

Level I
● Plug & Play
● Tether-free communication
● Sensor network

Level II
● Smart analytic for i.) component 

machine health, ii.) 

multi-dimensional data correlation
● Degradation and performance 

prediction

Level III
● Twin model for components and machines
● Time machine for variation identification and memory
● Clustering for similarity in data mining

Level IV
● Integrated simulation and synthesis
● Remote visualization for human
● Collaborative diagnostics and decision 

making

Level V
● Self -configure for resilience
● Self-adjust for variation
● Self-optimize for disturbance

F
u
n
c
ti
o
n
s

Figure 1.4: 5C Architecture of CPPS. Reprinted from Vogel-Heuser, J. Lee, et al. (2015)
based on Vogel-Heuser, Diedrich, et al. (2013).

Industry 4.0 creates a change in maintenance. With the rise of (CPPS) and the
availability of sensor data, maintenance changed from descriptive to prescriptive mainte-
nance. IoT, Data Science and Artificial Intelligence (AI) play a vital role in the develop-

13Uhlemann et al., 2017.
14J. Lee, Bagheri, et al., 2014.
15J. Lee, Lapira, et al., 2013.
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10 CHAPTER 1. INTRODUCTION

ment of manufacturing technology and operation management strategies16. Predictive and
prescriptive maintenance is expected to grow about 39% to 10.96$B annuallyby 202217, or
in case of Germany the transformation to Industry 4.0 could be worth up to 267B18. It
is also outlined by Smart Manufacturing Leadership Coalition (SMLC) that the following
targets can be achieved by data driven analytics in smart manufacturing (1) 30% reduction
in capital intensity, (2) up to 40% reduction in product cycle times, and (3) overarching
positive impact across energy and productivity19.

In the report by Lueth K. et al., 201620 it is stated that 79% of all decision makers of
Original Equipment Manufacturers see predictive and prescriptive maintenance as one of
the most important applications in the next 1-3 years. Decision support systems are also
mentioned by 58% as important.

A rising demand for prescriptive maintenance which offers decision support can be
anticipated, as in the current situation predictive maintenance mostly consists of inappro-
priate maintenance strategies and conditions21. State of the art decision-making processes
combine different data sources with data-science methods to either improve the system
intelligence22]2324, or to establish an automated big data pipeline25 Cheng et al., 2018 and
R. Ranjan (2014). The concept Knowledge Based Maintenance (KBM)26272829 is a key
enabler for digital transformation to prescriptive maintenance.

The PriMa Model and its Four-Step methodology has been introduced and applied to
a proof of concept study according to Ansari, Glawar, et al. (2019). While the paper spec-
ifies the methodology and approach in detail it does not go into detail on how to achieve
problem 1 (P1) the data input into the data warehouse, problem 2 (P2) how to build
aggregator functions and most importantly, how to handle the feedback loop between the
Knowledge-Base and the Decision Support Dashboard problem 3 (P3). Therefore, this
work aims on providing sufficient answers to open questions to enable a smooth implemen-
tation of PriMa.

1.0.1 | Problem Definition and Research Goal

With this thesis a comparison of state-of-the-art technologies, which can be used in realiz-
ing PriMa will be given. Prescriptive maintenance is an area where not only prior knowl-
edge from maintenance and manufacturing come into play, but also a deep understanding
for smart devices, IoT, Big Data, Machine Learning and consequently programming is
needed.

16Sharma et al., 2014.
17Analytics, 2017.
18Heng, 2014.
19Coalition, 2011.
20Lueth K. et al., 2016.
21Ansari, Glawar, et al., 2019.
22Nemeth et al., 2018.
23Betti et al., 2019.
24J. Lee, Lapira, et al., 2013.
25O’Donovan et al., 2015.
26Ansari, Glawar, et al., 2019.
27Matyas, 2018.
28Ansari, Khobreh, et al., 2018.
29Ansari, Uhr, et al., 2014.
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This makes prescriptive maintenance not only a challenging field, but also because of
its interdisciplinary so promising for further investigations. So streaming technologies such
as Kafka and RabbitMQ, and Data warehouse solutions like Amazon Web Service Google
Cloud Platform (GCP), Microsoft Azure are evaluated. With these findings the mentioned
problem (P1) will be answered. The answer will be provided by a comparison of popular
streaming technologies and data warehouse technologies. With a technology review these
technologies are also evaluated in terms of how well they can be combined with each other.

In case of the analytic toolbox of PriMa, methods like HMC, RF, NN and Text Min-
ing as well as CBR will be discussed and presented with short code examples. The aim
of these code examples is to show applicability for data sets in the maintenance sector.
With findings from those applications the creation of an aggregation algorithm (P2) will
be discussed. In this case, a literature review will be done and a code example will be
presented with those findings. Here the literature review will provide the basis and aim,
and aggregation algorithm will be developed based on these.

In the case of the Decision support, dashboard solutions will be discussed with a focus
on their role in machine learning pipelines. After a technology analysis, those findings will
be linked to the results of the following knowledge pipeline and how to implement this
loop into the dashboard (P3).

The main focus of this research work is to establish the feedback loop, or knowledge
pipeline, between the Maintenance Knowledge Base and the dashboard (P3). With the
help of a literature review, the most important parts for creating and updating a Knowl-
edge Base will be filtered and based on these specifications the knowledge pipeline will be
build. Special attention will be given on how to generate knowledge from the information
provided by the dashboard and on how to feed that information and its uncertainty back
into the Knowledge Base. In particular the main research question regarding (P3) is: How
to build a cutting-edge knowledge pipeline for prescriptive maintenance based on the four
layer architecture of PriMa?

Sub questions for P1 and P2 are:

• How to stream continuous data from various sources into a data warehouse solution
of Prima (i.e. Data Governance)?

• How to aggregate machine learning algorithm and how to validate their outcome?
(i.e. From Data to Knowledge Intelligence)

The defined non-goal was to develop a software prototype.

1.0.2 | Methodology

As seen in Figure (1.5) a holistic view of all areas needed for PriMa30 is given at the be-
ginning of this thesis, and with this knowledge the requirement analysis for the technology
reviews for (P1) and (P2) are made. Then each step of PriMa will be analysed and a The-
ory Building for the objectives of each part and a Solution Technology, see Figure (1.5), on
how to implement this area will be given. The Naturalistic Evaluation, see Figure (1.5),
of the PriMa Model will not be done because this has been done extensively by Ansari,
Glawar, et al. (2019).

30Ansari, Glawar, et al., 2019.
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12 CHAPTER 1. INTRODUCTION

In the first section, the architecture of PriMa will be explained. In the first layer two
common state of the art data streaming tools, Kafka and RabbitMQ will be compared and
analysed concerning their suitability to implementing PriMa. Also in Layer I, the needed
storage solutions will be analysed. The main focus with data warehousing will lie in usabil-
ity, compatibility, flexibility, extendibility and cost effectiveness. In this case, comparison
of available technologies will be made without a deep literature review in place because
those are mostly state of the art technologies and a mayor benefit here is their availability
and potential for quick operational readiness. So a qualitative technology review will be
done and the key findings will be used in the comparison of the streaming and warehouse
solutions as part of the Theory Building and possible Artificial Evaluation, see Figure (1.5).

In the case of the Analytics Toolbox each algorithm will be compared regarding to
findings in the qualitative literature review. So, for example, a confusion matrix will be
calculated and compared to each other, on basis of the same data set, and in regard to its
strength and weaknesses in the application and literature. For each algorithm a minimum
working example (MWE) for the Solution Technology Invention, see Figure (1.5), will be
provided to show its applicability. The mentioned Analytics Toolbox in Ansari, Glawar,
et al., 2019 focuses on their application and thus, the focus will be in comparing those
solutions without researching their specific finesse. After this ways of aggregation for those
algorithms will be shown.

Furthermore dashboard solutions and their seamless integration into a potential pipeline
will be compared. Again, as with data streaming and data warehousing the dashboard-
ing is mainly focused on discussing openly available solutions. Further on a qualitative
literature review on knowledge from data coming from continuous and unstructured data
(free text) will be done and those results will be put into an MWE. Before this step a
model Knowledge Base (KB) will be introduced, an algorithm on how to update this
KB and then how to implement semantic-based Learning/Reasoning, again see Solution
Technology Illustration (1.5). All of those mentioned points of the Knowledge Pipeline
are designed to satisfy the feedback loop between the dashboard and the knowledge base
(Knowledge Pipeline).
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Background

CRISP-DM
Maintenance

Strategies

Performance

Indicators
Big Data

AI/ML Text Mining
Recommender 

Systems

Knowledge-based

Systems

Background

Theory

Building

Solution

Technology

Invention

Naturalistic

Evaluation

Artificial

Evaluation

PriMa

Architecture

Dashboard
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Comparing 

Results

Data Stream 

Solutions

DW/DL 
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Function

Text Mining CBR
Semantic-based

Learning

Figure 1.5: Methodology of the Master Thesis.
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2 | Background

2.1 | CRISP-DM

CRISP-DM stands for CRoss-Industry Standard Process for Data Mining and it is a
comprehensive data mining methodology and process model. "CRISP-DM breaks down
the life cycle of a data mining project into six phases: business understanding, data
understanding, data preparation, modeling, evaluation, and deployment."1

Figure 2.1: Process diagram showing the relationship between the different phases of
CRISP-DM Chapman et al. (2000)

The phases of the CRISP-DM model are as described by Shearer (2000) and Chapman
et al. (2000). The first similarity, that both are circular flow diagrams, is obvious, when
looking at the two flow diagrams more in detail more similarities can be seen in the differ-
ent steps.

1Shearer, 2000.

15
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16 CHAPTER 2. BACKGROUND

Figure 2.2: : Generic tasks (bold) and outputs (italic) of the CRISP-DM reference model
Chapman et al. (2000)

Phase I: Business Understanding
It is most essential to understand the project objectives from a business perspective and so
to be able to convert this knowledge into a data mining problem. From there a preliminary
plan can be developed to achieve these objectives. For example the primary business goal
could be to determine when current customers are prone to move to a competitor.

When this primary business goal is fixed the next step is to determine the measure
of success. This could be reducing lost customers by 10%. Unattainable goals should be
avoided, each success criteria should be linked to one specific business objective.

The data mining goals state objectives in the project in business terms, if they can not
be translated into data mining goals it should be considered to redefine the problem. It
is essential for achieving the goals to produce a project plan, where the data mining goals
are stated, steps are outlined, a timeline is proposed, a risk assessment is done and the
used tools and techniques are stated.

The Business understanding and the Retrieve step are in principle the same, since in
both cases it is a matter of gaining a deeper understanding of the problem. Both CRISP-
DM and CBR focus on the problem and the understanding of the problem.

Phase II: Data Understanding
In this phase it is important to become familiar with the data to identify data quality
problems, to discover initial insights, detect interesting subsets to form hypothesis about
hidden information.

When collecting the data the analyst loads the data and if necessary integrates this
data. Problems should be reported. While describing the data the analyst examines the
surface properties, like format, quantity, number of records and fields in each table, the
identities of the fields. When exploring the data the goal is to tackle the data mining ques-
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2.1. CRISP-DM 17

tions by querying, visualizing and reporting. After this a data exploration report should
be generated.

The data quality is very important and should be separately examined. Questions like
is the data complete, are there missing values, are there missing attributes, blank fields,
plausibility of values, consistent spelling of values and so on.

Phase III: Data Preparation
In this phase the dataset will be prepared to be fed into the modeling, so the transforma-
tion from the raw data via selection of attributes, transforming and cleaning the data for
modeling tools. Those necessary five steps are selection of data, the cleansing of data, the
construction of data, the integration of data, and the formatting of data.

The select data task must be decided if the data will be used for the analyses, based
on certain criteria, including the relevance for the data mining goals, quality and techni-
cal constraints, like data volume and data types. When cleaning data subsets must be
selected or missing data estimated through modeling analyses. It is important in this step
to outline how each quality problem was addressed.

At the construct data task the analyst develops entirely new records (e.g. empty pur-
chase) or creating derived attributes. When integrating the data often information from
multiple tables or records are combined to create new records or values, but it involves also
data aggregation. While formating data the analyst will change the format, or design, or
if necessary remove illegal characters from strings, or trimming them to maximum length.

Phase IV: Modeling
In this phase various modeling techniques are selected and applied to the data sets and
calibrated to optimal values. If a technique requires specific requirements, stepping back
to the data preparation phase might be necessary. When choosing the modeling technique
it is referred to choosing one or more specific modeling techniques like decision tree build-
ing, with C4.5 or neural network generation with back propagation.

After building the model the analyst must test the model in relation to quality, validity
and running empirical tests to determine the strength of the model. In supervised data
mining tasks such as classification it is common to use error rates as a quality measure.
Then the data set is separated in a training and a testing dataset. So the model is trained
on the training set and then later validated against the testing dataset, to see if it can
predict the history before it is used to predict the future.

After testing the data analyst runs the model on the prepared data set to create mod-
els. While assessing the model the analyst interprets the model according to her domain
knowledge, the success criteria and the desired test design. Business analyst should be
included to interpret the results in a business context.

Phase V: Evaluation
Before deploying the model the analyst should evaluate the model and review its con-
struction to see if it achieves the business objectives. In the step of evaluating the results
the analyst summarizes the assessment in terms of business success criteria, and a final
statement if the project meets the initial business objectives. In the review process it
is important to go through the data mining engagement to determine if any important
factors have been overlooked. Then it must be decided whether to finish the project or to
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18 CHAPTER 2. BACKGROUND

initiate further iterations in the project.

The Revision task and the Evaluation phase are again very similar and it is necessary
to check whether the proposed solution really fits the objectives set. A metric should be
considered to objectively evaluate the performance of the algorithm and compare it with
alternatives later.

Phase VI: Deployment
After the creation the knowledge gained in the project must be organized and presented
in a way that the customer can use it, so a strategy for the deployment must be made.
OIf the data mining results becomes part of the day-to-day business monitoring and main-
tenance are important issues. In the end a final report must be made, it can be only a
summary of the project and experiences or in is a more comprehensive presentation of the
data mining results. After this the projects should be reviewed and the analyst should
asses failures and success as well as ares of improvement for future projects.

2.2 | State of the Art Maintenance Strategies

As indicated in the CRISP-DM model, see chapter (2.1), the business understanding is the
most essential task in order to convert this knowledge into a data mining problem. In the
area of maintenance the maintenance strategy used gives away what types of data have
to bee collected. This is important because only if the right data types are collected the
necessary insights can be gained.

Maintenance strategies are rules that specify which actions are to be carried out on
which aggregates or components at which times. The areas economic efficiency - safety -
availability are important to minimize costs and maximize plant availability. Future trends
predict fewer personnel to operate more complex plants. Indirect maintenance cost, es-
pecially downtime is often caused by a lack of transparency in processes and inadequate
planning of maintenance activities. There is no uniform maintenance strategy that could
be applied everywhere. The more plan intensive the operation the more continuous the
production process the higher the downtime costs and the greater is the importance of
maintenance23.

The ideal maintenance concept includes an optimal mix of failure elimination, pre-
ventive maintenance, condition oriented maintenance and predictive maintenance. Those
goals must be in maximal reliability with minimal costs at the same time. This very com-
plex problem of which machine or plant are maintained needs an extensive analysis. The
following criteria are impotent for such an analysis:

• Chaining of installations

• Redundancy of systems

• Validity of quality, environmental and safety standards

• Working time agreements

• Repair time

2Matyas, 2018, p. 119-120.
3Ben-Daya, 2009.
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● Small units
● Uncritical
● Low failure 

probability
● Redundancy

● Rising failure rate
● The system has a 

documented failure 

behavior
● The condition of 

the plant is not 

recognizable or only 

after lengthy 

dismantling.

● Determination of 

load collectives 

and load profiles
● Link to condition 

monitoring data 

and current 

planning data from 

production
● Derivation of 

planning rules

● Random failures
● Condition can 

be determined
● Sufficient time 

from detection 

of potential 

defects to their 

occurrence

Strategy

Fault 

elimination

Time-controlled 

periodic 

maintenance

Predictive 

maintenance

Condition 

oriented 
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Figure 2.3: Maintenance strategies Matyas (2018, p. 120).

• Spare parts availability

• Material buffer between the plants

• Peak loads due to seasonal market demand and availability of raw material

2.2.1 | Fault elimination

With this method, the machines are operated without significant effort for inspection and
maintenance until damage occurs. This often leads to the destruction of the machine,
but at the same time a maximal maintenance interval is possible. Every standstill occurs
unexpectedly and the failure is out of the operator’s control. Operative planning in the
production becomes nearly impossible and in the case of planned tasks (which are all
other maintenance strategies) downtimes are smaller as seen in Figure (2.4). The concept
of fault elimination is seldom useful in modern industry plants.

Facility

precip-

itates

Search for 

somebody

 who can repair it

Diagnosis 

of the 

error

Search for 

spare parts
Maintenance

Test 

of the 

facility

Integration of

plant in the

work process

Downtime

Repair time

Figure 2.4: Plant downtime for unplanned measures Matyas (2018, p. 121).

2.2.1.1 Time-controlled periodic maintenance

Time-controlled periodic maintenance is a common method to preventively overhaul or
replace certain parts when they have reacher a certain life span, regardless of their actual
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20 CHAPTER 2. BACKGROUND

condition. This course of action is meaningful if either the effects are to safety or the
approximate life span of the product and the majority of the plant components remain
functional.

On order to keep the level of maintenance costs and system downtime costs low it is
necessary to plan preventive measures according to actual usage stock. A way to minimize
those costs would be an early replacement 5 minutes before the damage occurs. Changing
the replacement after the damage leads to a sudden increase in wear and tear of the other
components. It can be assumed that planed repair measure can be carried out more quickly.
The planning of measures to prevent damage and breakdowns is due to the following four
unpleasant characteristics of damage and is extremely complex:

• Different "mean time between two damages"

• Different scattering of the service life

• Poor damage documentation

• Insufficient statistical experience of damage

The problem of determining the optimal (minimum cost) interval for Preventive main-
tenance measures can be solved by condition-based maintenance. To create of maintenance
plans and maintenance strategies, knowledge of the mean time between failures, frequency
distributions and previous damage experiences and documentation is of importance.

2.2.1.2 Condition-oriented maintenance

As can be derived from the described properties of damage a periodic repair is almost
always uneconomical, because it must be carried out much more often than condition
based maintenance. In addition, there is always the risk that preventive interventions
could damage other previously functional parts. Exceptions when periodic maintenance
is economical:

• Periodic alternation of fluid supplies

• Cleaning and renewal of filters which cannot be inspected

• The replacement of components, the repair costs of which are in relation to the
downtime costs are very low

In condition-based maintenance, the maintenance measures are geared as closely as
possible to the actual degree of wear and tear of the maintenance object. With suitable
monitoring systems it is possible to inform about deviation from the required performance.
This ensures that the maintenance interval is adjusted to the supply. Arguments for
condition-based maintenance:

• Costs

• Risk of breaking something with preventive measures

• Diagnosis of occurred damages and reduction of consequential damages
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2.2. STATE OF THE ART MAINTENANCE STRATEGIES 21

As a rule, malfunctions are preceded by a certain warning before they occur which is
described as a potential disruption. But the interval can be between a few milliseconds
and some years. Condition related measures are taken when potential malfunctions be-
come clear so that countermeasures can be made before damage occurs. Condition-based
maintenance is based on the assumption that most malfunctions do not occur suddenly
but develop over time and are preceded by warning signals. These signals are called po-
tential interferences. They can be graphically represented in a so-called PF curve, Figure
(2.5). P is the point at which a potential interference is detected and F is the downtime4.

Time

The point where the 

development of a potential 

failure is detected

Point at which the 

fault has occurred F

P

S
ta

te

At this point the 

damage starts

Figure 2.5: PF curve Matyas (2018, p. 125).

So condition-related measures are taken to determine when a potential malfunction
will occur and countermeasures can be taken before damage occurs. So this time, which
is between P and F in Figure (2.5) is an early warning time. The most challenging effort
in condition-based maintenance is to find a way of predicting failures as early as possible.
Correctly applied, condition monitoring is a very good method to avoid unexpected failures
to prevent. After this step condition-maintaining measures should be applied so that the
plant operates in an optimal level. Through early detection of damage, the safety of the
system can be improved at any time. At the same time the operating costs can be kept as
low as possible. Early detection of anomalies in operation can reduce costs in the following
areas5:

• Operating costs

• Plant costs

• Repair costs

• Failure costs

2.2.1.3 Predictive maintenance

"Predictive maintenance is a management technique that, simply stated, uses regular eval-
uation of actual operating condition of plant equipment, production systems, and plant

4Matyas, 2018, p. 124-125.
5Matyas, 2018, p. 124-125.
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22 CHAPTER 2. BACKGROUND

management functions to optimize total plant operation."6

The three classical maintenance strategies - failure elimination, time-controlled peri-
odic maintenance and condition-based maintenance often not sufficient enough nowadays
due to the increasing complexity of production processes. Improved plant availability is
usually accompanied by increased maintenance and repair costs, which often results in a
waste of resources, as the maintenance measures are often initiated at the wrong time7[p.
136 -137].

Deploying those classic techniques in mass production can still be done efficiently, but
can not cope with customer driven production which does not result in load collectives.
Above all in flexible manufacturing systems with a high variation of the production pro-
gram and without fixed load collectives, there is a need for a foresighted, anticipatory and
holistic maintenance strategy, which includes both sensor and control systems. The follow-
ing factors are taken into account: the quality and machine data as well as the historical
knowledge about failure events8.

Four main principles for predictive maintenance have been identified by9:

• Preserving the system function

• Identification of the particular failure modes that can potentially cause functional
failure

• Prioritizing key functional failures

• Selection of applicable and effective maintenance tasks for high priority items

The prognosis of wear and its effects on the manufacturing process is a central topic
in the planning of maintenance strategies. Those models are mostly based on historical
data, or from long term studies. Based on these data statistical models are build which
can predict component wear. Traditional methods of quality management like six sigma
use production or process data to make predictions for product quality. Those models do
not take machine data, or production planning and control data into account10.

So predictive maintenance is more than just measuring the operation condition of
plants. Predictive maintenance permits accurate evaluation of all functional groups, like
maintenance within a company. Properly applied, it can identify most, if not even all
factors which limit the total plant efficiency11. The following tools are useful in predictive
maintenance:

• Vibration monitoring and analysis

• Thermography

• Tribology

• Ultrasonics

• Operating Dynamics Analysis

6Mobley, 2014, Section 3.3.
7Matyas, 2018.
8Matyas, 2018, p. 136 -137.
9Ben-Daya, 2009, p. 400.

10Matyas, 2018, p. 136 -137.
11Mobley, 2014, section 3.3.
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2.2.1.4 Smart Maintenance

At the moment the world of manufacturing is at a turning point. Industry 4.0 is becoming
a reality and heralds a new age of manufacturing and therefore maintenance. So mainte-
nance must become smart in order to give the right answers to those new questions. As
introduced in chapter (1) smart devices in IoT which evolved in to CPPS can be connected
to powerful computing power or cloud services and are so able to give maintenance staff
insight into data in a way which was not possible before. The problems of the existing
maintenance approaches are the partial view of condition-oriented strategies and the lack
of anticipatory suitability of holistic strategies such as "Total Productive Maintenance"
(TPM)12. Often the informations of machine conditions are incomplete or late which pre-
vents from finding the exact time or optimum time for wear and tear which is based on the
current status in production and the required production quality should be coordinated.

● Mapping of production 

plants at component 

level with associated 

load profiles

● Identification and 

transfer of production 

status of a real plant 

to a developed system

● Selection and 

preparation of historical 

data (machine, product 

and process data), 

conditions monitoring 

data and load data

● Investigation of data 

relevant to maintenance 

in order to draw 

conclusions about load 

induced wear and tear 

and to deduce quality 

deviations

● Classification and 

correlation of different 

stress scenarios

● Derivation, validation 

and compression of 

load influences

● Derivation of generally 

valid rules

● Implementation and 

test run of the reaction 

models in the control 

center

Framework

Development

Data Analysis 

and 

Simulation 

Studies

Identification 

of Load 

Influences

Development of

 an Integrative 

Maintenance 

System

Figure 2.6: Practical implementation of anticipatory maintenance planning Matyas (2018,
p. 142).

Additionally there are service life calculations for plant components, but they are not
realistic because the real loads deviate from the theoretical load profile. Due to the poor
quality of maintenance data and their inadequate linking and evaluation, it has proved
difficult to derive a minimum from the maintenance costs and overall system downtime
costs. The correlation of these data in connection with suitable system models can, how-
ever, be used directly as a basis for decision-making for the optimization of the system
maintenance times, product quality and energy consumption.

So good data collection is a key element to smart maintenance13. To collect the right
data critical components must be identified, physical parameters denided and the right
monitors to be chosen so that the relevant data which represent system health are col-
lected14. This can be achieved for example with WIFI technologies for remote data collec-
tion, cellular communication networks and compact microcomputer such as the Raspberry

12Matyas, 2018, p. 140.
13Matyas, 2018, p. 141-142.
14Gombé et al., 2017.
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Pi15.

Data mining techniques can be used for the recognition of meaningful patterns, corre-
lations and exploitable knowledge in apparently disjointed data which offers a multitude
of application possibilities. In the field of maintenance, data mining methods are suc-
cessfully applied to make statements regarding failure patterns in the sense of predictive
maintenance planning. So in this case the remaining service life is carried out on basis
of the changes in the quality assurance measurements at the product instead of condition
monitoring. It can be shown that data trends with clear trend breaks can be observed in
measurement series at the measured points. The challenge is to extract unique character-
istica which point to changing trends16.

So this can be achieved by the following four step model, see Figure (2.6) introduced
by17:

• Step 1: To understand the behavior of the system it is divided into its maintenance
relevant components.

• Step 2: In parallel to step 1 historical machine, product and precess data are
structurally processed.

• Step 3: Now the load profiles or machines of the same type, but with different
product ranges an be compared and correlated.

• Step 4: In the last step, generally valid rules are developed from the previously
determined data records.

Relevant data sources can be failure data, which is often a critical requirement because
they directly correspond to maintenance1819, but also purely qualitative data2021, and cost-
based criticality22 can be used for assessing criticality, or cost deployment23 to assign costs
to machine downtimes.

2.3 | Performance Indicators in Maintenance

As seen in the chapter (2.1) business understanding and evaluation are phases needed
needed in order to identify the underlying problems and later on to see if the measures
taken have made the right impact. This means that KPIs are part of the business under-
standing and evaluation phase in CRIPSP-DM. Performance indicators are summarized
information in numbers about technical and operational drivers. They must meet the need
for information and are differently prepared for the various forms of information. Impor-
tant aspects in the creation of key figures and key figure systems are user-friendliness and
traceability of the key figures. It is also important to prepare those figures in a timely
manner. Key figures depict business operations in a concise and objective form and are
mainly used for decision making. Their importance is increasing. Key figures also offer the

15Bumblauskas et al., 2017.
16Matyas, 2018, p. 143.
17Matyas, 2018.
18Stadnicka et al., 2014.
19Bengtsson, 2011.
20Márquez et al., 2016.
21Bengtsson, 2011.
22Moore et al., 2006.
23Yamashina et al., 2002.
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2.3. PERFORMANCE INDICATORS IN MAINTENANCE 25

possibility of finding cost originators and can be used to Show cause-effect relationships24.
In summary, one can say that key figures serve the following purposes:

• Create transparency

• Improve the objectivity of decision making

• Support the formulation of goals and forecasts

• Make performance and potential for improvement measurable

• Enable trend observations to be made

• Support the Continual Improvement Process (CIP) process

• Create opportunities for orientation and comparison

• Document conditions

Different organizational level need different key figures. This different preparation for
the management level, the planning level and control level and for the executing level.

So there are various ways on how to use those key figures, see Figure (2.7). They can
be used in controlling as a focus of own improvements like cost bearers, service quality and
in customer surveys. In the external communication it is important to showcase the own
performance capability in addition to special strengths, problematic weaknesses, outsourc-
ing discussions. The own knowhow should also be offensively used for disruption analyses,
information systems, plant optimization25.

Key Figures as Management 

Instruments in Maintenance

target 

agreement

maintenance 

planning

maintenance 

control

production 

areas
factories

Key figures for

coordination of

maintenance

Key figures for

control of

maintenance

Key figures for a

bench marking 

in Maintenance

Figure 2.7: Maintenance strategies K. (2015)

Key figures can also be sorted according to their application26:

• Cost ratios

• Key figures for assessing planning quality

24Matyas, 2018, p. 97-98.
25K., 2015.
26Matyas, 2018, p. 98-102.
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Leadership
level

Summarization
level

Key figure
character

Example

Executive level

technical man-
agement

whole company global key figures
with holistic char-
acter

maintenance effi-
ciency

maintenance
management

factory goals, structures,
trends

plant efficiency

operations man-
agement

global analysis in
maintenance

budget plan

controlling

Planning and control level

workshop man-
agement

factory key figures for
plant or divisions

Personnel costs

operating engi-
neers

operational divi-
sions

structure, costs material cost
share

operations man-
agement

external service
share

Operational level

Foreman plant high details plant availability

work scheduler assembly object and order
level

share of overtime

craftsmen order assembly execution time

Table 2.1: Key figure assignment to management level. Reprinted from Matyas (2018, p.
98).

• Workload indicators

• Indicators of labour productivity, and

• Structuring key figures of the organizational plan

So the following examples can be given:

2.3.0.1 Cost key figures:

Maintenance intensity in %
Annual maintenance costs

Replacement value of the asset
∗ 100 (2.1)

Maintenance cost rate MU/h
Maintenance costs

Wage hours spent
(2.2)
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Key figures for assessing planning quality:

Failure time share in %
Failure time per plant

Operating time per plant
∗ 100 (2.3)

Maintenance quote in h/piece
Maintenance hours spent

Produced quantity
(2.4)

Workload indicators:

Work overhang in days
Orders still to be executed in h

Craft capacities in h/day
(2.5)

Indicators of labour productivity:

Failure rate in %
Downtimes of the maintenance employees

Attendance time
∗ 100 (2.6)

Structuring key figures of the organizational plan:

Maintenance cost ratio in MU/person
Total maintenance costs

Maintenance personnel
(2.7)

Production efficiency indicators:27

Overall Equipment Efficiency in % Availability ∗ Performance ∗Quality (2.8)

Availability
Run Time

planned Production Time
(2.9)

2.4 | Big Data

As seen in the chapter (2.1) data understanding is needed in order to identify data quality
problems and to discover insights. Therefore data has to be stored in a way that reflects
the necessities of the use case, which is in this thesis the area of maintenance.

Data is the raw material for prescriptive maintenance, it is generated by machines,
sensors, reports and invoices on a daily, hourly, minutely, secondly or even smaller basis.
Processing this amount of information is a chance and a challenge at the same time. The
growth and volume of data appears to be a remarkable problem for capturing, handling
and processing those informations. So there are a lot of definitions out there which try to
capture what data means in our time. A famous quote is from the British Mathematician
Clive Humby who is credited to have coined the phrase.

"Data is the new oil. Its valuable, but if unrefined it cannot really be used. It has to be
changed into gas, plastic, chemicals, etc to create a valuable entity that drives profitable
activity; so must data be broken down, analyzed for it to have value. But there are other

definitions out which try to capture what impact data has."

"Data are becoming the new raw material of business: an economic input almost on a par
with capital and labour."28

27Farinha, 2018.
28Cukier, 2010.
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"..data can create significant value for the world economy, enhancing the productivity and
competitiveness of companies and the public sector and creating substantial economic

surplus for consumers."29

"Data is the new gold"30

So data can be considered as the oil of the 21st century? According to Marr it is not the
new oil because it is not a single-use commodity, because data can be shared and reused
for new purposes, and whereas oil is a finite resource, new data is becoming increasingly
available and can be harvested nearly infinitely. Also the value of oil is based on its rarity,
whereas data becomes more and more valuable the more it is reused. Data can and must
be accumulated but it does not grow more valuable without the right data governance.
Without data governance data is just cost and liability31.

Gartner group coined 3Vs of Big Data32, some time later IBM33 added a 4th V to
the Big Data landscape, as seen in Figure (2.8),34. Those Vs can be extended to 10, as
introduced by Ansari et. al.35

4 V’s of Big Data

Volume
Data at Scale

Velocity
Data in Motion

Variety
Data in 

Many Forms

Value
Data Uncertainty

Figure 2.8: 4 V’s of Big Data, based on Corrigan (2013)

• Volume: It presents the physical volume of data, and moreover its growing volume.

• Velocity: With the accelerated growth of data, comes change. Data can change
dynamically, or be obsolete in some few seconds.

• Variety: Data can represent a variety of data types, formats and structures (struc-
tured, semi-structured, unstructured), encodings, syntax, semantics and so on.

• Veracity: The accuracy of data, how truthful is a data set?

29Manyika et al., 2011.
30Kroes, 2011.
31Marr, 2018.
32Stephen, 2011.
33IBM, 2019.
34Jagadish, 2015.
35Matyas, 2018.
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2.4. BIG DATA 29

Big Data can enable business intelligence, but there have been changes in recent times36.
Analytics are a necessity for success and in the market and decision should be data driven
and not led by intuition. The traditional approach is driven by information requirements
like:

• Business users determine what questions to ask

• IT structures the data to answer that question (sales reports, profitability analysis)

Where the more recent vision is a data-driven discovery, predictive and prescriptive,
optimization which:

• IT delivers an information platform for creative discovery

• Business explores what questions could be asked (e.g. brand sentiment, trends in
consumer behavior etc.)

• Integration of semi-structured and unstructured data

• Use of big data technologies (NoSQL, Hadoop stack etc.)

• Do it all in (near) real-time (not just offline reporting and analytics)

• Integrate BI into data-driven business processes

2.4.1 | Data Warehouse

A data warehouse is a system for reporting and data analysis and is a core component
of business intelligence according to Dedi et al. (2016). It can be defined as a collection
integrated databases designed to support a decision support system (DSS)37. Another
system called Data Vault is proposed by Lindstedt et al. (2009). In the Data Vault system
the data is loaded from the source system in its original format. So the Data Vault is build
around Hubs, Links and Satellites38. The alternative view of a data warehouse which will
be presented here from Kimball et al. (2013) sees a data warehouse as a collection of data
marts. Those can be used for querying and reporting and connected using conformed
dimensions. So there is no need to replicate all data from the source system.

So what are the requirements for data warehouseing in business intelligence? One set
of requirements is:

• "The DW/BI system must make information easily accessible

• The DW/BI system must present information consistently

• The DW/BI system must adapt to change

• The DW/BI system must present information in a timely way.

• The DW/BI system must be a secure bastion that protects the information assets

• The DW/BI system must serve as the authoritative and trustworthy foundation for
improved decision making.

• The business community must accept the DW/BI system to deem it successful"39

36Kiesling, 2018.
37Inmon, 2005.
38Jovanovic et al., 2014.
39Kimball et al., 2013.
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Looking at Figure (2.9) five main areas can be seen. The first which is the source
database can be an operational application, or On Line Transaction Processing (OLTP),
so a system which supports one or more types of business transactions .

• Landing Area is a data base which is able to store a single data extract of a subset
of one of the Source databases. Its schema is identical with the subset of the source
database.

• Staging Area is a database which is able to sore matching data extracts from
various Landing Areas in an integrated format. The data warehouse must wait for
the upload of the Staging Areas. It is identically to the schema of the data warehouse.

• Data Warehouse is a database which contains the history of all Staging Areas. Its
schema is normally a Third Normal Form.

• Data Market is a database which is on disk or main memory, and contains the
data describing the performance of one or more business transactions which are
taken form the data warehouse. The schema of a Data Mart often has the form of
one or more "stars".

Figure 2.9: Data Warehouse Reference Architecture Marti (2012)

In the business intelligence applications of Big Data there are two main paradigms.
Online analytical processing (OLAP) and online transaction processing (OLTP). Where
OLAP is the answer to multi-dimensional queries which need to be computed swiftly,
OLTP is the traditional transaction oriented way of data base transactions.

OLAP is all about getting the data out and analyzing the data describing business
transactions. The goal is reducing the response time. Its results are large result sets with
a lot of join operations, but no immediate updates and/or inserts. Periodic batch inserts
are used here. Also a controlled redundancy, which is a necessity for performance rea-
sons, because denormalized schemas, materialized views and indexes are used40. Typical
applications are:

40Marti, 2012.
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• Management Information Systems (MIS)

• Decision Support Systems (DSS)

• Statistical Databases

• Scientific databases, Bio-Informatic

OLTP focuses on getting the data in and capturing data which describes business
transactions. Here the goal is many short and small transactions, like point queries, single
row updates and/or inserts. Uncontrolled redundancies should be avoided and normalized
database schemas used. So there is always consistent and up to date database41. Typical
applications are:

• Flight reservation systems

• Procurement

• Order Management

2.4.2 | Data Lakes

A data lake is a collection of storage instances of various data assets additional to the
originating data sources. These assets are stored in a near-exact, or even exact, copy of
the source format."42

Data lakes are created to present an unrefined view of data. So those information
hidden in the data must be extracted by an analyst in order to gain information out of
the data. The data analyst, therefore, to compromise with the restrictions of classic data
stores such as data marts or data warehouses. So according to Kiesling (2018) typical
characteristics are:

• Single store of enterprise data with a flat architecture

• Schema and data requirements are not defined until the data is queried

• Extract, Load Transform (ELT) rather than Extract, Transform, Load (ETL)

• Promises cost-effective scalability and flexibility

• Allows new kinds of analyses and insights

• Promises low long-term cost of ownership

ETL is seen as an continuos, ongoing process which is well defined. So data is ex-
tracted from homogenous or heterogenous data sources. In the next step these data are
cleansed, enriched, transformed and then stored in either a data warehouse or data lake43.
ELT is a variant of ETL where the extracted data is first loaded into a target system.
So transformations happen after the data is loaded into the target system. This target
system must be powerful to handle those transformations44.

How could someone define the relation between data warehouse and a data lake? A
data lake is not a replacement for a traditional data warehouse, for example because it

41Marti, 2012.
42Gartner, 2019a.
43V. Ranjan, 2009.
44V. Ranjan, 2009.
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uses schema on read as an alternative approach to deal with unknown questions. There are
no established reference architectures, but proposed solutions as seen in Figure (2.10), for
data lakes. Data lakes are still very tool focused but there is a trend in data lakes which
sees them maturing because there are efforts to build architectures, structures, models
and data governance4546. In praxis data lakes have a polyglot persistence and are realized
in ways such as:

• Analytics on multiple platforms

• On premise and/or in the cloud

• Combination of traditional data warehouse, Hadoop data lakes, MPPs, NewSQL,
NoSQL, Search..

• Data in lakes accessible via SQL-on-Hadoop or SerDes on raw data

Figure 2.10: Data Lake Logical Architecture Terrizzano et al. (2015)

2.5 | Data Streams

As seen in the chapter (2.1) data understanding is needed in order to identify data quality
problems and to discover insights. Therefore data streaming is an essential part of the data
understanding phase. Distributed systems involve thousands of entities and are potentially
distributed all over the world, where the location may change over the lifetime of the
systems. So there is the need for more flexible systems, which reflect the decoupled nature
of applications. Two popular open source systems are Apache Kafka and RabbitMW which
commercially-supported pubsub systems. They have distinctive architectural differences.
In Kaka producers publish bathes of messages to a disk based append log which is topic
specific. Any number of consumers can subscribe to this topic and pull the stores messages
through and index mechanism. In RabbitMQ producers publish batches of messages with
a routing key to a network. In this network routing decisions happen dn the messages end
um in queues where consumers can gat at messages through a push pr pull mechanism47.

45Terrizzano et al., 2015.
46Kiesling, 2018.
47Dobbelaere et al., 2017.
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So the basic scheme of the publish/subscribe paradigms is the ability for subscribers
to express their intrust in an event or a pattern of events to be notified generated by a
publisher. So producers publish information in a software bus and consumers subscribe
to this bus. So the basic system, as seen in figure (2.11), relies on even notification48.

Figure 2.11: Publisher/subscriber architecture, based on AWS, 2019

Core Functionalities
The most fundamental function is de decoupling between publisher and subscriber. The
publisher subscriber coordination scheme can be described in three dimensions:4950

• Entity decoupling: publisher und consumers need not to be aware of each other.

• Time decoupling: publisher and consumer do not need to be active at the same time.

• Synchronization decoupling: the communication between publisher and consumer
does not need to block the producer or consumer.

Also very important in such a system is the routing logic. So a system which decides if
and which packet will end up at a consumer. So there are two main subscription schemes:51

• Topic based: The publisher tags its massages to a set of topics. Those topics can be
used to filter which messages go to which consumer.

• Content based: In this case all fields of the message can be used for filtering. The
constrains for filtering can be logically combined.

Quality-of-Service Guarantees (QoS)

A subscriber/publisher system is also described by a large set of required and desired
guarantees which are referred as QoS52. Those are:

• Correctness can be described by three primitives: no-loss, no-duplication, no-disorder.
Based on this two other criteria are relevant: Delivery guarantees and ordering guar-
antees53.

48Eugster et al., 2003.
49Eugster et al., 2003.
50Dobbelaere et al., 2017.
51Dobbelaere et al., 2017.
52Eugster et al., 2003.
53Sheykh Esmaili et al., 2011.
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• Reliability is the ability to perform even if one or several of the hard- or software
components fail.

• Availability is the capacity of system to maximize its uptime

• Transactions are used to group messages into atomic units. So either all of a message
is sent or nothing.

• Scalability is the concept of being able to continuously evolve in order to support a
growing amount of tasks.

• Efficiency is has two measures latency, the response time, and the throughout or
bandwidth.

Requirements in IoT
Before going into detail about on different messaging systems it is important to set the
requirements for messaging systems in IoT. For industrial cyber physical systems Cheng
et al. (2018) defined two main requirements:

• High throughput, where huge amounts of data from IoT sources can be transmitted
to effectively and in real time

• Fault tolerant data ingestion

For big data pipelines in maintenance O’Donovan et al. (2015) has identified the prob-
lem of the data transmission across the factory. So the requirements for a system which
can fulfill all needs in a big data pipeline would be:

• Legacy integration

• Cross-network communication

• Fault tolerance

• Extensibility

• Scalability

• Openness and accessibility

2.6 | Case-based Reasoning

Case-based reasoning can be found in the modeling stage if seen in the sense of the CRISP-
DM model, as seen in chapter (2.1).

2.6.1 | Case-based Reasoning - Fundamentals

CBR is a paradigm suitable to solve problems by utilizing specific knowledge of previ-
ously experienced problems (cases). This makes CBR different from other major AI ap-
proaches.54. This "reasoning and remembering approach"55 was strongly influenced by
studies of the human brain56 and was adopted for machines Case-based reasoning is both
... the ways people use cases to solve problems and the ways we can make machines use

54Aamodt et al., 1994.
55D. B. Leake, 1996.
56De Mantaras et al., 2005.
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2.6. CASE-BASED REASONING 35

them57. CBR can be seen as a circular process58, which shares many similarities with the
CRISP-DM cycle, as seen in chapter (2.1).

The central idea is to store past experience in cases which are used for solving new
problems. This is done by recalling similar experiences, the reuse of those experiences in
a new context and storing the new experience in memory. CBR is a subset of Artificial
Intelligence (AI) and belongs to the methods of supervised learning in Machine Learning
(ML). Learning in CBR is based on analogies and therefore not by deduction or induction.
As usually in model-based approaches data is used to create a model and most calculations
are done while building the model59.

Advantages:

• Avoidance of high knowledge acquisition effort

• Simpler maintenance of the knowledge in the system

• Facilitation of intelligent retrieval

• High quality of solutions for poorly understood domains

• High user acceptance

So typical application fields are:

Figure 2.12: Typical application fields, reprinted from Gabel (2010)

Five main types of CBR have been identified by60:

• Exemplar-based reasoning: The "classical" view.61 A concept is defined exten-
sionally as a set of exemplars. Solving a problem is seen as a classification problem.
For example finding the right class for the unclassified example. A set of classes
constitutes the set of possible solutions

• Instance-based reasoning: This syntactic approach compensates a lack of general
background knowledge with a large number of instances. The instances are normally
simple feature vectors. This is a non-generalized approach to the concept learning
problem addressed by classic machine learning (ML) methods.

57Kolodner, 2014, p. 27.
58Aamodt et al., 1994.
59Gabel, 2010.
60Aamodt et al., 1994.
61Smith et al., 1981.

D
ie

 a
pp

ro
bi

er
te

 O
rig

in
al

ve
rs

io
n 

di
es

er
 D

ip
lo

m
ar

be
it 

is
t i

n 
de

r 
T

U
 W

ie
n 

B
ib

lio
th

ek
 v

er
fü

gb
ar

.
T

he
 a

pp
ro

ve
d 

or
ig

in
al

 v
er

si
on

 o
f t

hi
s 

th
es

is
 is

 a
va

ila
bl

e 
at

 th
e 

T
U

 W
ie

n 
B

ib
lio

th
ek

.
tu

w
ie

n.
at

/b
ib

lio
th

ek

https://www.tuwien.at/bibliothek


36 CHAPTER 2. BACKGROUND

• Memory-based reasoning: This approach sees collection of cases as a large mem-
ory and reasoning is seen as accessing and searching this memory. It uses parallel
processing techniques, and the access and storage rely on purely syntactic criteria,
or the try to utilize general domain knowledge.

• Case-based reasoning: This typical CBR method differs from other in the richness
of information contained in a case and a certain complexity in respect to its internal
organization. A typical case-based method is also able to modify, a retrieved solution
wen applied in a different problem, it also utilizes general background knowledge.
This approach leans heavily on cognitive psychology theories.

• Analogy-based reasoning: This approach is very similar to the CBR approach,
but it is often used to characterize methods to solve past problems form different
domains, whereas normally CBR approaches focus on cases from one domain.

2.6.2 | Case-based Reasoning - Cycle

There are two main parts, or views on how to describe CBR methods, and they are both
complementary:

• A model of the CBR cycle

• A task-method for CBR

The CBR cycle (2.13) can be described by its four processes62:

• Retrieve the most similar case or cases

• Reuse all necessary information and knowledge on how to solve this problem

• Revise the proposed solution

• Retain the useful parts of this experience for future problem solving

Which fits into the task orientated view of knowledge level modeling from Van de Velde,
1993. In this concept a system is viewed as an agent with goals, and those goals set tasks
to achieve them. A system can be described by tasks, methods and domain knowledge.
Tasks apply one or more methods, and those methods need knowledge to achieve its tasks.
So a task-method structure (2.14) was defined by Aamodt et al. (1994). The tasks are
linked by lines which are decompositions and the relationship is downwards, the tippled
lines indicate alternative methods applicable for solving a task.

From top down it is problem solving and learning from experience with its method
CBR. CBR has four tasks itself as seen in (2.13) retrieve, reuse, revise, and retain. The
retrieve task for example itself is partitioned in identify, search, initial match and select.
All four major tasks have to be completed to complete the top level task. The task-method
decomposition model(2.14) has no control structure.

• Retrieve

• identify features To identify a problem in knowledge-intensive methods an
attempt is made to understand the problem. To understand a problem noisy

62Aamodt et al., 1994.
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Figure 2.13: The CBR cycle Aamodt et al., 1994

problem descriptors have to be filtered out. Others than those given as in-
put maybe use a general knowledge model, or are retrieve from the case base
and use features of that case which are expected features. So the checking of
expectations must be done within the knowledge model.

• collect description

• interpret problem

• infer descriptors

• search

• initially match The task of finding a good match must be split into two
subtasks, the first one is the initial matching process where a set of plausible
matches is retrieved, and the best one is selected. The latter task is the select
task. For retrieving there are three ways: "By following direct index pointer
from problem features, bu searing an index structure, or bu searching in sa
model of general domain knowledge"63.

• select The select task is done after a set of similar cases was chosen and a
best best must now be selected. The best match is usually determined after
evaluating the set of initial matches more closely. If a a match is not strong

63Aamodt et al., 1994.
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enough a different link is followed to find a more closely related case. During
the selection process consequences and expectations are made and attempts to
justify them. This can be done by using a system of general domain knowledge
or by the user through confirmation or adding additional information.

• Reuse

• copy In simple classification tasks differences are abstracted and the solution
is transfered to the new case. This is simple type of reuse, but other systems
consider differences and so an adaption process takes place.

• adapt An old case can be reused by reusing the old case solution or by transfor-
mational reuse with reusing the past method that construed the solution which
is called derivational reuse. In the first the past solution is not directly the
new one but there is some knowledge about it in the form of transformational
operators, which can be applied. In the derivational reuse it is looked at how
the case was solved. So the retrieved case holds informations about the used
method for solving and its justification like the used operators, subgoals con-
sidered, generated alternatives, failed searches and so on. So the those things
are replayed with the new case.

• Revise

• evaluate solution This task normally takes place outside the CBR system, in
this step the applying if the solution is evaluated in a real environment.

• repair fault The repair fault task involves to steps, first the detection of errors
and second the retrieving or generation of an explanation for them. The solution
repair task is the second task of the revision phase.

• Retain

• integrate This final step is the updating of the knowledge base with the new
case knowledge. If there is no new case and an index set has been constructed
it is the main step in the retain phase. By modifying the indexes the CBR
system learns to become a better similarity assessor and it is an important step
in CBR learning. The strength or importance of an index is very important
and are adjusted due to the success or failure of the case to solve an input
problem. If some features are judged relevant they are strengthened and others
are weakened if they did lead to unsuccessful case retrievals.

• rerun problem

• update general knowledge

• adjust indexes

• index The indexing problem is one of the most focused problems in CBR. It is
about what can of index is to be used for future retrieval and how to structure
the search space of indexes. Direct indexes are actually knowledge acquisition
problems and should be analyzed as part of the domain knowledge analysis in
the modeling step.

• determine indexes

• generalize determine indexes

• extract In CBR the is in most times solved by the use of a previous case If
it was solved by user input or other methods a new case must be constructed.
Anyhow a decision of what to use as a learning source. Failures, so information
from the Revise task can also be extracted and retained, either as failure case
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or within a total problem. So when a failure is encountered the system can be
reminded to a similar previous failure.
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Figure 2.14: A task-method decomposition of CBR by Aamodt et al. (1994)
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2.6. CASE-BASED REASONING 41

The Case and Knowledge

A case can be an abstraction of events that are limited in space and time in the
cognitive science view, contrary from a technical point of view a case is a description of
a problem, which in combination of certain experience can be used to solve the case64. A
case consists of mandatory and optional parts.

Case 1

Problem (Symptoms):
● Problem: front light does not 

work
● Car: VW Golf IV, 1.6l
● Year: 1998
● Battery Voltage: 13.6V
● State of Light: ok
● State of Light Switch: ok

Solution:
● Diagnosis: front light fuse

defect
● Repair: repair front light fuse

Case 2

Problem (Symptoms):
● Problem: front light does not 

work
● Car: Audi A4
● Year: 2002
● Battery Voltage: 12.9V
● State of Light: surface 

damaged
● State of Light Switch: ok

Solution:
● Diagnosis: bulb defect
● Repair: replace front light

Problem

Problem (Symptoms):
● Problem: break light does 

not work
● Car: Audi 80
● Year: 1990
● Battery Voltage: 12.6V
● State of Light: surface 

damaged
● State of Light Switch: ok

Figure 2.15: Solving a New Diagnostic Problem, reprinted from Gabel (2010)

So CBR is considered as a problem solving method and when faced with a problem
a solution must be provided. With a new problem the case memory must be searched,
however often it does not start with a complete problem description. This can mean that
the available information is not sufficient to successfully solve the case65.

• Diagnosis: First symptoms given, but not enough to identify the cause

• Design: When the first functional descriptions are given, but not enough to choose
the right parts the layout problem

• Consulting: The customer has some ideas, the are not detailed enough to propose
a clear specification.

Using the CBR circle (2.13) the first part would be Retrieving the case, after this
comes the crucial step of Reuse. Here the solution must be adapted. In this case a new
diagnoses could be break light fuse defect and it could be repaired by repairing the break
light fuse. After this comes the Retain part, where if the solution was correct it should be
stored as a case in the case base.

Knowledge
"In order to solve problems one needs knowledge"66

The knowledge of a CBR system comes form its vocabulary which represents the
knowledge. Retrieval is done by similarity assessment. So the similarity between two
cases can be measured and is a core step of CBR. The information about the new problem
which is query must cover all necessary information to be applicable:

• target of problem

64Gabel, 2010.
65Lenz et al., 2003.
66Michael M. Richter, 2010.
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• constraints

• characteristics

The solution contains all information to describe the solution for the problem correctly.
A feedback if the solution was correct must also be added.

• solution itself

• justifications

• possible alternative solutions

• steps that were tried, but failed

Every case is represented by pairs of attributes and their belonging values, so a set of
attributes A1, ..., An is fixed and to each attribute Ai there is an associated domain Di so
each attributes value is defined by ai ∈ Di. Those attributes can be numerical, symbolic,
or textual (strings). The choice of attributes and their corresponding domains needs
general knowledge, namely vocabulary knowledge. Domains are mainly chosen by the
requirements of similarity computation and solution adaption. So the choice of attributes
is an important step, they must allow the decision if a case is similar or not, they should
not be redundant and should represent independent properties of the case.

Advantages Disadvantages
straightforward representation no structural or relational information
easy to understand and implement no ordering information is representable
cases are easy to store (databases)
efficient retrieval

Table 2.2: Advantages and Disadvantages of case representation formalism

There can also be an object-oriented case representation

• Graph- and Tree-based representation

• First-Order-Based Case Representation

• Hierarchical case representation

• generalized cases

2.6.3 | Similarity

Similarity is the central notion in CBR and is always considered between problems, so the
selection of cases in the retrieve phase is based on similarity of a given query. Similarity
is can be easily adapted to the current problem. There are three observations made by
Gabel (2010):

• There is no universal similarity; similarity always relates to a certain purpose.

• Similarity is not necessarily transitive

• Similarity does not have to be symmetric

Similarity can be modeled by a similarity measure and a distance measure.

Similarity measure: A Similarity Measure on a set M is a real-valued function
sim : M2 → [0, 1]. So similarity is:
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2.6. CASE-BASED REASONING 43

• reflexive iff. ∀x ∈M : sim(x, x) = 1

• symmetric iff. ∀x, y ∈M : sim(x, y) = sim(y, x)

Each similarity measure induces a similarity relation Rsim.

Distance measure: A Similarity Measure on a set M is a real-valued function sim :
M2 → ℜ+

0 . So distance is:

• reflexive iff. ∀x ∈M : d(x, x) = 0

• symmetric iff. ∀x, y ∈M : d(x, y) = d(y, x)

Each distance measure induces a similarity relation Rd.
So there is a relation between similarity and distance. Definition: A similarity measure
sim and a distance measure d are called Compatible if and only if: ∀x, y, u, v ∈ M :
Rsim(x, y, u, v) ←→ Rd(x, y, u, v). Similarity can be measured in attributes-value based
case representation the following way.

Hamming Distance:
The Hamming Distance is for binary features, where H(x, y) is the number of attributes
with differing values, and H is a distance measure.

H(x, y) = n−
n

∑

i=1

xiyi −
n

∑

i=1

(1− xi)(1− yi) (2.10)

Simple Matching Coefficient (SMC):
The Simple Matching Coefficient transforms the Hamming Distance into a compatible
similarity measure and is not restricted to binary features. So it can be used for nominal
discrete variables without natural ordering like color and for ordinal discrete variables with
a natural ordering like school grades.

a =
∑

xiyi (2.11)

b =
∑

xi(1− yi) (2.12)

c =
∑

(1− xi)yi (2.13)

d =
∑

(1− xi)(1− yi) (2.14)

SMC(x, y) = 1− n− (a + d)

n
=

(a + d)

n
= 1− (b + c)

n
(2.15)

Measures for Real-Valued Attribute:

• City-blocked metric d1

d1 =
n

∑

i=1

|xi − yi| (2.16)

• Euclidean distance d2

d2 = ||x− y|| =

√

√

√

√

n
∑

i=1

(xi − yi)2 (2.17)
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It is the sum of the square of each distance and because squares of the distance are
summed, the largest value may dominate. The Euclidean distance measure is appropriate
for example wen data is not standardized, but the distance measure can be greatly effected
by the scale of the data67.

Weighted Euclidean distance d2w The weighted Euclidean distance takes care of the
fact that not all attributes are of the same importance with the help of weights. The
weights wi must be chosen carefully, because the higher the weight the more the influence
on the measure and on the chance to be selected as the nearest neighbor.

d2w =

√

√

√

√

n
∑

i=1

wi(xi − yi)2 (2.18)

Measures for Sparsely Filled Cases:
In cases like online shops the value 0 is predominating, which must be taken into consid-
eration by the similaritydistance measure.
Maybe it is desired to consider two customers similar when they bought the same product
often. In this case the Cosine Similarity Measure, which is based on the inner product, ca
be used.

SMC00(x, y) =
(
∑n

i=1 I(xi = yi))− f

n− f
(2.19)

cos(x, y) =
xT y

||x|| ∗ ||y|| =

∑n
i=1 xiyi

√

∑n
i=1 x2

i

√

∑n
i=1 y2

i

(2.20)

Local-Global Principle
Here the description of cases and queries are only about real valued vectors u ∈ U = ℜn.

The elements of a vector always correspond to some attribute Ai. The Local-Global
Principle which is for similarities and distances can be formulated as following way68:

There are similarity measures simi on the domains of the attributes Ai (on the reals
in our case) and some composition function COMP : /Rn ⇒ R such that Maybe it is
desired to consider two customers similar when they bought the same product differently
often. In this case the Cosine Similarity Measure, which is based on the inner product, ca
be used.

SIM([q1, ..., qn], [u1, ..., un]) = COMP (sim1(q1, u1), ..., sim(qn, un)) (2.21)

The measures simi are called local measures and SIM is the global measure. A sim-
ilarity measure SIM is called composite if it can be combined from some local similarity
measures as in 2.21.

Local Similarity
The local similarity measures simi which is defined as simi : ℜ × ℜ ⇒ ℜ determines the
similarity sim(qi, ci) for the values of a queryq = (q1, ..., qn) and a case c= (c1, ..., cn) at
the Attribute Ai.

Local similarity expresses the acceptance for different values of the Attribute. So it is
possible to match vague notions in queries like "end of the week" with concrete values in

67GUPTA, 2014.
68Burkhard, 2004.
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2.6. CASE-BASED REASONING 45

the case like "Friday". It is also possible to compare concrete values in a query with vague
notions in the case, or vice versa. It is even possible to use vague queries with vague cases,
which follows operations from fuzzy logic69. Interesting to point out is also that functions
of linguistic terms usually have non-zero values only in a very limited region of their do-
main, whereas measures from distances have non-zero values even for great distances. For
unacceptability there is the way of using negative similarity values. When using weighted
sums a negative local value decreases the global acceptance of a case c for the query q.

Similarity Tables
Similarity tables are for attributes with symbolic type like the type of RAM

SD DDR RD
SD 1.0 0.9 0.75
DDR 0.5 1.0 0.75
RD 0.25 0.5 1.0

Table 2.3: Similarity table Gabel (2010)

Difference-Based Similarity Functions Difference-based similarity functions are
for attributes with a numeric type, and the similarity is measured as the numerical differ-
ence between the case and the query.

Local Similarities for Taxonomies It must be assumed that the considered objects
can be ordered in Taxonomy or set of notions. So the similarity for leaf nodes is defined
in the following way:

• each inner node must be assigned to a similarity value e

• the successor nodes become larger similarity values

• the similarity between two leaf nodes is calculated by the similarity value by the
deepest common predecessor

Figure 2.16: Local Similarities for Taxonomies, reprinted from Michael M. Richter (2010)

Global Similarity "A higher global similarity must be supported by at least one
higher local similarity"70

The Global Monotonicity Axiom states:

SIM(u, v) > SIM(u, w)→ ∃i ∈ {1, ..., n} : simi(ui, vi) > simi(ui, wi) (2.22)

69Burkhard and Michael M Richter, 2001.
70Burkhard, 2004.
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There is a situation where this axiom does not hold, for example in the well known XOR-
problem form neural nets. A new attribute the XOR(u, v) would be needed in order
to represent the XOR-problem by monotonous global similarities, so an extension of the
language it self. This leads to the point that it is important to find attributes such that
the monotonicity axiom holds. They should also be easy to compute, which limits them
further.

2.7 | Random Forest

A decision tree, or the advanced random forest are ML techniques which can be applied
in the modeling phase of the CRISP-DM model, as seen in chapter (2.1).

2.7.1 | Decision tree

"Decision trees are a simple model type: they make a prediction that is piecewise con-
stant."71

Tree based methods involve stratifying and segmenting the predictor space into simple
regions. Usually the mean or the mode of the data set is used for prediction. One of the
great benefits is that tree-based methods are simple and can be easily interpreted. The
three most common ways of improving decision trees are bagging, boosting and random
forests, which will be explained in this section.

Decision trees can be applied to classification and regression problems. In regression
problems, a given number of factors is used for determining a certain outcome. So the
first split will be done at the most dominant factor and so two regions are obtained. The
predictor space is divided into high-dimensional rectangles or boxes, and the goal is to
find boxes that minimize the RSS given by

RSS =
J

∑

j=1

∑

i∈Rj

(yi − ŷRj
) (2.23)

and a top-down greedy approach is applied. Top-down because it begins at the top of
the tree and successively splits the predictor space and greedy because in each step the
best split is made, so there is no looking ahead. In recursive binary splitting first predictor
is selected and a cut point so that the splitting leads to the greatest possible reduction in
RSS. Another way is tree pruning, where a very large tree is grown which is then prune
back to a subtree, which is done by K-fold cross-validation.

With classification trees the concept is similar, except that is used to predict a quali-
tative response, rather than a quantitative. So the process is very similar where regressive
binary splitting is used to grow a classification three. A alternative to the RSS is the
classification error rate

E = 1−maxk( ˆpmk) (2.24)

or the Gini index which is often referred as a measure of node purity.

G =
K

∑

k=1

ˆpmk(1− ˆpmk) (2.25)

71Zumel et al., 2014.
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|
Years < 4.5

Hits < 117.5

5.11

6.00 6.74

(a) For the Hitters data, a regression tree for pre-
diction the log salary of a baseball player, based
on the number of years that he has played in the
major leagues and the number of hits that he
made in the previous year, reprinted from James
et al. (2014, p. 304)

Years
H

it
s

1

117.5

238

1 4.5 24

R1

R3

R2

(b) The three-region partition for the Hitters data
set from the regression tree, reprinted from James
et al. (2014, p. 305)

Figure 2.17: Tree-based methods

2.7.1.1 Bagging, Boosting and Random Forrest

"The idea of ensemble learning is to build a prediction model by combining the strengths
of a collection of simpler base models".72 Very popular ensemble learning methods are
bagging and boosting.

(a) Bagging strategy, reprinted from S. Zhong et
al. (2015)

(b) Boosting strategy, reprinted from S. Zhong et
al. (2015)

Figure 2.18: Tree-based methods

Bagging
"Bootstrap aggregation, or bagging, is a general-purpose procedure for reducing the vari-
ance of a statistical learning method."73 So bagging, as seen in figure (2.18b) is used to
reduce the variance and hence increase the prediction accuracy, so may training sets are
taken from the population and separate prediction models using each training set and the
the results are averaged. Normally access to may training set is not possible or limited to
they are bootstraped, by taking repeated samples form a single training set.

72Hastie et al., 2009, p. 624.
73James et al., 2014, p. 316.
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Boosting
"Like bagging, boosting is a general approach that can be applied to many statistical learn-
ing methods for regression or classification."74[ Boosting, as seen in figure (2.18a) works
simmilar to bagging, except that the trees are grown sequentially and each tree uses infor-
mation from the previous tree. This has the advantage that not a single large decision tree
is fitted to the data, which amounts to fitting the data hard75 and therefore over fitting,
instead boosting learns slow.

Random Forests
Random Forests are an improvement of bagged trees because they provide a tweak which
are decorrelated tree. A number of decision trees are build on bootstrapped training
samples, but each time they split a random sample of predictors m is chosen as split can-
didates from the full possible set of predictors p, typically m ≈ √p76. So this avoids the
problem in a collection of bagged trees that most trees will choose the dominant predictor.

2.8 | Deep Learning

Deep Learning is a technique which can be applied in the modeling phase, which is part
of the CRISP-DM model, as seen in chapter (2.1).

Deep Feedforward Networks, also called multilayer perceptions (MLPs) are the
quintessential deep learning models, they are mostly nonlinear statistical models. The
try to approximate some function f∗, so a classifier y = f∗(x) maps some input x to a
category y. In a feedforward network it defines the mapping y = f∗(x; θ) and learns the
value of the parameter θ, that results from the best function approximation. Those are
feedforward networks because the information flow starts at the input x and goes through
the intermediate computations which are used to define f and finally through the output f .
They are called networks because the are normally composed of of many different function.

These chain structures can be in the form of f(x) = f (3)(f (2)(f (1)(x))), which can be
visualized as seen in fig (2.19).77. The learning algorithm it self decides hot use use those
layers and the desired output, the layers in between, which do not show the desired output
are called hidden layers.

For K-classification there are K units at the top, with the kth unit modelling the
probability of the class k. So there are K target measures Yk with k − 1, ..., K, which are
codes as 0 or 1. The derived features Zm are created from those linear combinations of
the inputs and so the target Yk is just a function of linear combinations of Zm.

Zm = σ(α0m + αT
m), m = 1, . . . , M (2.26)

Tk = β0k + βT
k Z, k = 1, . . . , K (2.27)

fk(X) = gk(T ), K = 1, . . . , K (2.28)

The activation function σ(υ) is usually a sigmoid function σ(υ) = 1
(1+e−υ) see fig.(2.20)

74James et al., 2014, p. 321.
75James et al., 2014, p. 321.
76James et al., 2014, p. 320.
77Goodfellow et al., 2016.
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2.9. BAYESIAN NETWORKS 49

Figure 2.19: A feed forward neuronal network, reprinted from Tilly (2018)

Figure 2.20: Plot of the sigmoid function (red curve), which is commonly used in hidden
layers of a neural network. The other curves (blue, purple)are scaled, with a parameter
which controls the activation rate, reprinted from Hastie et al. (2009)

Back-Propagation, often called backprop, is an algorithm where the information
from the cost is allowed to then flow back through the network in order to compute the
gradient78. Computing the gradient numerically can be computationally expensive, so the
backprop algorithm uses an inexpensive method. The backprop refers only to the way
of computing the gradient, while another algorithm such as stochastic gradient descent is
used to perform learning using the gradient.

2.9 | Bayesian Networks

The HMC model, which is based on Bayes theorem can be used in the Modeling phase of
the CRISP-DM model, as seen in chapter (2.1).

Bayes theorem eq. (2.29) allows to convert a prior probability, with its distribution

78Goodfellow et al., 2016.
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p(w) into a posterior probability w by incorporating evidence from the observed data
D = t1, ..., TN .

p(w|D) =
p(D|w)p(w)

p(D)
(2.29)

The quantity p(D|w) is evaluated for the observed data D and can be seen as a function
of w, which is called the likelihood function. "It expresses how probable the observed data
set is for different settings of the parameter vector w."79

The denominator of the Bayes theorem eq. (2.29) can be expressed in terms of the
prior distribution and the likelihood function:

p(D) =

∫

p(D|w)p(w)dw (2.30)

Bayesian inference in machine learning80 can help to give answers to typical problems
like "I have A, what is B?". Bayes’ rule provides a logic of uncertainty, so it is possible to
reason with a given A the likelihood of B, with the conditional probability P (B∥A). So
this leads to a parametrized model which can be described as P (B∥A) = f(A; w), where w

denotes a vector of all adjustable parameters. In Bayesian inference parameters like w are
treated as random variables, like A and B. So before obtaining the posterior distribution
over w a prior distribution p(w) must be specified.

2.9.0.1 Markov Chain Monte Carlo

Markov Chain Monte Carlo (MCMC) allows sampling from a large class of distributions
and is great with scaling of the dimensionality of the sample space81.

Figure 2.21: The marginal distribution p(xn) for a node xn along the chain, reprinted from
Bishop (2006, p. 397)

A first-order Markov chain can be defined as a series of random variables z
(1), ..., z

(M)

which hold the conditional independence property for m ∈ 1, ..., M − 1

p(z(m+1)|z(1), ..., z
(m)) = p(p(z(m+1)∥p(z(m))

which can be visualized as seen in fig. (2.21). To use Markov chain for sampling it must
be set up such as that the desired distribution is invariant. A homogenous Markov chain
with transition probabilities T (z

′

, z), the distribution p∗(z) is invariant if

p∗(z) =
∑

z
′

T (z′, z)p∗(z) (2.31)

79Bishop, 2006.
80Tipping, 2004.
81Bishop, 2006.
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2.10. TEXT MINING 51

A sufficient, but not necessary condition is that the transition probabilities are chosen
to satisfy the property of detailed balance to

p∗(z)T (z, z
′) = p∗(z′)T (z′, z) (2.32)

2.9.0.2 Gibbs Sampling

Gibbs Sampling is widely applicable and is based on Markov chain Monte Carlo algorithm.
When considering a distribution z

(1), ..., z
(M) from which a sample is chosen for the initial

state of the Markov chain, the Gibbs sampling procedure involves replacing the value of
one of the variables with a value from the distribution of that variable, which is based
on the variable conditioned of the remaining variables. So zi is replaced bu the value
drawn from the distribution p(zi|zβ). This procedure is repeated by cycling through the
variables or by updating the variable to be chosen at each step82.

Collapsed Gibbs Sampling
Collapsed Gibbs Sampling was introduced by83 and the basic idea is to iterate one or
more variables while sampling for some other variable. Where a Gibbs sampler would
sample form p(A|B, C), to p(B|A, C) and then to p(C|A, B) a collapsed Gibbs sampler
can replace the sampling step for A with a sample for the marginal distribution p(A|C),
with B integrated out.

2.10 | Text Mining

Text mining instead to the other techniques presented in this thesis works not with struc-
tured data. It useses unstructured data, but the concept is still a part of the modeling
phase of the CRISP-DM model, as seen in chapter (2.1).

Most information today is provided as text. In order to process unstructured data, for
example free text, it is necessary to use slightly different techniques than with structured
data. Here comes text mining into play. With text mining it is possible to extract mean-
ingful information out of documents.

As stated by Feldman et al. (2007) "Text mining is a new and exciting area of com-
puter science research that tries to solve the crisis of information overload by combining
techniques from data mining, machine learning, natural language processing (NLP), infor-
mation retrieval (IR), and knowledge management"84

Kodratoff (1999) defines Knowledge Discovery in Texts as the "science that discovers
knowledge in texts, where knowledge is taken with the meaning used in KnowledgeDis-
covery in Data [..], that is: the knowledge extracted has to be grounded in the real world,
and will modify the behavior of a human or mechanical agent."85

So NLP is all about enabling computers to understand human generated language,
whether this is about text or speech. Here the focus will be on textual data because in
maintenance most information is written and will be provided as a document. In those
reports for example the maintenance officer will describe the current situation of a machine

82Bishop, 2006.
83Liu, 1994.
84Feldman et al., 2007, p. x.
85Kodratoff, 1999.
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and if necessary defines the problem at hand. If parts are damages those are named so
the reader knows which parts are to be replaced. Those for humans relative simple tasks
need certain tools for computers in order to understand this. Here comes NLP into play.
NLP is defined as:

As express bu Lidd (2001) "Natural Language Processing is a theoretically motivated
range of computational techniques for analyzing and representing naturally occurring texts
at one or more levels of linguistic analysis for the purpose of achieving human-like language
processing for a range of tasks or applications."86

A typical first approach to indexing and querying is87:

• Tokenization: In this step longer strings of text are split into smaller pieces (tokens).
So larger chunks can be tokenized into sentences, sentences into word and so on.
Sometimes segmentation is used when referring to the split down of large chunks of
text into paragraphs or words. In this case tokenization is referred to the breakdown
to words.

• Stop word removal: Here words which have little meaning are removed. They
might carry little meaning because of their frequency, or from a conceptual point
of view. This is done because words that occur in many of the documents in the
collection carry little meaning in from a frequency point of view88.

• Normalization This is done to put everything on the same basis. Text will be
converted to the same case, punctuation is removed, numbers are converted to their
word equivalents and so on. So all words are on equal footing. There are two distinct
steps:

• Stemming, which is the process of eliminating affixes (suffixes, prefixes, infixes
and circumfixes). "Stemming tends to help as many queries as it hurts."89

• Lemmatization is related to stemming, but it is able to to capture canonical
forms baed on the word’s lemma. So "saw" is a past tense word, and its lemma
is "see". It could also be a noun and the lemma would be the full form. Often
words are similar, like "number and "numb". In those cases the lemmatizer has
to determine the words part-of-speech, before choosing a lemma footcite90.

After the text has been sufficiently prepared different methods can be applied to extract
information. Here a short overview of several frameworks will be provided. From the sim-
ple but efficient bag-of-words, to vector space model, the more sophisticated CIMAWA91

to a very different approach using neural networks.

Bag-of-words
Bag-of-words is one of the most popular methods for object categorization. The basic idea
is to quantize each extracted key point into one of visual words. So clustering algorithm
like k-means is applied. This model omits grammar and word order and only focuses on
frequency. So the text is represented by a bag of words, where the word bag refers to

86Lidd, 2001, p. 1.
87Hiemstra et al., 2001.
88Hiemstra et al., 2001.
89Hiemstra et al., 2001.
90Hiemstra et al., 2001.
91Klahold et al., 2013.
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concept of multisets92.

Vector space model
It is a very simple data structure without any semantic information, but enables very
efficient analysis of huge document collections. In the vector space model a document is
represented as a vector in in n dimensional space. This enables comparison o documents
by simple vector operations. So each element of the vector represents a word. or a group
of words of the document collection. So the size of the vector is defined by the number
of words. The simplest way is is using binary term vectors. So each vector element is set
to one if the corresponding word is used or zero if not. So the encoding will result in a
simple Boolean comparison or search93.

CIMAWA
CIMAWA stands for Concept for the Imitation of the Mental Ability of Word Association,
and it expresses a the association between keywords with a numeric value. For this the
associated Gravity approach was developed. This relies on the word associations, gener-
ated by CIMAWA, combined with a clustering algorithm for multitopic detection. In short
CIMAWA is a measure indicator for strongness of the word x in association withe word y.
This is based on a certain windows size ws for the co-occurrence Cooc(x, y) damped by a
factor ζ. The next step is the calculation of the associative gravity force which is based
on the attraction of each word. With the results of the previous calculations the words
can be clustered in word clusters, each representing a subtopic94.

Deep Learning for NLP
Many NLP frameworks suffer from the curse of dimensionality while learning joint

probability functions of language models. So a lot of research was put into adapting Deep
Learning for NLP. The following different approaches have achieved impressive results95:

• Word Embeddings: Distributional vectors which are based on the so-called distri-
butional hypothesis. Word embeddings are pre-trained and the task is to predict a
word based on its context.

• Recurrent Neural Network (RNN): Those Neural networks are very effective at pro-
cessing sequential information. The strength of of RNN is to memorize the results
of previous computations and use it for the current one.

• Reinforcement Learning: Here agents are trained to perform discrete actions by a
reward system. It is often used for text summarization.

2.11 | Self-Explanatory Dasboard, Decision Sup-

port and Recommender Systems

2.11.0.1 Dashboards for Vizualization of KPIs

The word dashboard is self comes from panel placed in front of a carriage to protect the
driver from beeing hit by mud or dirt. In automobiles nowadays it is a control panel in
front of the driver, showing information about speed, rotation and so on. Dashboards

92Y. Zhang et al., 2010.
93Hotho et al., 2005.
94Klahold et al., 2013.
95Young et al., 2018.
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in the business community are recognized as a performance management system. Key
performance indicators are displayed at one glance to give the decision maker a better
overview and alerts can be received9697.

Since the rise of Big Data and the exponential growth in data volume dashboards
became more and more overloaded and complex in the need to display as many KPIs as
possible98. This lead dashboards to become SMART (synergetic, monitor KPIs, accurate,
responsive, and timely) and IMPACT (interactive, more data history, personalized, ana-
lytical, collaborative, and traceability)99.

Often the problem is that IT engineers are not familar with the domain knowledge,
and domain experts are not aware of IT technologies that can help them create dash-
boards. Tools like Tableau100 and Power BI101 can help non IT professionals to analyse
huge amounts of data and create dashboards without analyzing IT professionals. De-
sign principles for dashboards have been created in order to make dashboards more self
explainatory102:

1. Tuftes Data-Ink Ratio is defined by the ratio between proportion of a graphic;s
ink devoted to non redundant display information. So minimize this five principles
are suggested:

• Above all else, show the data

• Maximize the data-ink ratio

• Erase nondata ink

• Erase redundant data ink

• Revise and edit

2. Fews Highlighting and Organizing Objective is derived from the data-ink ratio
and has to objectives reducing the non-data ink and enhancing the data ink.

3. Shneidermans Visual Information Seeking Mantra is a task taxonomy con-
sisting of the tasks overview, zoom, filter, details on demand, relate, history and
extract.

4. Munzners Nested Model for Visualization Design is four level model for
visualization design and evalutation. Starting at the top with characterizing the
problems, mapping those into abstract operations, designing visual encoding and
interactions and creating an algorithm to execute that design automatically.

Based on the before mentioned principles Lin et al. (2018) proposes a design principle
derived from the 5S workplace organization method.

• Principle 1: Seeing Both the Forest and Trees has two implications, first that
the whole forest must be classified into different regions based on certain character-
istics so that the user can identify the interesting part. The second one is to see the
forest and the trees on one dashboard.

96Park et al., 2015.
97Podgorelec et al., 2011.
98Park et al., 2015.
99Malik, 2005.

100Tableau 2019.
101Power BI 2019.
102Lin et al., 2018.
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• Principle 2: Simplicity Through Self-Selection one major principle is simplic-
ity. To achieve this goal the following principles have been introduced: self-selection,
significance and synthesis.

• Principle 3: Simplicity Through Significance is realized when information
is easily actionable and is the main goal of any dashboard. An effective dashboard
facilitates identification of information which can be used to make effective decisions.

• Principle 4: Simplicity Through Synthesis is done when a dashboard is able to
reveal several charts with related but different indicators. It is proven that decision-
making is difficult if different indicators show conflicting results.

• Principle 5: Storytelling is shown in literature that storytelling is an increasingly
important point in dashboard design.

2.11.0.2 Decision Support Systems

A decision support system (DSS) is according to Aronson et al. (2005) a system which
its central purpose is to support and improve decision making. To fulfill such a task a
DSS must be adaptive, easy to use, robust and complete on important issues. Bonczek
et al. (1980) defines DSS as a computer-based system consisting of three interacting com-
ponents103:

• language system

• knowledge system

• problem system

According to Foster et al. (2005) defines an intelligent decision support system (IDSS)
also as a Knowledge-Based DSS, which replaces the model management system with Ex-
pert system or other intelligent decision making functionality. Those are added to enhance
the model based management, and can be achieved by using parts of AI, including NLP.
This allows also making decisions with uncertainty. So it can not only give a recommen-
dation, but also give a confidence level that the recommendation is a good one.

In maintenance a DSS is a computerized information system which contains domain-
specific knowledge an analytical decision models which assist the decision maker by present-
ing information and various alternatives104. This combined with computational tools like
a knowledge base, neural networks, fuzzy logic and Bayesian theory enhance DSS105. Es-
pecially in CBR has been used for decision support in areas of interactive troubleshooting
like maintenance106107. Yu et al. (2003) did create the a e-maintenance system for deci-
sion support, where the goal was to combine as mich knowledge from experts (agents) as
possible and then negotiate between them. The approach from Benkaddour et al. (2016)
was similar, they introduced also a collaborative decision support system for machine
breakdowns in the nonwovens industry. In both papers the necessity for a collaboration
between two or more agent for decision support is shown. Decision support systems play
an important role in manufacturing. The question would be how to realise such systems.
Besides PriMa a system from Benkaddour et al. (2016) and from Chan et al. (2000) have
been chosen as examples for decision support systems in manufacturing.

103Bonczek et al., 1980.
104Wang, 1997.
105Yam et al., 2001.
106Yu et al., 2003.
107Benkaddour et al., 2016.
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Figure 2.22: Researching solutions using CBR system, based on Benkaddour et al. (2016)

It can be seen where as Benkaddour et al. (2016) focuses solely on CBR, as seen in
Figure (2.23), where as Chan et al. (2000), as seen in Figure (2.24) uses fuzzy and neural
network decison support tools. By combining those two approaches analytic hierarchy
process (AHP) is used. AHPC is a hierarchical decision-making model comprised of a goal,
criteria and probably serval sub-criteria for each problem and decision108. In summary it
can be said that Benkaddour et al. (2016) relies solely on past decisions, where as Chan
et al. (2000) more or less ignores this know-how and focuses on other AI methods to
get decision support. It must be noted that neural networks and fuzzy logic also need
historical data in some way.

2.11.0.3 Recommender Systems

Recommender systems (RS) are a popular tool supporting automatic, context-based re-
trieval of resources109. RS are software tools and techniques which provides suggestions.
RS are primarily focused on two groups, persons who lack sufficient personal experience
or competence to evaluate all possibilities, or second a person faced with a potentially
overwhelming number of alternatives. In their simplest way recommendations are offered
as a ranked lists. RS are especially very popular in e-commerce and new e-business, like
highly rated internet sites as YouTube, Amazon, Netflix, Tripadvisor and so on110.

In those services mostly content-based filtering and collaborative filtering comes into
play, because they are well suited for the recommendation of quality and taste products.

108Chan et al., 2000.
109Tschinkel et al., 2015.
110Ricci et al., 2011, p. 1-4.
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Figure 2.23: The multi agent system, based on Benkaddour et al. (2016)

In content-based filtering the goal is to match items which are similar to items previously
liked, or bought by the user. The advantage is that no information about other uses
is needed and specific features of a user can be captured. This is also a disadvantage
because a lot of domain knowledge is needed for for building the knowledge base and it
can only make recommendations building on existing features111. Collaborative filtering
uses the ratings provided by multiple users to make recommendations. This results in no
need of previous domain knowledge, it offers the discovery of new solutions and it needs
no contextual features. New items and side features are a big drawback for collaborative
filtering112. To combine both approaches hybrid recommender systems can be built. Those
hybrid systems can be achieved by various approaches113:

• Weighted

• Switching

• Mixed

• Feature Combination

• Cascade

RS aim at two tasks. The generation of a recommendation und the use of the user
of feedback after the recommendation. According to Sielis et al. (2015) RS have a cyclic
architecture with four big steps:

111Aggarwal, 2016, p. 139.
112Aggarwal, 2016, p. 8.
113Burke, 2002a.

D
ie

 a
pp

ro
bi

er
te

 O
rig

in
al

ve
rs

io
n 

di
es

er
 D

ip
lo

m
ar

be
it 

is
t i

n 
de

r 
T

U
 W

ie
n 

B
ib

lio
th

ek
 v

er
fü

gb
ar

.
T

he
 a

pp
ro

ve
d 

or
ig

in
al

 v
er

si
on

 o
f t

hi
s 

th
es

is
 is

 a
va

ila
bl

e 
at

 th
e 

T
U

 W
ie

n 
B

ib
lio

th
ek

.
tu

w
ie

n.
at

/b
ib

lio
th

ek

https://www.tuwien.at/bibliothek


58 CHAPTER 2. BACKGROUND

Figure 2.24: Outlinene of the intelligent decision support system for the FMS design, based
on Chan et al. (2000)

• Data collection

• Data filtering

• Rank the recommended items

• Presentation of data

For example in case of apartments those methods are not suitable because collecting
ratings for an apartment is not useful because they are not sold very often and buyers
tastes do change because their preferences change over time. A Knowledge-based recom-
mender helps to tackle those challenges. Knowledge-based recommender systems have also
the advantage that they do not suffer from cold start problems, but they suffer from the
so called knowledge acquisition bottleneck. This means that the engineers must work on
converting the knowledge possessed bu domain experts to formal, executable representa-
tions114.

There are two basic types of knowledge-based recommenders:

114Ricci et al., 2011, p. 187-188.
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• Case-based

• Constrain-based

In case of knowledge both are similar, their main distinction is the way that similarity
is calculated. Case-based recommenders determine similarity using similarity metrics. For
Constrain-based recommenders knowledge bases which contain explicit rules are the main
source115.

2.12 | Knowledge-Based Systems, Knowledge-Base

and Ontology

2.12.1 | Knowledge-Based Systems

"Knowledge-based systems are Information and communications technology (ICT)-based
applications that can undertake analysis and research to reach conclusions about a chal-
lenge with an expert level equivalent or close to the human level."116

They can also be described as computer programs which exhibit a high level of intel-
ligent performance similar to a human expert117. According to Schmalhofer (2001) they
consist of four parts:

• A knowledge base

• A search or interferance system

• A knowledge acquisition system

• A user interface or communication system

So an expert system can ask a user questions, offer advice and demonstrate how it
came to solution given. The interference system is different from other software. The
algorithm which is used to solve the problem is a heuristic for reasoning118.

2.12.1.1 Knowledge-Base

For Giaretta et al. (1995) knowledge bases are a specific version of ontologies. So ontolo-
gies are the underlying system of a knowledge base and express them in suitable, formal
structures. So a knowledge base must be true in every possible world of the underlying
conceptualization. A knowledge base consists of T-Box and A-Box119, where the T-Box is
for the terminological knowledge, which also includes concepts and roles and the A-Box is
about the assertion nof the modelled world which belong to the concept.

Ontologies can be used for recommender systems, because an ontology contains a set
of concepts like entities, attributes and properties related to a domain along with their
definitions. Those are represented by languages like Web Ontology language (OWL) and
Resource Description Framework (RDF). So moreover those ontologies can be used along-
side other tools such das data mining and machine learning to give better results. So
ontology based recommenders are knowledge-based recommender systems which need a

115Ricci et al., 2011, p. 188.
116Babu et al., 2017.
117Schmalhofer, 2001.
118Ferguson et al., 2003.
119Dengel, 2012.
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knowledge base to store those information120.

For case-based recommender systems specific cases are specified and used as anchor
pints as can be seen in Figure (2.25). With the defined similarity metrics which are care-
fully defined in a domain specific way the query is matched to a case. The returned result
can be used as target cases with some user modifications121.

Figure 2.25: Interactive process of a case-based interaction in a knowledge based recom-
mender system from Aggarwal (2016).

So in hybrid ontology-based recommendation learning ratings are coupled with onto-
logical domain knowledge which improves similarity matching. So once the ontological
concepts are fully mapped, normal recommendation approaches are applied. This coupled
with the lack of the cold start problem, sparsity and overspecialization makes ontology
based recommender systems well suited for recommending learning resources. To com-
pute the similarity between the ontology and the query the cosine similarity is well suited
according to Tarus et al. (2017).

Knowledge bases can include rich information from structured and unstructured data
with different semantics and so knowledge bases gained more attention in recent times.
In recent years several typical knowledge bases have been constructed. Those include
academic projects like YAGO, NELL, DBpedia, and DeepDive, as well as commercial
projects, such as Microsofts Satori and Googles Knowledge Graph122. A knowledge base
for a recommender system, here for movies, can be divided into three parts according to
F. Zhang et al. (2016):

• Structural knowledge can be defined as a heterogenous network with multiple
type of entities and multiple links to express the structure of the knowledge base.

• Textual Knowledge gives the main information about the entity it represents

120Tarus et al., 2017.
121Aggarwal, 2016.
122F. Zhang et al., 2016.
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• Visual Knowledge can add information to the textual knowledge.

2.12.1.2 Ontologies

"An ontology is a set of definitions of content-specific knowledge representation primitives:
classes, relations, functions, and object constants."123

Ontologies are artifacts and represent the knowledge represented to a specific topic or
domain. Ontologies have gained more attained in recent years to the rise of the semantic
web including standard ontology representation languages (especially OWL) and the avail-
ability of tools to manipulate them, like parser libraries, reasoners and ontology editors
(like Protege)124.

Ontologies also follow an evolutionary cycle, see (2.26), proposed by Zablith et al.
(2015), which has fast similarities with the CRISP-DM model, see Figure (2.1). The
ontology in the middle servers as input for all tasks and it receives input from the Managing
Changes task. When the changes are applied the cycle is repeated. The five main steps
are:

• Detecting the need for evolutionary

• Suggesting Changes

• Validating Changes

• Assessing Evolution impact

• Managing Changes

Dengel (2012) describes a ontologies as a formal, explicit specification with a common
conceptualization:

• the use of common symbols and terms in the sense of syntax,

• the common understanding concerning their meaning, i.e. semantics,

• the classification of terms in the form of a taxonomy,

• the networking of concepts with the help of associative relations while simultaneously

• Determination of rules and definitions about which relations are meaningful and
allowed.

Description logic is the base of an ontology according to Ansari, Khobreh, et al. (2018)
and Russell et al. (2009). Ontologies consist of classes, relations and rules which describe
conceptualizations as wall as instances. Those describe individual elements of a domain.
So those elements are described by Dengel (2012) as:

• Classes or often also concepts describe different categories of terms. Those are mostly
referred as taxonomies, hierarchies of terms. So inheritance mechanisms are already
cindered and can be applied.

• Relationships describe dependencies between classes. In taxonomies the ’is one’
relation is described per default. All others most be described additionally. Relations
also often describe other properties of classes.

123Gruber, 1992.
124Zablith et al., 2015.
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Figure 2.26: Ontology evolution cycle from Zablith et al. (2015).

• Rules of axioms are used to describe the circumstances of domains which are true.

• Instances represent real existing elements of a domain.

In this example (2.12.1.2) <Type>,<Machine> and <CNC> are defined. The CNC
machine EMCO CONCEPT TURN 460 is defined with <Type> in the property <cnc> in
the class <CNC>. The instance <ID> is as <Machine> as <CNC>. Based on Wikipedia
(2019) and125.

<rdf:RDF

xmlns:rdf="http :// www.w3.org /1999/02/22 -rdf -syntax -ns#"

xmlns:rdfs="http :// www.w3.org /2000/01/ rdf -schema#"

xmlns:owl="http :// www.w3.org /2002/07/ owl#"

xmlns="http :// localhost :8080/ OWLBuergerInformation.owl#"

xml:base="http :// localhost :8080/ OWLBuergerInformation.owl">

<owl:Ontology rdf:about=""/>

<owl:Class rdf:ID="Type"/>

<owl:Class rdf:ID="Machine"/>

<owl:Class rdf:ID="CNC">

<rdfs:subClassOf rdf:resource="#Machine"/>

<owl:equivalentClass >

<owl:Restriction >

<owl:onProperty rdf:resource="#Type"/>

<owl:hasValue rdf:resource="#cnc" rdf:type="#Type"/>

125W3, 2019.
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</owl:Restriction >

</owl:equivalentClass >

</owl:Class >

<owl:ObjectProperty rdf:ID="Type"

rdf:type="http :// www.w3.org /2002/07/ owl#FunctionalProperty">

<rdfs:range rdf:resource="#Type"/>

<rdfs:domain rdf:resource="#Machine"/>

</owl:ObjectProperty >

<owl:DatatypeProperty rdf:ID="name"

rdf:type="http :// www.w3.org /2002/07/ owl#FunctionalProperty">

<rdfs:range rdf:resource="http :// www.w3.org /2001/ XMLSchema#string"/>

<rdfs:domain rdf:resource="#Machine"/>

</owl:DatatypeProperty >

<owl:DatatypeProperty rdf:ID="name"

rdf:type="http :// www.w3.org /2002/07/ owl#FunctionalProperty">

<rdfs:range rdf:resource="http :// www.w3.org /2001/ XMLSchema#string"/>

<rdfs:domain rdf:resource="#Machine"/>

</owl:DatatypeProperty >

<Machine rdf:ID="CNC1" name="EMCO␣CONCEPT␣TURN␣460">

<Type rdf:resource="#female"/>

</Machine >

</rdf:RDF>

Listing 2.1: OWL code example
In computer science and especially AI ontologies are used for knowledge sharing and reuse
effort for efficient engineering of knowledge-based systems. So Knowledge Management is
defined by Staab et al. (2010) as:

• Systematically managed organizational activity

• Strategic key resources viewn as implicit and explicit knowledge

• Aims at improving the handling of knowledge

• To achieve organizational goals

• By employing tools, techniques, and theories from areas like IT, strategic planning,
business process management and others

• To achieve a planned impact on people, processes , technology and culture

2.12.1.3 Knowledge graph

There are many definitions out there on how to best describe knowledge graphs. The word
it self was coined by Google to describe any graph-based knowledge base126, but they are
not merely a graphical representation of ontologies127. Two have been selected, because
their definitions is most suitable for knowledge graphs in manufacturing, especially
maintenance.

126Färber et al., 2018.
127Ehrlinger et al., 2016.
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A knowledge graph (i) mainly describes real world entities and their interrelations,
organized in a graph, (ii) defines possible classes and relations of entities in a schema,
(iii) allows for potentially interrelating arbitrary entities with each other and (iv) covers
various topical domains.128

Knowledge graphs are large networks of entities, their semantic types, properties, and
relationships between entities.129

First there are various ways to express knowledge in graphical forms, Dengel (2012)uses
Sowas distinction:

• Definition networks get their knowledge from hierarchical categorization of con-
cepts. A famous example is the Pophyrian tree, and such networks are also used for
taxonomies.

• Assertional networks they additionally allow non taxonomical (hierarchical) rela-
tions. They allow non taxionomical and non partonomical relations.

• Implicational networks are acyclic directed graphs that represent causal depen-
dencies between events represented as graph nodes. Bayesian networks, as seen in
chapter (2.9.0.2) are prominent representatives.

• Excetuable networks are a special type of semantic networks that allow the dy-
namics of a system or a process to be to depict, for example Petri nets.

• Learning networks can change over time by expanding themselves with new nodes
and edges, or reducing themselves when certain nodes or edges disappear. Weigths
can be allocated to those nodes, for example the probability from Bayesian networks.

• Hybrid networks combine aspects from the networks above. So Bayesian networks
can become learning networks if the necessary learning algorithms are implemented.

Those networks can be graphically represented in the way of concept maps. They have
been developed by Josef Novak in the 1960s as a way for knowledge structuring and
visualization. For Novak a concept map is an abstract description of specific ideas of
knowledge domain and should not be confused with a text analysis method of the same
name.

Here Ehrlinger et al. (2016) argues that ontologies are not really different from knowledge
bases but are sometimes erroneously classified as being database schemas. But ontologies,
especially consist not only of classes and properties but also hold instances. So it can
be argued that knowledge graphs are very large ontologies. Other say that knowledge
graphs are superior ontologies with built in reasoners130. One of the most cited knowledge
graph engines is Google Knowledge Graph. There is hardly any information available on
the technology, but there is some on Yahoo’s Spark and the Knowledge Vault. Both use
Semantic Web standards such as RDF.

128Paulheim, 2017.
129Kroetsch et al., 2015.
130Ehrlinger et al., 2016.
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3 | Realising PriMa

3.1 | PriMa Architecture

The focus of this thesis lies in building a cutting edge knowledge pipeline and to automatize
PriMa1. In order to perform this tasks an understanding of the underlying architecture of
PriMa must be gained. The architecture of PriMa, as seen in Figure (3.1) builds upon a
four layer model. Those layers are:

• Data management

• Predictive data analytic toolbox

• Recommender and decision-support dashboard

• Semantic-based learning and reasoning

Figure 3.1: Overall architecture of PriMa, by Ansari, Glawar, et al. (2019)

3.1.1 | Data Management

This layer consists of the data input and the data warehousing solution. The data ware-
house must be able to collect maintenance records and cost data as well as operational
data from three dimensions2. Those have been extended by a fourth dimension expert
Knowledge.

1Ansari, Glawar, et al., 2019.
2Ansari, Glawar, et al., 2019.
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• Machines

• Processes

• Products

• Expert Knowledge

The data flow in Figure (3.1) consists in horizontal and vertical view of all processes,
actors and production (maintenance) management systems. In the horizontal view either
maintenance operations, or maintenance management, where as in the vertical view the
semantic interlinking of operations and management data is the focus. The PriMa model
must be able to deal with multimodality of maintenance records.

The data warehouse, as seen in Figure (3.2), is designed with Data Vault 2.0. It consists
of four main hubs which are:

• Maintenance organization

• Production planing and controlling

• Cost controlling

• Event tracking

Maintenance records consist of heterogenous data, which means that they may be directly
analyzed or require processing. The structured comes from condition monitoring systems
and includes sensor data from conditions and environmental records. The unstruc-
tured or semi-structured data consist of maintenance records, but also audio, images
or video records. Those need preprocessing, which is at the moment not included in PriMa.

3.1.2 | Predictive data analytic toolbox

In this layer ML and knowledge discovering algorithms are used in order to gain informa-
tion from the data ingested before. In the papers from Ansari, Glawar, et al. (2019) and
Nemeth et al. (2018) four families of ML algorithms were discussed in more detail for use
in PriMa:

• information-based

• similarity-based

• probability-based

• error-based learning

3.1.3 | Recommender and decision-support dashboard

The goal of the third layer is to present the outcome of the previous one in a meaningful
way. For this the outcome of the data analytic algorithms must be prepared to recommend
actions and decision alternatives. Before that the data must be correlated to avoid errors
and then aggregated.

With those results a link must be generated to the maintenance knowledge base. For this
reasoning methods like CBR come in hand, as seen in Section (2.6.3). The link must be
activated in each decision-making and problem-solving iteration. This means not only
querying existing knowledge, but also enriching existing one and generating new one.
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Figure 3.2: PriMas database schema Interlinking multimodal data and building a scalable
data warehouse, by Ansari, Glawar, et al. (2019)

3.1.4 | Architecture comparison

While automatizing PriMa the design of its architecture should be discussed. Other
authors like O’Donovan et al. (2015), Cheng et al. (2018) and R. Ranjan (2014) also
proposed big data pipelines with similar goals.

Starting with data data ingest, the first difference is, that in PriMa data ingest process
is discussed, but not in great detail. Cheng et al. (2018) discusses the data ingest, as
seen in Figure (3.3), is in much more detail. Especially concerning the type of gateways
needed for the IoT devices is discussed in depth, because they have been identified as
most important. Also the ingestion engine is discussed in great detail3. O’Donovan
et al. (2015) discusses briefly the common interfaces for IoT devices and its gateways.
R. Ranjan (2014) does not focus on the protocols and gateways needed, but focuses on
the ingestion process it self, as seen in Figure (3.4).

It can also be seen in in these Figures (3.3), (3.4) and (3.5) that they all use a data storage
based on NoSQL. Where a good database schema for a relational database provides more
speed while querying, as seen in Section (2.4.2), a NoSQL data base is more flexible,
because the schema it self must not be defined beforehand. It’s also noticeable that the
other architectures put the analytical layer before the data storage.

The analytical layer is very similar in the four examined papers. Most do not discuss

3Cheng et al., 2018.
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Figure 3.3: The industrial CPS systems powered by big data. Smart devices could com-
municate with the cloud using protocols like AMQP. The big data platform hosted in the
cloud enables efficient data ingestion, warehouse, processing, analytics, and visualization.
Industrial clients from energy, building, manufacturing, health care, logistics and trans-
portation domains can gain insight into the big data through the service interfaces provided
by the cloud. RFID: radio-frequency identification; 3G: third generation, LTE: long-term
evolution; ISA: International Society of Automation; AMQP: Advanced Message Queu-
ing Protocol; GFS: Google File System; API: Application Programming Interface; NFC:
near-field communication; WiHART: Wireless Highway Addressable Remote Transducer
Protocol, by Cheng et al. (2018)

their used methods except Ansari, Glawar, et al. (2019), however go in detail into the
requirements45. For others the framework (for example Apache Storm, Hadoop Mahout,
Apache Spark) is the main discussion point and go here into great depth reviews67.
Important to notice is that only Ansari, Glawar, et al. (2019) discusses structured and
unstructured data mining algorithms at all, only R. Ranjan (2014) mentions briefly that
a use of NoSQL databases is suitable for unstructured data.

It is important to point out that due to their different designs (analytical layer before
data storage) different frameworks for data analytics are discussed8910. They focus is
mainly on data stream analytics, instead of classic analytical approaches.

The recommender and decision-support dashboard as described in Ansari, Glawar, et al.
(2019) is quite unique, only O’Donovan et al. (2015) mentions the need of a dashboard,
but neglects the recommendation, or decision-support character of the dashboard. All
of the examined papers mention the decision-support character of data analytics but
do not specify on how to provide those support. Only R. Ranjan (2014) mentions
briefly application programming interfaces (API) which allow additional decision-support
applications easy communication.

4O’Donovan et al., 2015.
5R. Ranjan, 2014.
6R. Ranjan, 2014.
7Cheng et al., 2018.
8O’Donovan et al., 2015.
9Cheng et al., 2018.

10R. Ranjan, 2014.
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Figure 3.4: A high-level architecture of large-scale data processing service. The big data
analytics architectures have three layers: data ingestion, analytics, and storage and the
first two layers communicate with various databases during execution, by R. Ranjan (2014)

Layer IBDP ICPS LSDPS PriMa

Data ingestion Defined Defined Not Defined Not Defined
Data store Non-Relational Non-Relational Non-Relational Relational
Analytics layer Stream Analyt-

ics
Stream Analyt-
ics

Stream Analyt-
ics and conven-
tional Analyt-
ics

Conventional
Analytics

Recommender
system

Not Not No Yes but not de-
fined

Semantic layer No No No Yes

Table 3.1: Comparison of Industrial Big Data Pipeline (IBDP)11, Industrial CPS (ICPS)12,
Large-Scale Data Processing Service (LSDPS)13 and PriMa14.

Semantic-based learning and reasoning is the core contribution of the PriMa system to
the field of prescriptive maintenance systems. The unique approach combines traditional
expert knowledge with the capabilities of big data analytics. All other systems do not
leverage this knowledge and rely solely on the information from their algorithms. R. Y.
Zhong et al. (2017) sees knowledge in the data used, but is not investigation knowledge
from other sources, where as Legat et al. (2014), Engel et al. (2018) and Ullrich (2016)
who work with knowledge in form of ontologies. However, they do not do not provide a
framework like PriMa. Those findings have been summarized in Table (3.1). The biggest
differences in comparison to the other architectures is he different data store, the missing
stream analytics, the recommender system and the unique semantic layer.
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Figure 3.5: Big data pipeline architecture and workflow, by O’Donovan et al. (2015)

3.2 | An automated PriMa model

A basic requirement for a maintenance model is the possibility to apply it in a real world
application. This has been done extensively by Ansari, Glawar, et al. (2019) using a four-
step methodology15, as seen in Figure (3.6). The model used is based on the CRISP-DM
model, as explained in chapter (2.1). The six phases of CRISP-DM have been transformed
into four stages. In the fours step model:

• Data Acquisition and preprocessing: Consisting of domain experts as well as data
and knowledge engineers

• Data Analysis and Simulation: Which focuses on building and simulating a predictive
model

• Reaction Mode: In this step a set of rules is defined which satisfy the given require-
ments

• Prescriptive Maintenance Decision Support System: Focuses on building a frame-
work which includes prescriptive measures as well as the development of a mainte-
nance control centre.

Those steps have been implemented when developing the the approach shown in Figure
(3.7). While Ansari, Glawar, et al. (2019) proved that PriMa can be used in a real life
manufacturing context, this thesis shows a way of how to automatize those approaches
by defining frameworks for the data ingest, suggesting data storage approaches which
fulfill demands identified, as seen in (2.4.2), but also from other literature sources which

15Matyas et al., 2017.
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Knowledge

Pipeline

Data Acquisition &

Preprocessing

Prescriptive 

Maintenance 

Descision Support

Data Analysis

Figure 3.6: Procedural approach for prescriptive maintenance planning, adopted from
Ansari, Glawar, et al. (2019)

provide specific requirements for the data storage in an IoT/CPPS context16171819.

The data analysis layer will be designed as shown in Ansari, Glawar, et al. (2019) and
minimum working examples (MWE) examples of three algorithms will be provided. To
fulfill the automatization approach their output will be automatically aggregated.

For the knowledge pipeline it will be shown that text from a maintenance report can
be automatically extracted and used for a CBR approach. The case based used will
be an ontology based knowledge-base. With the reasoning approach provided by CBR
a both way update process with the information’s of the data analysis layer will be realized.

In the end all of those information will be gathered in a dashboard which fulfills the
identified requirements from chapter (2.11.0.3). For a better understanding a mock-up
will be shown.

16O’Donovan et al., 2015.
17Cheng et al., 2018.
18R. Ranjan, 2014.
19R. Y. Zhong et al., 2017.
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Machine

Data
CMMS ERP

Machine

Data Database

Neural

Network

Random

Forest

Hamilton

Monte

Carlo

Aggregation

NLP

CBR

Knowledge

Base

Figure 3.7: Flowchart of AutoPriMa
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3.3 | Realisation of Layer one: Data manage-

ment

3.3.1 | Data Streams

It is crucial for an automated maintenance model like AutoPriMa20 to be able to handle
a high volume of data stream, with the possibility to stream various types of data, ideally
in real-time.

Any data ingestion process in the manufacturing areas, especially maintenance, must meet
some certain requirements. O’Donovan et al. (2015) identified the following criteria:

• Legacy integration: Due to the coexistence of legacy devices in the industrial big
data pipeline those must be integrated and using the ingestion engine.

• Cross-network communication: Ingestion engines can operate across different
networks due to lack of local dependencies.

• Fault tolerance: The ingestion engine must be reliable and resilient. In case of a
fault the instructions must be able to assign to a different ingestion process.

• Extensibility: The big data pipeline must be design in a way that new data sources
an be easily integrated.

• Scalability: The ingestion process must be scalable horizontally, as to add multiple
ingestion engines.

• Openness and accessibility: The ingestion engine should use open standards
which facilitate communication and data exchange among other components of the
pipeline.

For transmitting data various gateways are available21 namely:

• Wi-Fi

• Zigbee

• RFIDNFC

• Bluetooth

• 3G4GLTE

• WiHART

• ISA 100.11a

The above-mentioned gateways support transmitting data with the with the help of a
protocol. They vary from technology to technology, but when Wi-Fi, or 3G4GLTE is used
the more popular protocols are listed as below222324:

• AMQP

20Ansari, Glawar, et al., 2019.
21Cheng et al., 2018.
22Cheng et al., 2018.
23R. Ranjan, 2014.
24O’Donovan et al., 2015.
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• MQTT

• OPNWIRE

• REST

• STOMP

• XMPP

For IoT devices streaming technologies like ActiveMQ, Apache Kafka and RabbitMQ
become very popular in recent time. In a recent study about Kafka streaming 86%
of the responders reported that the number of their systems Kafka is rising25. Those
publishsubscribe massaging systems provide various benefits over requestresponse systems,
among other things the fact that the various speeds of the different sites do not effect
the transmitting speed of the whole system26. Apache Kafka and RabbitMQ have been
selected, because of their popularity27, for further investigation. Before a comparison is
made a short description of both services is provided.

Protocol Strength Weakness

MQTT Simple High latency in high sampling rate
Lightweight No automatic discovery
WebSocket support Data type simple
Implementations for embedded de-
vices

Not secure at protocol level

AMQP Very extended Not for realtime
High interoperability No automatic discovery
Designed for critical applications No ensures interoperability

XMPP Simple High bandwidth consumption
Widely supported Data type simple
Extensible poor fault resistance

Table 3.2: Strength and weaknesses for each Machine-to-Machine protocol. Modified from
Talaminos-Barroso et al. (2016).

In Table (3.2) a comparison of different Machine-to-Machine protocols can be seen. Three
protocols and their most important advantages and disadvantages have been chosen from
a study from Talaminos-Barroso et al. (2016).
Apache Kafka

Apache Kafka is an open-source, distributed, publishsubscribe messaging broker. It main-
tains feeds of categorized topics. A producer can publish messages to all topics, as seen in
Figure (3.8). Those messages are stored and replicated. The distributed nature of Kafka
offers the possibility to device each topic into multiple partitions, where each broker main-
tains one ore more of the partitions, because of lead balancing. The consumer which
subscribes to one or more topics acquired the data from the brokers. The fault tolerance

25Dauber, 2019.
26Cheng et al., 2018.
27Dobbelaere et al., 2017.
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of Kafka comes from its replication. Each partition has one broker acting as leader, which
is in charge of all readwrite requests. If the leader fails, a new one is selected from among
the remaining followers2829. It offers three key capabilities as follows30:

• Publish and subscribe to streams of records, similar to a message queue or enterprise
messaging system.

• Store streams of records in a fault-tolerant durable way.

• Process streams of records as they occur.

The best areas of application for Kafka are31:

• Pub/Sub Messaging when routing is simple and, or the throughput per topic is
beyond what RabbitMQ can handle

• Scalable Ingestion System, Kafka offers high input and is already integrated in plat-
forms such as Apache Spark and Apache Flink

• Data-layer Infrastructure, because of the durability and efficient multicast Kafka can
serve as a connector to various batch and streaming services

• Capturing Change Feeds, Kafka’s log centric design makes ich excellent for this
purpose

• Stream Processing, Kafka offers a lightweight stream processing library

Figure 3.8: The schema of Apache Kafka, reprinted from Cheng et al. (2018)

RabbitMQ
Like Kafka, RabbitMQ is an opens-source massaging broker. It is written in Erlang
and is therefore best suited for distributed applications and offers high parallelism, and
fault tolerance. As seen in Figure (3.9) messages are published to exchanges, those then
distribute copies of those messages to ques using rules, which are called bindings. With the
optional routing key used by those bindings it is possible to bind a queue to an exchange.
A broker can provide four exchange types, a topic exchange type is used for implementing
a publishsubscribe pattern, namely3233:

28Cheng et al., 2018.
29Dobbelaere et al., 2017.
30Foundation, 2019.
31Dobbelaere et al., 2017.
32Cheng et al., 2018.
33Dobbelaere et al., 2017.
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• direct

• fanout

• topic

• headers

A exchange route messages with one or more queue based on the matching between the
routing key and the pattern used for the exchange.

Figure 3.9: The schema of RabbitMQ, reprinted from Cheng et al. (2018)

The best areas of application for RabbitMQ are34:

• PubSub Messaging is what RabbitMQ was created for.

• Request-Response Messaging, is a strong suit of RabbitMQ, where it offers a lot ofn
support for Remote Procedure Call (RPC) style communication

• Operational Metrics Tracking is a something where RabbitMQ’s complex filtering
comes in hand if realtime processing is needed.

• Underlying Layer for IoT Applications Platform. RabbitMQ can be connected to
individual operator nodes with a sub 5ms latency, up to 40Kpps for a single node,
excellent visibility on internal matrices, easy test and debug cycles and support for
MQTT with a sophisticated routing capability and the possibility to handle very
large number of streams

Apache Kafka vs. RabbitMQ

As mentioned supported messaging protocols are a very important selection criteria for a
message broker. Nearly all mentioned protocols are supported by RabbitMQ, as seen in
Table (3.3), whereas Kafka uses its own binary protocol. This is due to the restrictions of
classic protocols, and it is possible to establish a truly distributed messaging system with
Kafka’s binary protocol35.
It must be said that there are a number of open-source projects which give Kafka to use
protocols like MQTT, but Kafka it self does not natively support any protocols.

Some requirements can not be covered by Apache Kafka, or RabbitMQ on its own, so a
combined use of both can be the best option36:

• Option 1: RabbitMQ, followed by Kafka is the best choice if RabbitMQ is the best
architecture, but the streams need long term storage

• Option 2: Kafka, followed by RabbitMQ is the best choice if the throughput is very
high, but a complex routing is needed.

34Dobbelaere et al., 2017.
35Cheng et al., 2018.
36Dobbelaere et al., 2017.

D
ie

 a
pp

ro
bi

er
te

 O
rig

in
al

ve
rs

io
n 

di
es

er
 D

ip
lo

m
ar

be
it 

is
t i

n 
de

r 
T

U
 W

ie
n 

B
ib

lio
th

ek
 v

er
fü

gb
ar

.
T

he
 a

pp
ro

ve
d 

or
ig

in
al

 v
er

si
on

 o
f t

hi
s 

th
es

is
 is

 a
va

ila
bl

e 
at

 th
e 

T
U

 W
ie

n 
B

ib
lio

th
ek

.
tu

w
ie

n.
at

/b
ib

lio
th

ek

https://www.tuwien.at/bibliothek


3.3. REALISATION OF LAYER ONE: DATA MANAGEMENT 77

Protocol Apache Kafka RabbitMQ

AMQP No 0-8,-9,1
MQTT No Yes
Openwire No No
REST No Yes
STOMP No Yes
XMPP No Over gateway

Table 3.3: Protocols supported by Apache Kafka and RabbitMQ. Adopted from Cheng
et al., 2018.

3.3.2 | Data Warehouse/Data Lake

After all data have been collected and routed to the right recipient they must be stored,
in order to be available for further investigation. In the PriMa model the data store is
designed as seen in Figure (3.2). Relational data bases have a fixed schema and are secure
and are able to make complex queries. Non-relational databases are well suited for large
amounts of data with little structure. They are alo very good when a massive growth is
expected, but making big joints over large data sets is not a strong suit of non-relational
databases.

With the help of the requirements formulated in Section (2.4.2) and the requirements
defined by Ansari, Glawar, et al. (2019) and O’Donovan et al. (2015) the following criteria
have been defined for the technical implementation of PriMa’s data warehouse. The
following criteria have been adopted from the data ingest from O’Donovan et al. (2015)
and adopted for data storage:

• Legacy integration: The warehouse of PriMa must be able to integrate a various
field of data sources37.

• Fault tolerance and high availability: The data warehouse must be replicated,
and the high availability must be implemented on the infrastructure site.

• Extensibility: The storage system of a prescriptive maintenance system is not non-
political structure but compromises of different elements, which need to be flexible
enough to be extended during its lifetime.

• Scalability: Given the nature of a big data pipeline high volumes of data input
must

• Security: The data warehouse must serve as an trustworthy foundation for decision
making and so be secure against manipulation.

• Openness and accessibility: The data warehouse must support open formats an
available data exchange through various channels (eg. HTTPS, API,...)

The goal is to transform and combine those requirements defined in Ansari, Glawar, et al.
(2019) and those developed in this thesis into a industry solution. Three major players in
the cloud computing market have been identified and their products will be compared.
Those companies are Amazon Web Services (AWS)38, Google Cloud Platform (GCP)39,

37Ansari, Glawar, et al., 2019.
38AWS, 2019.
39Platfrom, 2019.
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Microsoft Azure (MA)40. They all offer Infrastructure as a Service (IaaS), Platform as a
Service (PaaS) and Software as a Service (SaaS).

Type of Storage AWS GCP AM

File Storage Amazon Elastic File
System

Cloud Filestore Azure Files

Object Storage Amazon Simple
Storage Services

Google Cloud Stor-
age

Blob Storage

Block Storage Amazon Elastic
Block Store

Persistent Disk Azure Managed
Disks

Backup Amazon S3 can be
used

No backup solution Backup (built in)

Table 3.4: Data storage comparison of Amazon Web Services (AWS)41, Google Cloud
Platform (GCP)42, Microsoft Azure (MA)43 .

The first comparison will be based on the IaaS for storage, as seen in Table (3.4). The
price of the storage is not part of this comparison, because they are quite similar and
without a detailed use case it is hard to build up reliable numbers. The solutions offered
range from simple file storage to, object storage for unstructured data to block storage.
Their services are very similar, however MA takes definitely the lead here by providing
an implemented backup and disaster recovery.

For ML and AI applications computing power is a major decision reason. As seen in
Table (3.5) the services are very similar, all competitors offer auto scaling, but GCP offers
predefined machines in addition. However, AWS and MA offer a service which lets you
create a virtual private server.

Type of Comput-
ing Service

AWS GCP AM

PaaS Elastic Beanstalk Google App Engine Azure Cloud Ser-
vices

Scaling AWS Auto Scaling Done by Instance
groups

Azure Autoscale

Virtual server Amazon Elastic
Compute Cloud

Compute Engine Virtual Machines

Table 3.5: Compute service comparison of Amazon Web Services (AWS)44, Google Cloud
Platform (GCP)45, Microsoft Azure (MA)46 .

When it comes to managing cloud resources over a complex infrastructure, good tools are
extremely helpful. Such tools are for example for provisioning, deployment and monitoring
of resources. Also deployment templates and central access control are very comfortable
for administrating cluster environments. AWS and MA have more services to offer as it
can be seen in Table (3.6).
It can be said that Amazon Web Services and Microsoft Azure offers the most major cloud
service. Microsoft has an edge especially when it comes to integration into an existing IT
landscape, where many companies already use Microsoft services.

40Azure, 2019.
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3.4. REALISATION OF LAYER TWO: PREDICTIVE DATA ANALYTIC TOOLBOX79

Type of Manage-
ment Service

AWS GCP AM

Server management AWS Systems Man-
ager

NA Azure Operational
Insight

Deployment tem-
plates

AWS CloudForma-
tion

Resource Manager Azure Resource
Manager

Monitoring Amazon Cloud-
Watch

Google StackDriver Azure Monitor/Log
Analytics/Applica-
tion Insight

Automation AWS OpsWorks/ Compute Engine Azure Automation

Table 3.6: Management service comparison of Amazon Web Services (AWS)47, Google
Cloud Platform (GCP)48, Microsoft Azure (MA)49 .

3.4 | Realisation of Layer two: Predictive data

analytic toolbox

For building and training the models50 the approach as shown in Figure (3.10) was used.
First the columns needed for the input features have been selected and then the data set
was split into test and training data. In the next step a design of a model has been chosen
and trained by the train data. To test the training accuracy the test data used on the
trained model and a confusion matrix has been created in order to show the accuracy of
the chosen ML or DL model. In the following subsections a RF Section (2.7.1.1) will be
presented. This ensemble learning technique is ideally suited for classification, and very
simple to implement. The next model will be a HMC algorithm, subsection (2.9.0.2), which
is more complex and allows far richer information, because a whole distribution is delivered.
The last model is a NN, subsection (2.8), where a multi-layer perceptron classifier with
three layers and 30 nodes in total was used. The data set used is a production data set
from a research project in the area of Industry 4.0.

3.4.1 | Random Forest

For the random forest approach the scikit-learn library was chosen. It offers many tools for
easy application of ML. In this example, Listing (1), after importing all necessary libraries
the train/test split is manually implemented. This is done to show in a few lines how
such an approach works. 75% of the data set have been chosen for training, and the rest
for testing. To avoid bias, the selection was done by a random function. The algorithm
presented here has been designed with the help of the following document51.

In Listing (3) the process of feature engineering is shown in brief. First, the FanOn column
is dropped and then the training data set is factorized. So all objects are encoded as
enumerated type or as a categorical variable.

Now the random forest classifier is generated, as seen in Listing (3). Scikit-learn uses per
default bootstrapping and the Gini function, Equation (2.25), is used for measuring the
quality of the split.

50All code developed and the data set used in this chapter can be found on Zenodo (Kohl, 2019). The
code it self has been run on the Little Big Data Cluster of the TU.it of the TU WiendataLab - Little Big

Data Cluster 2019.
51Navlani, 2018.
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data set

select

columns

training

data

test

data

training

model

score

model

model

Figure 3.10: Flow chart of the creation of the machine learing models

Scikit offers a confusion matrix function, but as in case of the test split it is here briefly
shown how to implement a confusion matrix with pandas, Listing (4). In the output,
Listing (5), it can be seen that only 18 out of 1363 have been categorized as false negative.
This means that roughly 99% of the test data set has been correctly categorized.
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from sklearn.ensemble import RandomForestRegressor

from sklearn.tree import export_graphviz

from sklearn.ensemble import RandomForestClassifier

data_forest['is_train'] = np.random.uniform(0, 1, len(data_forest))

<= .75

train, test = data_forest[data_forest['is_train']==True],

data_forest[data_forest['is_train']==False]

Listing 1: Library import and selecting variables for categorization

features = data_forest.drop(["FanOn"], axis = 1)

features = features.columns

y = pd.factorize(train['FanOn'])[0]

Listing 2: Feature engineering

clf = RandomForestClassifier(n_jobs=2, random_state=0)

clf.fit(train[features], y)

Listing 3: Building the random forest model

preds = clf.predict(test[features])

pd.crosstab(test['FanOn'], preds, rownames=['True'],

colnames=['Predicted'])

Listing 4: Generating the confusion matrix for the test data set of the random forest model

[[ 586 0]

[ 18 1363]]

Listing 5: Output of the confusion matrix for the test data set of the random forest model
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3.4.2 | Applying Bayesian Networks

With the theoretical background established in Section (2.9.0.2) a detailed explanation of
the implementation of the Bayes theorem in PriMa will follow. To be precise a Hamilton
Monte-Carlo algorithm has been used, and PyMC352 for the implementation. It has been
used because it offers an easy to use high level API which allows relative easy training of
Bayesian networks. Again the course of action as shown in Figure (3.10) was taken.

It is assumed that the data set is already loaded. The following packages must be
imported in order to perform the necessary steps, for training a Bayesian network in
Python with PyMC3. The library Theano was used because it offers easy handling
of multi-dimensional arrays. Panda offers easy manipulation of numerical tables and
scikit-learn-learn is one of the most popular ML/DL libraries for Python. The algorithm
presented here has been designed with the help of the following document53.

After the import the data set was prepared for the testtraining split. In this case scikit-
learn offers a function train_test just for this. Working with pandas allows the use of
regular expressions, so it is relatively easy to label the data. Per default the train_size

variable of the train_test_split is set to 0.25.

from sklearn.model_selection import train_test_split

import theano

import theano.tensor as tt

import pandas as pd

X_hmc = data_hmc.iloc[:, [False, True, True, True, False, True,

True, True, True, True, True, True, True, True, True, True,]]

y_hmc = data_hmc.iloc[:, [False, False, False, False, True, False,

False, False, False, False, False, False, False, False, False, False]]

X_train, X_test, y_train, y_test = train_test_split(X, y)

Listing 6: Library import and test/train split

After splitting the data set values from the data frames must be assign to variables and
those will then be transformed into a NumPy array as seen in Listing (7). This is because
PyMC3 can’t work with pandas data frames, but they are very practicable for nearly all
other data manipulation task.

In this step, Listing (8) the model is built. The assumption is that the classes are roughly
linearly separable, so a multinomial logistic regression is used. PyMC3 uses symbolic
inputs for latent variables, so in order to evaluate an expression knowledge about those
variables is needed, because fixed values need to be provided.
The function sample_node, as seen in Listing (9), all symbolic dependencies. The code

also applies 100 sampled probabilities for each observation.

52PYMC3 - Probabilistic Programming in Python 2019.
53Variational API quickstart 2019.
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X_train_hmc = X_train_hmc.values

y_train_hmc = y_train_hmc.values

converter = []

for i in y_train_hmc:

#print(i[0])

converter.append(i[0])

y_train_hmc = np.asarray(converter, dtype=np.float64)

Listing 7: Converting the data frame

Xt = theano.shared(X_train_hmc)

yt = theano.shared(y_train_hmc)

with pm.Model() as hmc_model:

# Coefficients for features

b = pm.Normal('b', 0, sd=1e2, shape=(14, 2))

# Transoform to unit interval

a = pm.Flat('a', shape=(2,))

p = tt.nnet.softmax(Xt.dot(b) + a)

observed = pm.Categorical('obs', p=p, observed=yt)'

Listing 8: Building the model

with hmc_model:

inference = pm.SVGD(n_particles=500, jitter=1)

approx = inference.approx

test_probs = approx.sample_node(p,

more_replacements={Xt: X_test}, size=100)

train_probs = approx.sample_node(p)

Listing 9: Building the model, sample_node

Here, in Listing (10) first the symbolic expressions are sampled for accuracy scores and
then it is calculated. Those calls are cached in order to reuse them afterwards.
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84 CHAPTER 3. REALISING PRIMA

#symbolic expressions

test_ok = tt.eq(test_probs.argmax(-1), y_test)

train_ok = tt.eq(train_probs.argmax(-1), y_train)

test_accuracy = test_ok.mean(-1)

train_accuracy = train_ok.mean(-1)

eval_tracker = pm.callbacks.Tracker(

test_accuracy=test_accuracy.eval,

train_accuracy=train_accuracy.eval

)

inference.fit(400, obj_optimizer=pm.adamax(learning_rate=0.1),

callbacks=[eval_tracker]);

Listing 10: Training the network

In Figure (3.11) the trainings progress can be seen.

Figure 3.11: Training progress of the Bayesian network

3.4.3 | Neural Networks

For the neural network scikit-learn54 has been used. It is a software library for machine
learning and was originally developed as a Google Summer of Code project. The algorithm
presented here has been designed with the help of the following document55. The NN
developed here has the sole goal of classification. The first step is always the import of
the libraries needed. It is assumed that the data set has been previously been loaded. In
the following step the X_nn values used for categorization are selected.

54scikit-learn 2019.
55Robinson, 2019.
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from sklearn import preprocessing

from sklearn.model_selection import train_test_split

from sklearn.preprocessing import StandardScaler

from sklearn.neural_network import MLPClassifier

X_nn = data_nn.iloc[:, [False, True, True, True, False, True,

True, True, True, True, True, True, True, True, True, True,]]

y_nn = data_nn.iloc[:, [False, False, False, False, True, False,

False, False, False, False, False, False, False, False, False,

False]]

Listing 11: Library import and selecting variables for categorization

In the next step, as seen in Listing (12) first all unique non numerical values are converted
to numerical, orcategorical values. This must not be done in this case, but it is good
practice, as well as feature scaling. The features are scaled so they can be uniformly
evaluated. This is only done on the training data, because the real data will never be
scaled.

le = preprocessing.LabelEncoder()

y_nn = y_nn.apply(le.fit_transform)

X_train_nn, X_test_nn, y_train_nn, y_test_nn =

train_test_split(X_nn, y_nn, test_size = 0.20)

scaler = StandardScaler()

scaler.fit(X_train_nn)

X_train_nn = scaler.transform(X_train_nn)

X_test_nn = scaler.transform(X_test_nn)

Listing 12: Feature scaling and test/train split

The model building is done as shown in Listing (13). Here a multi-layer perceptron
classifier was choosen. The hidden_layer_sizes Parameter, is used to set the size of the
hidden layers. A three layer architecture with 10 nodes each was chosen and max_iter

was set to 1000, which is the number of iteration per epoch. One epoch is a combination
of one cycle of the feed-forward and back propagation phase. scikit-learn uses per default
the relu activation function in combination with the adam cost optimizer.
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mlp_nn = MLPClassifier(hidden_layer_sizes=(10, 10, 10),

max_iter=1000)

mlp_nn.fit(X_train_nn, y_train_nn.values.ravel())

Listing 13: Building the model

The final stage is testing the model with the test data set, as seen in Listing (14). The
evaluation is done by a confusion matrix, Listing (15). It can be seen that 99% of the data
has been classified correctly, and only 17 out of 1546 have been classified false negative.

predictions_nn = mlp_nn.predict(X_test_nn)

print(confusion_matrix(y_test_nn,predictions_nn))

print(classification_report(y_test_nn,predictions_nn))

Listing 14: Evaluating the model

[[ 413 0]

[ 17 1116]]

precision recall f1-score support

0 0.96 1.00 0.98 413

1 1.00 0.98 0.99 1133

avg / total 0.99 0.99 0.99 1546

Listing 15: Output of the confusion matrix for the test data set of the neural network
model

3.4.4 | Text Mining

For text mining the framework spaCy56 has been chosen. What spaCy offers is an
industrial-strength natural language processing API which makes tasks like splitting,
stop word removal, stemming/lemming and so on very easy. In offers named entity
recognition and its pre trained CNN make NLP quite easy. In case of maintenance a
special vocabulary would be necessary in order to recognise words the rigth way. For
example CNC machine is declared as company, where in the setting of manufacturing com-
puter numerical control machines are meant. The spaCy NLP framework also offers easy
integration into scikit-learn and Tensorflow, which is very pracicable for building pipelines.

56spaCy 2019.
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import spacy

# Load English tokenizer, tagger, parser, NER and word vectors

nlp = spacy.load("en_core_web_sm")

# Process whole documents

text = ("The lathe machine is leaking oil,

because the sealing is damaged.")

doc = nlp(text)

# Analyze syntax

print("Noun phrases:", [chunk.text for chunk in doc.noun_chunks])

print("Verbs:",

[token.lemma_ for token in doc if token.pos_ == "VERB"])

# Find named entities, phrases and concepts

for entity in doc.ents:

print(entity.text, entity.label_)

Listing 16: Building the NLP model

As it can be seen in Listing (16) that the model building is farley easy. Here the goal has
been to use the framework to extract the nous and verbs out of the sentence. The nouns
can be correlated to classes in ontologies and the verbs as the data properties. In Listing
(17) the result can be seen.

Noun phrases: ['The lathe machine', 'oil', 'the sealing']

Verbs: ['be', 'leak', 'be', 'damage']

Listing 17: Out put of the NLP model

3.4.5 | Aggregation

In order to combine multiple ML algorithms an aggregation function needs to be chosen. So
according to Aggarwal (2016) there are three primary ways of creating hybrid recommender
systems:

• Ensemble design: Off-the-shelf algorithms are combined into a single and more
robust output.

• Monolithic design: Various data types are used for an integrated recommendation
algorithm.

• Mixed systems: Here multiple recommendation algorithms are used as black-boxes
and their results are presented side by side.

So in must be asked on how to combine those algorithms if ensemble learning is for example
chosen. According to Burke, 2002b seven types of hybrid recommender systems can be
distinguished:
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• Weighted: Scores of several recommender systems are combined into one unified
score.

• Switching: The algorithm switches, depending on the needs, between different
recommender systems.

• Cascade: One recommender refines the recommendations for the following recom-
mender.

• Feature augmentation: The output of one recommender is the feature input for
the next one.

• Feature combination: The feature of different data sources are combined for the
use of one single recommender system

• Meta-level: Here the model used by one system is the input to another. Combina-
tions are typically content-based and collaborative systems

• Mixed: Several recommendations are presented to the user at the same time.

AutoPriMa uses a feature combination, because data from different sources is combined to
generate one output. In this step at the second layer a weighted approach will be chosen.
This is done due to the fact that it is easier to implement. The weights could be heuristic,
formal statistical models, or domain knowledge. In this example ale weights αi are equal.
So the prediction R̂ is calculated by summarizing the individual recommendations from
the different algorithms R̂i times the individual weight αi.

q
∑

n=1

αi ∗ R̂i (3.1)

rec = 1/3*pred_rf + 1/3*pred_nn + 1/3*pred_hmc

Listing 18: Weighted approach

3.5 | Realisation of Layer three: Recommender

and decision-support dashboard

In the third layer of the PriMa architecure, as seen in Figure (3.1) not only the results of
the recommendation from the layer two are presented to the user, but also possible solu-
tions based on the knowledge base. In Figure (3.12) a mock-up of a dashboard solution
can be seen. While designing this solution especially the data-ink ratio and the principles
developed in Section (2.11.0.3) have been kept in mind. A dashboard must allow the
user to quickly capture complex data. In the case of PriMa it must also be able to scope
with displaying recommendations which come from the knowledge base. Those recommen-
dations are generated by using CBR. CBR has, as explained in Subsection (2.6.3), four
different stages.
To explain the functionality of the AutoPriMa dashboard, the five different sections in
figure (3.1) are numbered.
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3.5. REALISATION OF LAYER THREE: RECOMMENDER AND

DECISION-SUPPORT DASHBOARD
89

1 2

34

5

Figure 3.12: Mock-up of the PriMa dashboard

• Section 1: The probability generated by the aggregation function, Listing (18).
This shows the maintenance engineer the current trend and gives a feeling if the
plant, or machine in this example is heading in the right direction. The goal of this
graph is only to inform and give a long term view. As seen in the previous chapter
(3.4.5) no prediction is implemented, but this dashboard is designed in a way that
prediction can be easily implemented.

• Section 2: Lists the indicators which lead to the probability of failure. One way
would be to extract them from the RF model. This is done to give the maintenance
engineer some understanding of the facts which lead to AutoPriMa’s assessment.
Such information is important for a better acceptance.

• Section 3: The knowledge base offers past solved cases based on the analysis of the
recommendation engine and the maintenance reports. This is also the first step
where the CBR cycle comes into play. When selecting a case it can be retrieved.
When retrieving a solution of a past problem the operator gets detailed instructions
on what to do in section 5 recommendation.

• Section 4: When a certain situation was not part of the knowledge base the case
will be saved but not as a solution. So when the operator finds a solution the case
is selected and retained. When retaining a case a solution must be added and will
be added to the knowledge base. The algorithm which decides which cases are
temporarily saved is not part of this thesis.

• Section 5: Offers recommendations based on the result of the CBR algorithm. An
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90 CHAPTER 3. REALISING PRIMA

addition not shown in this mock-up would be the possibility of a pop-up which
gives more detailed explanations on how to achieve the suggested tasks.

3.6 | Realisation of Layer four: Knowledge

Pipeline

The knowledge pipeline enables PriMa to combine predictions from the traditional
machine learning models with the knowledge from experts. This knowledge pipeline uses
ontologies, as shown in chapter (2.12.1.3) for storing information about the machines
and its used parts, as well as the relations between the machines and their parts. Those
relations are in this case information about the malfunction. The information about those
errors come from maintenance reports.

Those reports are fed into the NLP engine, as seen in chapter (3.4.5). This algorithm
transforms each report into nouns and verbs. The nouns are the machines or parts and
the verbs are their relation. For example The lathe machine leaks oil. There is the classes
lathe machine and oil, and the object property leaks. So information on how to solve
the leaking lathe machine must be stored in either the class oil or in the object property
leaks.

Not only oil can leak, but also cooling liquid and so the solution to both problems is quite
similar. It can be stored in the object property leaks. It is important to notice that when
the ontology becomes more and more complex such simple statements may not be true.
When a report reads The bearing of the lathe machine vibrates the solution is eventually
to fixate the bearing. But also an engine vibrates and an abnormally vibration engine
must be repaired in a different way. In ontologies thresholds for object properties can
be defined. This means for example if the cooling fluid gets hotter than 75◦C and the
ontologie is queried a numeric value must be delivered in order to make the connection.
So while designing a complex ontology such thoughts must be kept in mind in order to
build a system which enables growth and satisfied all requirements of the production plant.

For the knowledge base an ontology was with Protègè57. As seen in Figure on (3.13). It
can be seen that each machine has a connection to some parts. Each red dotted line is a
object property like leaks.

CBR normally works with similarity measures as seen with numerical values in the code
provided58. In this case SPARQL59 has been used to build the CBR cycle. This has
been done by various researchers, like Bach et al., 2012 for MyCBR3 and others606162. A
SPARQL queries are always compromise of the followings63:

• Prefix declarations,for URIs

• Data set definition
57Protégé 2019.
58Kohl, 2019.
59Eric Prud’hommeaux, n.d.
60Kushwaha et al., 2013.
61Bruneau et al., 2017.
62Gaillard et al., 2014.
63Feigenbaum, 2009.
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3.6. REALISATION OF LAYER FOUR: KNOWLEDGE PIPELINE 91

Figure 3.13: The used ontology

• A result clause

• The query pattern

• Query modifiers

A SPARQL query must always consist of triplets like ?person foaf:name ?name64.
According to the CBR cycle, Figure (2.13), the first step is the case retrieval. In this step
the reasoning algorithm looks for a similar case. This can be done by an ASK, as seen in
listing (19), query in SPARQL. This query returns TRUE when the case exists or false
FALSE if no similar case exists.

PREFIX rdf: <http://www.w3.org/1999/02/22-rdf-syntax-ns#>

PREFIX owl: <http://www.w3.org/2002/07/owl#>

PREFIX rdfs: <http://www.w3.org/2000/01/rdf-schema#>

PREFIX xsd: <http://www.w3.org/2001/XMLSchema#>

PREFIX prima: <http://www.semanticweb.org/linus/ontologies/

2019/5/untitled-ontology-11#>

ASK { ?part prima:partOf ?machine }

Listing 19: ASK query

When the case exists it must be retrieved in order to be reused. This is done by the
SELECT statement. In SELECT statement only the variables used in the tripled of
the WHERE clause can be selected. So the SELECT statement as seen in listing
(20), queries for all classes which are connected by a certain object property and
have a prima:solution. In the prima:solution a solution for the case can be found.
As explained above the classes come from the NLP model. SPARQL can only use

64Feigenbaum, 2009.
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92 CHAPTER 3. REALISING PRIMA

uniform resource identifiers (URI)65. This means, if Python is used, the list from the
NLP model must be run against a dictionary in order to retrieve the URI for lathe machine.

PREFIX rdf: <http://www.w3.org/1999/02/22-rdf-syntax-ns#>

PREFIX owl: <http://www.w3.org/2002/07/owl#>

PREFIX rdfs: <http://www.w3.org/2000/01/rdf-schema#>

PREFIX xsd: <http://www.w3.org/2001/XMLSchema#>

PREFIX prima: <http://www.semanticweb.org/linus/ontologies/

2019/5/untitled-ontology-11#>

SELECT ?machine ?part ?solution

WHERE { ?part prima:partOf ?machine .

OPTIONAL {?part prima:solution ?solution.} }

Listing 20: SELECT query

When the ASK statement returns FALSE the maintenance officer suggest a solution and
with this information the new case will be retained to the knowledge base. As seen in
listing (21) a WHERE clause is here needed too. This one is needed in order to check
if the object property and necessary connections between the classes exist. In this case
again URIs have to be used in order to create a concrete connection between to classes
with a certain object property.

PREFIX rdf: <http://www.w3.org/1999/02/22-rdf-syntax-ns#>

PREFIX owl: <http://www.w3.org/2002/07/owl#>

PREFIX rdfs: <http://www.w3.org/2000/01/rdf-schema#>

PREFIX xsd: <http://www.w3.org/2001/XMLSchema#>

PREFIX prima: <http://www.semanticweb.org/linus/ontologies/

2019/5/untitled-ontology-11#>

CONSTRUCT {?part prima:partOf ?machine }

WHERE { ?part prima:partOf ?machine .

OPTIONAL {?part prima:solution ?solution.} }

Listing 21: CONSTRUCT query

This shows that with the help of SPARQL a whole CBR cycle can be recreated. All
listings above must be packed in if statements and a dictionary, if Python is used, must
be created in order to query for specific cases. All queries presented here only give generic
answers. Certain prefixes can also be added to the custom ontology, so the queries would
not need to look for pima:solution, but could use prima:solution instead. This would also
create the possibility of integrating the probabilities from the aggregated ML algorithms.
Those information could be stored in prima:probability. So when querying cases are only
retrieved if the probability is high enough. It is also important to notice that cases which
do not exist in the case base, must be stored in a temporary data store. Only when the
maintenance engineer finds a suitable solution than a new connection can be made and
the solution updated.

65http: // www. ontologydesignpatterns. org/ ont/ dul/ DUL. owl/ unique

D
ie

 a
pp

ro
bi

er
te

 O
rig

in
al

ve
rs

io
n 

di
es

er
 D

ip
lo

m
ar

be
it 

is
t i

n 
de

r 
T

U
 W

ie
n 

B
ib

lio
th

ek
 v

er
fü

gb
ar

.
T

he
 a

pp
ro

ve
d 

or
ig

in
al

 v
er

si
on

 o
f t

hi
s 

th
es

is
 is

 a
va

ila
bl

e 
at

 th
e 

T
U

 W
ie

n 
B

ib
lio

th
ek

.
tu

w
ie

n.
at

/b
ib

lio
th

ek

https://www.tuwien.at/bibliothek


93

4 | Conclusion

This thesis established a knowledge pipeline which shows us that unstructured data, text,
from maintenance reports can be used for solving the problems mentioned in the report.
This was done by applying CBR with SPARQL on an ontology. Beforehand text min-
ing was applied to extract certain words from the maintenance report. Not only known
problems can be solved, but also new problems and their solutions can be added to the
knowledge base. So a lerning system is generated which is able to grow over time. This
gives AutoPriMa an edge over other architectures123.

4.0.0.1 Keyfinding 1

In the introduction a sub question was raised: “How to stream continuous data from
various sources into a data warehouse solution of PriMa¿‘ This leads to the point of which
ingestion platform to use. The main selling point for RabbitMQ is definitely its broader
support of protocols, especially MQTT, which is widely used in the industrial context.
Kafka does not directly support MQTT, but there are some open-source projects which
enable MQTT support for Kafka. So if the data volume is so high that RabbitMQ cannot
handle it Kafka can be an option. To avoid problems with outliers a combined use of,
RabbitMQ and Kafka is a very elegant way to scope with potential sensor malfunctions.
This is also important when discussing the data store used. The architectural details
explained in Ansari, Glawar, et al. (2019) can be fulfilled by all inspected providers. When
looking at the criteria developed in chapter (3.3.2)) Azure is the most suitable solution.
This is mostly due to the good legacy integration because of the tight integration of other
Microsoft products. The security aspect with its advanced backup and disaster recovery
solutions included in the Azure package makes Microsoft Azure the preferred platform.
Those services are extremely valuable for companies. PriMa will be most likely deployed
to highly advanced factories with a high degree of automatization. A failure of the storage
system would be catastrophic in such a scenario.

4.0.0.2 Keyfinding 2

The second research question raised in this thesis is “How to aggregate machine learning
algorithm and how to validate their outcome? (i.e. From Data to Knowledge Intelligence)¿‘
Therefore three algorithms have been chosen to achieve these goals. The first one is a RF,
which performs very well with it’s classification task on the used data set. The confusion
table shows a 99% accuracy. The NN was also implemented with scitkit-learn and as seen
in Listing (15) the confusion matrix shows only 17 false negative detections and therefore
a 99% accuracy. The HMC algorithm was far more complex to implement and training
the model takes a significant amount of time. The achieved results are, again as with the
RF and the NN, very good. In case of the HMC model the training progress can be seen

1Cheng et al., 2018.
2O’Donovan et al., 2015.
3R. Ranjan, 2014.
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94 CHAPTER 4. CONCLUSION

in Figure (3.11). The aggregation of all three models was done with a simple weighted
hybrid model. The weights have not been adjusted and each algorithm is contributing a
third to the end result. It can be said that the stated research question was answered in
full and the results are satisfactory. It shows that three algorithm can be applied to a
problem and a single result forged out of those inputs.

4.0.0.3 Keyfinding 3

The main research question of this thesis was “How to build a cutting-edge knowledge
pipeline for prescriptive maintenance based on the four layer architecture of PriMa¿‘
This was done with a combination of NLP and CBR, where CBR uses SPARQL as a
reasoning engine. The information flow can be seen in Figure (4.1). A sentence from the
maintenance report is split into nouns and verbs, where the nouns correspond to classes
and the verbs to object properties. Then CBR, with the help of SPARQL, looks up if a
certain combination exists, if this is true, than the solution is retrieved, and if not a new
connection is established. This workflow can be implement into existing maintenance
workflows, because the routine of creating reports feeds into AutoPriMa. It also leads
to shorter training time for new maintenance engineers. The new hires can build upon
old, solved cases and therefore it reduces mistakes at the beginning of the training period
and shortens their training time. The knowledge which can be built upon is expert
knowledge, which allows all maintenance engineers to leverage this knowledge. Therefore
it also allows experienced staff, who are not so familiar with a particular problem to
build upon this knowledge-base and solve those less frequent problems. This leads to the
main strength of the cutting edge knowledge pipeline, its extendability. It is a learning
system and does not only show a certain snapshot of time in the sense of knowledge but
it extends over time, which each new solution. So AutoPriMa combines expert knowledge
and machine-made knowledge to a single, growing solution. This gives AutoPriMa an
definite edge over frameworks like O’Donovan et al. (2015), Cheng et al. (2018) and
R. Ranjan (2014).

The biggest limitation is that AutoPriMa is not able to scope with long reports and the
process of updating the knowledge is not fully defined. This includes how the unsolved
case is stored and which workflow is to be followed when solving and consequently storing
the new case. The INSERT query could be used for updating existing cases, but again a
defined workflow needs to be constructed here.
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NLP

Nouns Verbs

CBR

"The lathe machine is leaking oil, because the 

sealing is damaged."

The lathe machine,

oil,

the sealing

leaking,

damaged

SPARQL:

ASK The lathe machine leaking oil IN PriMa

if ASK == TRUE

SELECT The lathe machine leaking oil

If ASK == FALSE

CONSTRUCT The lathe machine leaking oil

Figure 4.1: AutoPriMa’s knowledge pipeline
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5 | Outlook

The goal of PriMa and therefore AutoPriMa, is to be a virtual assistant system in
Smart Factories, consequently different aspects have to be improved. In layer one, data
management, security is an important aspect. While a service like Microsoft Azure offers
reasonable security, the security of the connected devices was not discussed in this thesis.
Although MQTT offers reasonable security, the sending devices must be included in a
wholistic security concept. Not only classical security threads are part of such a concepts,
but also sensor malfunctions, which could corrupt the whole data base and this would
lead to mistrained ML algorithms.

In the layer of the predictive data analytics toolbox the aspect of parallelisation is neither
discussed nor implemented. While Apache Spark1 offers good support for RF, Deep Learn-
ing is currently not supported and so it must be combined with Keras2 or Tensorflow3.
But there is the Deep Learning Pipeline4 project from Databricks which tries to bridge
this gap so it is only a matter of time before these projects will be added to the official API
and enable parallel deep learning with Apache Spark. Parallelisation of Bayesian networks
with PyMC3 is more complex and it must be done manually using Python functionality. It
should be also mentioned that as seen in the previous chapters, the algorithms just classify
a certain state, but make no predictions about future trends. This would be a very impor-
tant feature and therefore an important aspect to enhancement for future implementation.

In layer four, which includes the knowledge pipeline, the update functionality of SPARQL
should be implemented into the knowledge pipeline. At the moment when a new case
emerges, or an update of an old case is needed, a new triple is added. An update function
would be a considerably more elegant approach to solve this problem. Additionally, all
parts of the CBR cycle should be packed into one script which has the NLP model as an
input.

PriMa, on the whole can be enhanced by adding additional layers to its architecture.
Figure (5.1) also shows in a schematic way, in purple, a possibility to connect PriMa to
a production planning system (PPS). Here for example Reinforcement Learning could be
used for planning the maintenance activities and a digital twin of the factory would be the
potential training ground. Also Blockchain technology could be used to make maintenance
contracts for different machines, which are potentially owned by another company. The
PPS would also be able to schedule the workload to other similar machines.

1Apache Spark 2019.
2Keras 2016.
3Tensorflow 2019.
4Deep Learning Pipelines 2019.
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AutoPriMa

PPS

Service

Contract

Cobot

RL

Digital

Twin

Figure 5.1: Possible extensions for AutoPriMa
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