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Abstract

Even though the photovoltaic industry has entergthase of consolidation, growth
projections still remain strong and photovoltaics éxpected to contribute
significantly to decarbonising future electricitergeration. As photosensitive layers
and contacts of solar modules contain metals, waielrelatively scarce and used in
other important electrical applications, the lasgale deployment of photovoltaics
could potentially influence the metal availabilégd demand considerably.
Technological development in the field has recentgndered photovoltaics
competitive to other conventional electricity geatem methods in favourable
locations. Consequently, grid parity events are etgueto occur across Europe in
coming years thereby facilitating large-scale deplegt.

Evaluating growth scenarios proposed by the EPI&dtwn that such projections
are unlikely to be fulfilled based on known resaraad current annual production of
the metals used in solar modules. Cadmium tellutisleed out to face the most
serious material restrictions among the examineat $ethnologies.

Annual production limits for the technologies Cdarel CIGS were determined to be
less than 10 GW in both cases. Hence, under thamgpg®ns of this study both
technologies fall short of providing deployment dis required for fulfilling
ambitious growth scenarios.

Maximum cumulative installed capacity for CdTe h&een calculated to range from
94 to 207 GW and from 347 to 1230 GW for CIGS.

Recycling of metals used in photosensitive layeitsnet provide a means to solve
the availability problem. Moreover, price fluctuais of the metals are expected

while PV manufacturers will need to compete agamtisér industries.
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Introduction

1. Introduction

The photovoltaic industry has recently experienegdd technological development
which enabled the deployment of solar modules atumprecedented pace. As of
2011, 67 GW of photovoltaic systems have been liadtawhich means that the
cumulative capacity has increased by a factor ofitethe last five years (EPIA
2011b). This has earned PV the title of third-ragkienewable energy generation
technology in terms of globally installed capaafyer hydro and wind power. Even
though the PV industry has now entered a phaserafatidation, growth projections
remain strong and experts in the field expect Pplay a major role in the electricity
mix of the future.

While PV generates electricity from a source of vesigle energy that seems
inexhaustible, the materials used for the photaseaslayers of photovoltaic
modules are not so abundant. If this technolody isontribute to decarbonising the
energy sector, the material intensity of moduleitaion will require optimization.
In this study the impact of future large-scale P&pldyment on the availability of
materials used in solar modules will be investigaliéhe discussion will focus on the
metals which have been identified as the metalschvitould potentially restrict
future deployment of PV. These include silver, whis used for the contacts of
crystalline silicon cells, indium, tellurium and lgam. The latter metals are
contained in the metal alloys used in cadmium tieliand copper-indium-gallium
selenide thin-film modules.

In order to assess the effect of large-scale swoladule fabrication, the study is
structured in the following way. In the introduct@ection, the current state of the
art for the relevant technologies in terms of satafl efficiency is presented.
Moreover, the status quo of photovoltaic technolagjyexamined by determining
levelized cost of electricity for PV installatioasd evaluating the competitiveness of
this renewable energy generation method. In theptelhathereafter the most
important studies in the field of material consitaiin the PV industry are reviewed
to get an overview of up to date scientific knovged This chapter also contains

information about the refining, the annual prodorctand the estimated reserves of
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the metals examined in this study. Chapter 3 aitndeacribing the methodology
which has been used to evaluate potential matknmations encountered under
large-scale solar deployment scenarios. The subsegsection presents the
calculated material requirements for the fulfilmerit EPIA growth scenarios. In
addition, it comprises the evaluation of annualdpicgion limits of PV technologies
and the achievable cumulative capacity based onvRkn@serves of the metals of
concern. The work concludes with an analysis ofitfygortance of recycling and an

outlook for the development of future metal prices.

1.1 Cadl Efficiency and Market Shares

The following chapter aims at providing the bagis the further discussion in that
current state-of-the-art solar cell efficiencies given and trends of the development
of those efficiencies are depicted. Furthermoreretiirmarket shares of the relevant
PV conversion technologies are presented includmgutlook into the development
of the field in the near future.

The conversion efficiency of solar cells is onetloé most important parameters
based on which the progress in research and temjyoh the field of PV is
evaluated. Additionally, cell efficiency is one tie main drivers for the price
development of PV electricity as higher efficienogans less area required for the
same energy output. The thorough examination f garameter will therefore
establish an indispensable pillar for the furthecdssion in this study.

The thermodynamic efficiency for a single junctisilicon solar cell was first
calculated to be around 33% by Shockley and Que({Steckley&Queisser 1961).
This value was determined for a crystalline silidorSi) solar cell. Swanson and
other researchers have refined these efficienayutzions and have established a
limit efficiency of 29% for Si solar cells underastdlard conditions (Kazmerski,
2006; Swanson, 2005).

Current commercial c-Si solar cells and modules vaed below this limit with
efficiencies of 25% and 22.9% respectively (Greeal.e 2012). Kazmerski mentions
several reasons for this gap between theoretical aditaihable values and gives
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explanations for the differences between commeycelailable modules and those
produced under laboratory conditions (KazmerskiQ&0 On the one hand these
differences represent the trade-off between effmyeand production cost. On the
other hand, the scale-up of production lines l¢adsss controlled conditions of cell
production in comparison to laboratory-scale praiduc Regarding the differences
between cell and module efficiencies, which haveaaly been mentioned above for
c-Si, the author mentions potential losses caugealiting, low optical transmission
of protective and structural layers between cefld ahanges in incident sunlight.
Swanson lists different reasons and their respecdributions to the difference
between theoretical limits and attained modulecefficies in another publication
(Swanson, 2007). These reasons include electramigioation at the top surface of
the silicon, at the back contact and in the bullokeecollection as well as absorption
of light in the back contact. The mentioned logs¢sl 14.3%. Due to the significant
gap between cell and module efficiencies, researdhe field of photovoltaics is
aiming at closing this gap to further enhance thrapetitiveness of this technology.
When examining conversion efficiencies in the PMustry, it is not enough to
solely mention c-Si cells because the solar celtketahas become increasingly
diversified over the last decade. While c-Si hasithated the technology mix for 30
years, a temporary shortage in silicon availabdityl significant developments in the
thin-film industry have lead to a considerable @ase in thin-film capacities. The
market share of thin-film technologies increasexinfi% in 2005 to 16-20% in 2010
(Jager-Waldau, 2011b). Another source confirmsethmsmbers by stating market
shares of roughly 10% for cadmium telluride (CdT&) for amorphous silicon (a-
Si) and 2% for copper-indium-gallium selenide (C)G& the year 2009 (Razykov
et al., 2011). This trend is very likely to be suiséd in the future as an EPIA report
shows. The EPIA expects a market share of 33%hfarfilm technologies, 6% for
emerging technologies such as Concentrator PV,nagand dye-sensitized cells
and only 61% for wafer-based silicon technologigghe year 2020 (EPIA, 2011).
The International Energy Agency depicts a comparaickenario for the year 2020.
According to the Photovoltaic Roadmap the marketreshaf c-Si modules is
expected to decrease to about 50% (IEA, 2010). iEhexplained by the increase of
thin-film technologies such as CdTe and CIGS. Havethe forecast of future

market shares is rather difficult and many expertthe field disagree even about
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market shares of 2012 as a report issued by théefartment of Energy shows
(Price et al., 2010). The aforementioned trendmafeasing market shares for thin-
film technologies are confirmed by this publicatiom expected market shares of c-
Si range from 66% to 84%. These findings indicatd ainy forecasts of technology
market shares like the ones issued by EPIA anddEArather rough estimates and
comprise high uncertainties.

Another way of determining future growth trajecésriin the field of photovoltaic
technology is presented in a recent publicatioru (&t al., 2011). In this article,
researchers analyzed patent data for the diffdP®htechnologies based on which
the maturity state and the future growth trajectoiryhe respective technology were
identified. In order to be able to distinguish beén the PV technologies, patents
were classified into five groups. The analysis shdhat thin film technologies such
as CdTe or CIGS have reached a maturity state ef tifiecycle. Higher patent
activities for other technologies such as silicaggest that those PV options are still
in the growing phase of their development. Thidltess quite unexpected as the
silicon technology has reigned over the PV market the last decades.

The current state-of-the-art regarding solar cetl enodule efficiencies is regularly
published in the journaProgress in Photovoltaic§Green et al., 2012). These
publications serve as a standardised basis forsthentific community as only
independently in recognised test centres measw®dts are included. The above
mentioned numbers for c-Si are taken from thesar &fficiency tables. In addition
to this source, the National Renewable Energy Lalooy issues a so-called best
research-cell efficiencies chart which is updatgutarly (NREL, 2012). It includes
various PV conversion technologies, ranging fronll e&tablished ones such as c-Si,
CdTe and CIGS to emerging applications such as ijomgdtion cells, gallium
arsenide (GaAs), dye sensitized and organic CEfis.valuable feature of this chart
is the illustration of how the different technolegihave evolved over the years.
Moreover, it depicts a trend that is common totladl above mention technologies.
Research in this field has resulted in continugaprovement of cell efficiencies
across all the different technologies.

According to the aforementioned Solar cell effiagnables version 39 by Green et
al. (Green et al., 2012), the following recordscell efficiencies in the various

technologies are acknowledged. Single crystallihes cells reach 25.0% while the
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respective modules currently achieve conversioasraf 22.9%. Multi crystalline
silicon cells are well below these numbers as thely reach 20.4% and 18.2%
respectively. The chart issued by the NREL shoves single c-Si technology has
progressed extensively since 1980 as efficiena®@e increased from approximately
15% to 25% in 1999. However, higher efficiencievehaot been acknowledged
since then. The record for multi crystalline Siledlas not been broken since 2004
but progress has been made in the module efficiasaye latest result stems from
2011. The IEA predicts single c-Si module efficiemscof 23% for the year 2020,
which would represent a significant progress irntetogy as this number is seen as
a mean value (IEA, 2010). The aforementioned vaii22.9%, presented in the
Solar cell efficiency tables, is the record effiig achieved with this technology.
Actual numbers of commercially available modulasgefrom 14 to 20%.

The second most important technology in terms ofketashare, namely CdTe,
currently reaches record efficiencies of 16.7%dolar cells and 12.8% for modules
(Green et al., 2012). The NREL chart displays ddig/alue of 17.3%, which is not
yet included in the tables by Green et al. (NREL12). Similar to the trend depicted
for the c-Si technology, CdTe has evolved tremestjoover the last decades. While
best cell efficiencies were at approximately 9%koacl1980, this number has almost
doubled since then. According to the IEA’s PV Roagnefficiencies of 14% are
predicted for the year 2020 (IEA, 2010). Just rdgea new record efficiency of
14.4% for CdTe modules was announced by First Stilar The record was
confirmed by the NREL and thus eclipsed the earbeord, which was also held by
First Solar Inc., by one percent (PV-Tech, 2012hisTclearly shows that this
technology is evolving rapidly at the moment angresents a promising alternative
for the near future.

The CIGS as the more expensive type of solar cethe thin-film segment has
achieved record efficiencies of 19.6 and 15.7 retbpaly (Green et al., 2012). This
technology has also developed greatly over thedastdes, bringing efficiencies
from roughly 7% in 1980 to almost 20% nowadays (NRED12). In contrast to the
two aforementioned technologies, the best cellciefficies have been topped in
relatively short intervals. This indicates thatrthes plenty of room for improvement

and that this technology is still in its youth. Acding to the IEA, commercially
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available modules are expected to reach 15% mdiarenty by the year 2020 (IEA,
2010).

The record efficiencies for emerging technologigghviow market shares such as
single-junction GaAs, dye sensitized, organic andiltiqunction cells are
summarized in Table 1 together with the aforemeeiibtypes of solar cells and

modules.
Table 1: Cell and module efficienciesfor solar technologies
cell efficiency [%] module efficiency [%]
single c-Si 25.0 22.9
multi c-Si 20.4 18.2
a-Si 10.1 7.1 (EPIA, 2011)
CdTe 16.7 12.8
CIGS 19.6 15.7
GaAs (thin film) 28. 23.5
dye-sensitized 11.0 9.9 (submodule)
Organic 10.0 4.2 (submodule)
multi-junction
34.1 27.0

GalnP/GalnAs/Ge

1.2 PV Electricity Priceand Grid Parity

The following section briefly outlines the methoogy for the calculation of PV
electricity generation costs. Moreover, it encongpasdetails concerning future grid
parity of PV electricity.

The further development of the PV industry anddbployment of PV solar energy
depend very much on the actual price this techryompieves per unit of electricity.
In order to be able to compare PV electricity wdther sources of electricity
generation, the Levelised Cost of Electricity (LOQiarameter is commonly used. It
can therefore be seen as a means to determine oteeftectiveness of PV
electricity. In general, this approach is favoubgdsystem operators over the simple
cost per Watt analysis as it reflects present aebstectricity production. This fact is
easily understood because cost per Watt only etsthe value of investment at the
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time of purchase while LCOE determines the curm@mte of electricity of the
respective installation. The LCOE parameter israfias the ratio of total costs over
the system lifetime to the electricity produced idgrthat time. The total costs
include investment costs as well as operationalraashtenance expenditures. This
approach allows comparing the costs of various p@egeeration technologies with
PV electricity as the LCOE also includes the lamatof the installation which
strongly influences annual solar irradiation. Inr@e, for example, solar irradiance
may vary from values like 1000 kWh#rin Scandinavia to almost 2000 kWH/in
Southern European countries. These differences hastrong impact on LCOE
because the same module may produce up to doublele¢bticity in Southern
Europe than in Scandinavia (EPIA, 2011).

According to the EPIA, LCOE for PV electricity raed) from 35 ct/kWh to 18
ct/kWh in 2010 (EPIA, 2011a). The average Europe@@®E was calculated being
23.9 ct/kWh for 2010 and 20.3 ct/kWh for 2011. Amert publication calculated
LCOEs for specific locations around the world whiamged from 27.5 ct/kWh in
Stuttgart (Germany) to 14.9 ct/kWh in Daggett (USA) crystalline silicon PV
(Peters et al., 2011). Moreover, the authors ptegifferent electricity costs for c-Si,
CdTe PV and concentrating solar power (CSP). Thefilm technology achieves
the lowest LCOE, which is mainly due to lower maaabsts in relation to the other
technologies, followed by c-Si and CSP. An intergstrend is expected for the year
2020. CSP will then be cheaper in certain regibas trystalline silicon PV.

The dramatic price decrease that was mentionddkircited EPIA publication is due
to several influencing factors. The oft-cited exgece or learning factor of PV is
one of the reasons why this sector has managedcteake prices dramatically over
the past decades (EPIA, 2011; Wawer et al., 200His theory is based on the fact
that experience gained in an industry translates nmbre cost efficient production
processes and therefore lower costs. This appraaiginated in the field of
economics but can easily be applied to the PV sedtben the price per Watt peak
is plotted over the cumulative production of P\Vg(en MW) on a log-log scale, a
linear function is obtained. The slope of this fumc is the so-called learning
coefficient and gives the percentage at which pridecrease when cumulative
output is increasing (Nemet, 2006). Several stutiie shown that the learning

curve for PV is a graphical illustration of the ffélcat the prices of modules decrease
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by approximately 20% every time the cumulative catyainstalled is doubled
(EPIA, 2011; Nemet, 2006; Wawer et al., 2011). Tlearning rate is the highest
among all energy generation technologies over saclong period of time
(Breyer&Gerlach, 2012). Typical learning rateshe energy sector are around 10%
which has been shown for wind and solar thermalgne

According to the EPIA, the average module pric&umope has come down from 4.2
€/W in the year 2000 to 1.2 €/W in July 2011, repreing a price decline of 70%
over this time span (EPIA, 2011a). This seems toobethe lower side of the
spectrum because Solarbuzz, a renowned consultngirf the field, publishes an
average retail module price of 2.17€/W (Solarb2¥,2). This difference could be
related to the fact that Solarbuzz is mainly foougon the US market while the
EPIA study was intended to reflect European numbdeosvever, one has to bear in
mind that module prices for thin-film modules apgvér in general and it is possible
that this technology was included in the above ineet average module price
reported by the EPIA while the value published mjaguzz is only including Si
modules.

A publication by R. Swanson summarizes the reaBorthe dramatic price decrease
for PV modules over the last decades (Swanson,)200ié significant decrease in
the price of poly-silicon is identified as an imgsort price driver which was
responsible for the ten-fold decrease in moduleepfrom 1979 to 2002. Many
renowned analysts predict even further decreas#segbolysilicon price in the near
future (Osbourne, 2012). The imbalance between ddraad supply of the material
is the main driver for this development. After thiicon shortage of 2004-2007,
production capacities have been ramped up too sggety leading to an overshot.
This development is likely to drive many polysilicoranufacturers out of the market
as they will not be able to compete at the expectsts of US$20/kg. Moreover, the
supply/demand imbalance is aggravated by increbsiogver amounts of silicon
used in module production. As a result, modulegsriare also expected to drop since
the market price of silicon has a huge impact an ggthce of PV modules. GTM
Research forecasts module prices below US$0.70 pér(@sbourne, 2012).

The second reason put forward in the document coacthe cell and module
efficiency. As already has been shown in the chiagdteve, efficiency of solar cells

has been steadily increasing over the last decatles. rates at which these
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efficiencies have developed over time may be dfiefor the different technologies
but the constant increase of that parameter ismanumn feature to all of them.
Research efforts in the field of PV technology haften times been bundled in the
cell and module efficiency area because the effayieof a cell affects the whole
value chain to a great extent. Higher efficiencsuits in less area required for the
same amount of energy output. This automaticabydiates into lower costs for
manufacturing materials such as glass, siliconahdr components of PV modules.
Decreasing wafer thickness is obviously anotheromapntributor to the price
decrease of modules described by the experiencee.cur essence, lower wafer
thickness results in a similar outcome as for iaseel efficiency because a thinner
layer of photosensitive material translates intodowaterial costs. The importance
of this parameter for the price of modules in PVnofacturing is reflected by the
‘oump’ which can be seen in the experience curigs Teature of the learning curve
serves as a good example for the significant implaet price of silicon has on
module cost. Hence, decreasing wafer thicknessuigat in further decreasing PV
costs. Since 1990 the wafer thickness has decréasadl00 um to around 200 pm
(EPIA, 2011). According to the EPIA, wafer thicksewill further decrease to
values around 100 pum by the year 2020.

The remaining reasons mentioned by Swanson inch&l@rogress in wafer sawing,
automation and crystal growth (Swanson, 2007). ¢tmonly used wire saws
minimize kerf loss, i.e. material loss during tlagvsg process.

When the experience curve is plotted, it becomesu@nt that this curve can also be
seen as a representation of market dynamics. Thygsilmdn shortage, which
hampered PV production in 2005-2007, resulted ighéi prices for module
production and hence to a non-linear behaviour eéetwprices per Watt peak and
cumulative installed capacity during that time. &#cstudies explicitly show this
‘bump’ in the experience curve (EPIA, 2011; Brey&&lach, 2012; Swanson,
2007).

In the past, the slope of the experience curve efeen expected to flatten with
increasing cumulative capacity as this behaviowheracteristic for many industries
(Breyer&Gerlach, 2012). However, apart from therafoentioned event caused by
the silicon shortage, this has not been observékei®V industry. The reason for the

flattening of the experience curve is directly tethto so-called floor costs for PV
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production meaning that it gets increasingly difficto decrease prices with
increasing optimisation of the product. From thie @an infer that the actual floor
costs for PV systems are yet far from being reatbedly.

The name ‘experience curve’ and the manner itfermed to automatically suggest
that learning from experience is the main mechamsnch is responsible for cost
reductions in PV technology. However, a publicatipnNemet has shown that the
relationship between cumulative capacity and cosather weak (Nemet, 2006). The
argumentation is based on the following cornerstofR@stly, reductions in the cost
of solar grade silicon were not linked to a leagnprocess within the PV industry
because silicon was only produced by the micromsmeindustry and not by the PV
industry itself during the considered time framec&hdly, the ability to manage
investment risk and expected future growth ratedeshand have been identified to
play a more significant role in explaining the casductions in the PV industry. This
argument is based on the fact that several compapanded their production
facilities rapidly after having entered the markehirdly, there is only a weak link
between increasing module efficiency and productxymerience because most of the
advances in cell efficiency were accomplished byvemsities rather than
manufacturing companies. In essence these findinggest that not only experience
but a myriad of influential parameters have to besidered in order to describe cost
evolution in the PV industry. Hence, decisions oteptial future investments in this
sector should be based on a set of variables rdtarron experience only.

As the experience curve only captures the modute pmore costs are needed in
order to be able to determine the PV system pwazording to the EPIA, the
module price accounts for 45-60% of the installgsteam price depending on the PV
technology (EPIA, 2011). For c-Si rooftop instathats the module price share of the
entire system has reached 60% (EPIA, 2011). Tinm-finstallations have a lower
module price share of 51%. Due to the significafiuence module prices exert on
the installed system price, research efforts atadsed on this area in order to bring
down module costs by increasing efficiency and elesing manufacturing costs. The
remaining part of the system price consists of rt@reprice (10%), structural
components (23% for c-Si, 32% for thin-film) andyareering and procurement with
7% (EPIA, 2011).

10
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Grid parity is widely considered to be the key paeter on which the assessment of
the maturity of an energy generation technologyased. The term grid parity
describes the moment at which PV generation cosgsegual or lower than
electricity generation costs using traditional fbésels. The generation costs are
determined using the aforementioned LCOE approdulchmakes into account all
costs incurred in the generation process (seeosecbove). The EPIA further
distinguishes two concepts of grid-parity, namelbjyrfamic grid parity’ and
‘generation value competitiveness’ (EPIA, 2011a)hiM/ the generation value
concept describes the definition of grid parity givebove, dynamic grid parity is
defined as the moment at which long-term reven@i€/celectricity are equal to the
long-term costs of traditionally supplied electyci

The general concept of grid parity is quite comm@sxmany influencing factors have
to be considered in order to determine the momemnwhach PV is competitive.
Firstly, the wholesale electricity price obviougllays a major role in assessing grid
parity because this is the value the LCOE of P\taspared to. According to
Eurostat, electricity prices in the EU are on adyerise with an increase of 18%
including VAT from the year 1997 to 2007 (Eurosta@07). This trend remains
unchanged even though the economic crisis sloweadh doevprice increase between
2008 and 2010.

Secondly, grid parity is earlier reached in regianth high solar insolation as the
latter directly influences the LCOE. Consequenttiyg concept grid parity is always
interlinked with the location of the PV installation

Thirdly, the aforementioned experience curve has db be considered as it
describes the development of module price witheasing installed capacity. Since
the module price is a significant part of the ollesgstem price of PV, it affects the
calculation of LCOE and therefore the outcome efdhd parity assessment.
Fourthly, expected growth rates of the PV industaye to be taken into account
because of the direct link to the experience cubuging the last 15 years the PV
industry grew at a tremendous pace reaching arageeannual growth rate of 45%
(Breyer&Gerlach, 2012). The consensus among tlensfic community is a future
annual growth rate of 30% even though this numbends like a rather conservative

estimate.
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In general, all factors influencing the LCOE alsavé an impact on the grid parity
assessment. For further details the reader isregfeio the section dealing with
LCOE above.

Recently published studies like the one by Q-Catist out, that grid parity events
are already occurring in Europe with Italy and Q@pbeing the first to reach this
stage due to their privileged locations regardintarsinsolation (Breyer&Gerlach,
2012). The analysis also reveals that, althoughrsobnditions are crucial, other
parameters greatly influence the moment at whidd garity is reached. Even
though Portugal and Denmark receive significantlffedent amounts of solar
insolation, grid parity is expected at about thensdime in both countries due to
relatively high electricity prices in Denmark. By ZZI) 80% of the residential and
75% of the industrial market is expected to be bdygnd parity in Europe.
Assuming a progress ratio of 0.8, levelized coselextricity for residential systems
break through the 20 ct barrier per kWh in 2013 dar electricity yield of 1000
kWh/kWp (Breyer&Gerlach, 2012). In 2020 the LCOE RV is calculated to be 9.9
ct/kWh, 6.6 ct/kWh and 5.7 ct/kWh for electricityelds of 1000, 1400 and 1700
kWh/kWp in the residential sector. Under the sameddions the 10 ct barrier per
kWh is reached in 2018 in the industrial sector &or electricity yield of 1000
kKWh/kWp. This milestone is achieved in 2014 for 1400h/kWp and already in
2012 for 1700 kWh/kWp. The milestones of 20 ct/kWgh residential systems and
10 ct/kWh for industrial facilities have been chodgecause they reflect present
electricity prices in Austria.

The following figure compares the average Europe@®E according to the EPIA
with the ranges of electricity price for residehtand industrial consumers in
European countries for the year 2011. The mentiorsddes apply for residential
consumers with an annual electricity consumptio856f0 kWh = 25% and industrial
consumers with an annual consumption of 2 GWh + 5&8%ctricity prices are

obtained from Europe’s Energy Portal (EU Energyd®or
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Figure 1. Average European L COE compared to Residential and Industrial Electricity Price

The above mentioned report published by the EPIl@sgmts a similar outlook
although dynamic grid parity is expected later tirathe Q-Cells study. The reason
for this is the difference in system price on whikbk calculations for the grid parity
assessment is based. While the Q-Cells study ea#=uvith system prices of 2.7 and
2.4 €/Wp for the residential and for the industsaktor, the figures on which the
EPIA study is based are higher. In the latter ¢&¢esystem prices between 3.14 and
5.92 €/Wp are determined and then used for thepgidy calculation. Since the Q-
Cells scenario reflects the price situation in Gamgn which can be considered as the
most mature photovoltaics market, the differenceobees clearer. The authors argue
that the German market sets the global price forji®¥ because of its enormous
size. This might have been the case some yearbldgs increasingly changing due
to significant deployment in China and the US.

In a recent press release a renowned PV analystspout that the concept of grid
parity does great harm to the PV industry (Mintsl2)0 Since the electricity cost of
PV was always perceived to be high by the publieagpressure was put on the PV
industry to lower prices. The ultimate goal wasdach a point where PV is able to

compete against conventional energy even withawgiveng subsidies. However, the
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fossil fuel industry itself is still the beneficiaof several support mechanisms. The
price pressure is mainly transferred to the moduwaufacturing industries because
the costs of the other system parts have largedy beglected. Consequently, many
manufacturers face serious problems to compethisneinvironment. The result of
this development is already visible. More and mi®¥ecompanies fail because they
just are no longer profitable as prices tumble doWwme author therefore suggests
that rather than overstressing the concept of maitty the focus should be placed on
the realization of healthy margins across the wha&ie chain. If the current
imbalance in the share of the cost burden is upme&thufacturers will continue to
fail, especially in Europe and the US.

In conclusion, the concepts of levelized cost etelcity (LCOE) and grid parity for
PV have been examined in this chapter. Accordintp¢oEPIA, the average LCOE
in Europe is approaching the 20 ct/kWh barrier il can be much less expensive
in more favourable locations. The module cost wieniified as being the major
price driver in PV representing 45-60% of the ollesgstem price. Moreover, the
parameters influencing the module price such as eficiency, learning rate,
photosensitive layer thickness and polysilicon @have been investigated. The key
concept of grid parity has been discussed diffeagng between dynamic grid parity
and generation value competitiveness. Finally, padty events have been identified

to occur already in Europe especially under goocc@Mitions.
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2 Stateof theArt

The following chapter contains an overview of savdwey publications regarding
material considerations and possible material éitlahs in the photovoltaic industry.
The studies will be presented in chronological orde order to illustrate the
development of scientific knowledge in this fieldeothe years. As photovoltaics is
a rather young technology this overview only inésdnore recent studies and thus
Is not a complete literature review of publicatiaesued in this field. Due to the
rapid developments, which take place in this induat the moment, it only makes
sense to discuss the latest publications.

The earliest study considered deals with mateoaktraints for thin-film solar cells
(Andersson et al., 1998). Based on the assumphi@nl100000 TWh of electricity
will be generated by solar cells in 2100, four @iéint thin-film technologies are
examined in order to determine potential materiahstraints. However, market
shares of the various PV technologies are not takém account meaning that
material constraints are calculated based on thengstion that every technology
produces 100000 TWh. The investigated thin-filmhtesdogies include amorphous
silicon, cadmium telluride, copper indium galliunselenide and the Gratzel cell for
all of which an overall conversion efficiency of 10%tassumed. The calculations of
these scenarios yield an interesting result. Eddheoaforementioned technologies
uses at least one element to the extent that thereenents exceed known reserves.
Indium was identified to be the most critical elerhén that respect, having a
requirement to reserve ratio of 650. Tellurium,nganium, selenium, gallium and
cadmium follow with ratios of 110, 51, 30, 25 an®,4respectively. However, the
large scale deployment of PV is not only restrictgdthe high requirement to
reserve ratio but also due to the fact that theybgrproducts of the mining process
of more common metals. The authors highlight indbiecluding statement that other
technologies like a-Si (without Ge) and polycryistal silicon do not face such
material constraints. Moreover, they suggest higlrzation and recycling rates of
the investigated elements in order to alleviateuese bottlenecks.

Another study examines at which deployment ratececmetals used in PV become

a limiting factor in the year 2020 (Andersson, 200®8or this purpose the material
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requirements for the seven elements tellurium, @aohn germanium, indium,
gallium, selenium and ruthenium for four thin-filRV technologies (CdTe, aSiGe,
CIGS, and nano-crystalline dye-sensitised cell€) evaluated. The numbers are
calculated taking into account several assumpttbas lead to decreased material
requirements in 2020. Firstly, the efficienciesR) technologies are increased to
12% for CdTe, 14% for CIGS and 11% for aSiGe alonily a reduction in layer
thickness. Secondly, material demand for indiunCiGS is lowered significantly
without considering a change in efficiency. Thirdiyhe recovery from mining
operations of more common metals is increased.dBasdhese assumptions critical
deployment rates are calculated to be 20 GWp/yeaiCtiTe and dye sensitized
cells, 70 GWplyear for CIGS and 200 GWplyear foiGaS Consequently, CdTe is
the technology that faces the most decisive matkmatations followed by CIGS
and aSiGe. CdTe deployment is restricted by teltariavailability while CIGS is
limited due to its indium content.

Keshner and Arya studied the availability of thilmf materials in one part of a
broader study (Keshner et al., 2004). Based on glatadded by the US Geological
Survey, they calculated that the limit of annualdarction is reached for CdTe at 29
GWop due to restricted Te availability, while CiG&ncprovide 65 GWp. However,
the figure for CIGS is based on shortages of seteniather than on an indium
constraint. Would only the indium availability beonsidered, the production
potential increased to 676 GWp for CIGS.

In a more recent study not only thin-film PV arealgmed but the other remaining
technologies such as silicon, multi-junction andamtrator cells are included in the
evaluation (Feltrin et al., 2008). For these tecbgias electricity production limits
are calculated based on the following assumpti@uotar modules are assumed to
operate at champion cell efficiencies meaning thay reach the values achieved
under laboratory conditions. In order to be ablelétermine the deployment limits,
only 25% of the global material reserves are assumoebe available for the
production of solar cells. This is mainly explain®dthe competing material use for
other products such as batteries. The results sfdfidy showed that indium and
cadmium availability create serious restrictions do¥s large-scale deployment of
thin-film PV. For CdTe and CIGS power generatiorieptials of about 100 GWp

were determined. However, material shortages as® ancountered in the
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conventional silicon PV mainly due to restricted illality of silver which is used
for the electrodes.

The US Department of Energy primarily mentions umdi and tellurium as the
metals of concern in its Solar Technologies MaiReport (Price et al., 2010). Due
to projected deployment of 3.1 GW in 2012, CIGS| welquire 12% of the current
annual production of indium. In order to allevi#ite pressure CIGS production puts
on indium availability and price, some measuressaiggested to be implemented.
The degree of recycling should be increased andinmccould be substituted by
another metal such as gallium. However, the changealloy composition may
influence the cell performance in a negative wasllufium, which is used in CdTe
PV, is expected to show similar characteristicsndgum. But unlike the latter the
prices of tellurium have dramatically increased rottee last years, rising from
$50/kg in 2004 to $225/kg in 2008.

Another study investigating material availabilitgr fthin-flm PV demonstrates a
more optimistic view (Fthenakis, 2009). The autlkesamines technology growth
potentials based on refining rates of indium anuriem during base metal
processing. As the supply of tellurium and indiwswirectly linked to the amount of
the base metal extracted, the demand for these oanmmmetals (copper, zinc)
strongly influences the availability of the metaleeded for PV. Tellurium for
example is mainly recouped from the anode slimesojpper refining. Currently,
recovery rates of tellurium are estimated to bel welow 50%. However, it is
technologically feasible to recoup 80% or more deljpeg on the market price. Gold
for example is extracted at recovery rates grettean 95%. Assuming that the
photosensitive layer thickness can be reduced 8@rum to 1.5 pm for CdTe and
from 1.6 pm to 1.2 um for CIGS in 2020 along withsignificant increase in
performance of thin-flm modules, the further dgphent of PV using these
technologies is not expected to be restrained btenah constraints. The study
predicts an annual production limit of 14-38 GWp @©dTe and 13-22 GWp for
CIGS which is sufficient to supply modules at catrBV growth rates. Under these
considerations the prices of In and Te become ithéging factors. The projected
growth scenarios are expected not to be sustaitfgiiees increase to levels which

are ten times higher than the maximum prices.
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Alternatives to the leading thin-film materials leaaiso been studied recently (Wadia
et al., 2009). The authors examine annual PV ébt#gtproduction potentials of 23
inorganic materials. Compared to many of the mal®gonsidered the leading thin-
film materials of today perform poorly. However, kno economic reserves of In
and Te are identified to suffice for annual elexdtyi production of 17000 TWh
which corresponds to today’s worldwide electricdgnsumption. Among the
investigated materials iron pyrite (Fg¢S$lisplayed the best performance in terms of
raw material cost and annual electricity producpotential.

A study published in Science demonstrates that hitetages can successfully be
addressed by changing some parameters which aractérstic for today’s thin-
film industry (Zweibel, 2010). In order to produt8% of world-wide electricity in
2030, an annual production of CdTe modules of 20pGs required. For the
fabrication of these modules 19000 metric tons ef would be used. Since the
present annual production is at about 640 tons,oeenthan 40-fold increase in
supply is required. However, this gap between natdemand and supply can be
closed by enhancing module efficiency, increasiegovery rates from copper
refining and decreasing layer thickness. Even thaugrent thin-film modules use a
3 um thick photosensitive layer, this value is &tpé to decrease dramatically in the
near future according to the author of the study.

Another recently published paper reaches the ceiwluthat material constraints
will not play a major role in hindering future largeale deployment of PV
(Candelise et al., 2011). This argument is based comparison of the future PV
market size according to the IEA technology roadmvéh annual production limits
of thin-film technologies derived from literaturgven if only one of the dominant
thin-film technologies was to produce electricitige projected 10.2 GWp/yr could
be met. Considering that the PV market is segmantedifferent technologies and
accounting for the fact that thin-film deploymerdils that of c-Si quite a bit, shows
that material constraints are found to be unlikélgwever, increasing demand may
lead to significant price increases which might keintluture expansion. As the PV
industry currently only uses a minor part of thebgll annual production of these
metals, other industries have an even greater itmpacprice dynamics at the
moment. As an example, only 2% of global indium dadhis being used in module

manufacturing.
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Not only considerations of material constraintsthe thin-film industry find their
way into literature but also silver requirements glicon PV are undergoing
examination (Green, 2011). Due to the recent pioge of the silver market price,
the author expects that changes to the design amfacturing of silicon cells
regarding the amount of silver use will be requiredhe near to medium term. In
2010, PV accounted for approximately 7% of gloliakes supply but this number is
likely to increase as the industry grows at a ragaide.

A further study depicts a comprehensive picturareigg resource scarcity in PV by
evaluating the cumulative material demand for adRctricity production of 20000
TWh in 2040 (Zuser et al., 2011). This represeng 26 the worldwide electricity
demand in the year 2040 according to the EREC GbubDepending on three
scenarios, which represent the level of technoldgicogress, an installed capacity
of 8369 GWp for the pessimistic case to 5908 GWpeiguired to supply the
aforementioned electricity needs. Unlike many otstedies, this one takes market
shares of the technologies c-Si, CdTe, CIGS andiat&consideration. In 2040, all
technologies are expected to have a market sha2B%fwhich is explained by the
fact that the c-Si market share shrinks becausheotapid expansion of thin-film
technology. The market share values for the calioug between 2010 and 2040 are
derived from linear interpolation. According to #$ee assumptions and the
methodology laid out in the paper, the predictegtteicity production is unlikely to
be reached in 2040. Especially for the technolo@éd$e and CIGS severe material
shortages have been identified. Similar to the aboentioned studies, In and Te are
considered to be the elemental species of conterorder to reach the electricity
production goal in 2040, Te production needs todmeped up by a factor of 30-180.
Material restrictions for In are less pronouncedl today’s production rates are still
insufficient to cover future demand. Unlike otheorks, this study also expects
serious material constraints for CIGS due to lichitgallium availability.
Furthermore, recycling efforts can only contribwte alleviate material shortages
after 2030. This is only intuitive as the cumulatimstalled capacity in 2010 was at
40 GWp and solar modules are expected to lastat B9 years. Considering that the
study assumes that some thousands of GWp are ittstadled in order to meet the
energy needs of the future, recycling is expeabepldy a negligible role in the near

to medium term.
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The last study considered in this literature owv@mievaluates potential material
shortages of c-Si, CdTe, CIGS and dye-sensitiset sells by calculating best-case
scenarios (Tao et al., 2011). For this purposeréBerve base, which per definition
also includes sub-economic resources apart from ki@wn reserves, of the
investigated metals is used. Additionally, layerckinesses are taken on the lower
range of what is found in commercially available mied, namely 2 um for CdTe
and CIGS. Assuming that the entire reserve baaga#able for PV production, the
maximal cumulative capacity and the maximal anngabwth rate of the
technologies is calculated. The authors conclude uhder these conditions PV is
not capable of supplying sufficient electricity ptay a major role in the future
technology mix. For example, the maximum capaciy €dTe and CIGS are
determined being 816 and 650 GWp respectively.

In conclusion, several research projects have &rdaalt with the research question
of how future PV growth is going to affect the dahility of materials used for the
fabrication of solar modules. The methodologiesdudiéfer to a great extent as do
the results. However, the research endeavours egnduped together based on the
parameters evaluated. Firstly, studies have focusedhe determination of the
maximum level of cumulative installed capacity. Sofmave concentrated on the
maximum amount of electricity produced which is nhaigiven in TWh. As this
value can be easily transformed into capacity (GWhmpse projects can be grouped
together. Secondly, maximum levels of annual PV petidn of the various
technologies have been evaluated. As such, thader is described as GWp per
year. Thirdly, another approach consists of catowgamaterial demands for a certain
level of PV deployment and relating the result torent production rates of the
metals of concern.

Since the methodologies and the underlying assomptre different in every study,
the results vary as well. However, indium, tellaniugallium and silver have been
identified as the showstoppers of large-scale PMaoyenent based on the fact that
they are recouped as by-products of the refiniregcgss of more commonly used
metals such as copper or zinc. This explains why & complex issue to ramp up
production rates of these metals. Interestingly rés®urce constraint issue for CIGS
is not as clear-cut as for the other technologidile c-Si growth is clearly

restrained by silver availability and the low protioc rates of tellurium pose
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restrictions for CdTe, results differ for CIGS. Ma®nsider indium constraints as
the main issue advocating a substitution by gallinrthe alloy employed in CIGS.
Others indicate that the element gallium is thatiirg factor to CIGS deployment.
The results for cumulative installed capacity rafigen 120 GWp (Feltrin et al.,
2008) to approximately 11,000 GWp (Wadia et al.0D0for CdTe and from 90
GWp (Andersson, 2000) to approximately 11,000 GWp €IGS (Wadia et al.,
2009). Similarly, estimates of achievable annualdpction range from 20 GWpl/yr
(Andersson, 2000) to 211 GWplyr (Fthenakis, 2009)3dTe and from 17 GWpl/yr
to 152 GWplyr (Fthenakis, 2009).

This bandwidth of results clearly shows the undetites encountered when dealing

with potential future material restrictions in tield of PV.

2.1 Metal availability

As outlined in the section dealing with the statethed art, several elements have
been identified being of crucial importance for wattier development of the PV
industry. While silver availability poses a challentp the established crystalline
silicon technology, the thin film industry’s metat§ concern include indium,
tellurium and gallium. These are also the metals shidy will focus on. In order to
get a better understanding of the deployment odstnis the availability of these
elements might potentially create, it is necessariflustrate how these metals are
mined and refined. This section will also include @analysis of available metal
production rates and reserves which will be usad the following calculations.
Silver, which is used for wafer-based silicon P¥,produced as a by-product of
copper, gold and lead-zinc mining. Global mine picitbn of Ag amounted to
23,800 tons in 2011 and has been gradually inergasirecent years (USGS, 2012).
According to the US Geological Survey, reservesestenated being 530,000 tons.
Compared to the base metals with which silver isagxed these production figures
are rather small. In 2011 12.4 million tons of zhmve been produced and reserve
estimates amounted to 250 million tons.

Indium is primarily obtained as a by-product of iproduction. Additionally,
deposits have been identified which might warrameali mining (Green, 2009).

However, these sources are unsuited for the eidraof indium at prices which are
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consistent with PV. According to the US Geologicalirvey, global primary
production of indium was 640 tons in 2011 (USGS,20Numbers for the reserves
of indium were removed from the USGS reports s2@@9. The last estimates from
2008 have indicated reserves of 11,000 tons arekerwve base of 16,000 tons of
indium (USGS, 2008). The Indium Corporation pul#dha study estimating the
indium reserve being almost 50,000 tons (MikolajcZ2009). The publication also
points out that only 30% of the worldwide amountirdium mined is refined to
indium metal. The reason for this is the low reegvate of only 50% of indium out
of the indium refined in smelters. The author cadek that the recovery rates will
adapt to demand. As the metal price rises, higbewvery rates are warranted. Due
to the low recovery rates during the productioncpss of the base metals such as
zinc, indium smelters have accumulated indium-aairtg tailings which amount to
an estimated 15,000 tons worldwide with 500 tonsedda@very year (EU-
Commission, 2010). For the calculations in this gtwh indium reserve of 50,000
tons is taken as this seems to be the only avaifapire at the moment.

Tellurium, which is used in CdTe PV, is mainly puoed as a by-product of copper
mining. Studies conducted on the recovery ratelbfrium during copper refining
have shown that only 30-40% of the metal are reedypthenakis, 2009). However,
current technology would allow for extraction rateshigh as 80%. As the demand
of tellurium will be higher in the future, recovergites are expected to increase as
well bearing in mind that gold for example is reemd at 95%. The USGS
discontinued publishing the refinery productiortedfurium in 2008 in order to avoid
the disclosure of private company data. The lasievabtained from the USGS
reports stems from 2008 and amounts to 135 tongriofary production not
including US production (USGS, 2008). However, safistinguished authors in the
field have estimated production rates of some 48 tof tellurium per year. A
publication of the European JRC also indicates dfatery production is at 500 tons
(Jager-Waldau, 2011c). Even though reporting otiahproduction of tellurium was
discontinued by the USGS, reserves data are stdilable (Fthenakis, 2009)
(Zweibel, 2010). In the report from 2012 the ressrestimate amounts to 24,000
tons (USGS, 2012). These figures are based onelhgium content in copper
reserves and neglect reserves from potential dimdeing of tellurium. This source

of tellurium was described comprehensively by Grgameen, 2009).
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The last metal of concern which is considered ia $tudy is gallium. As shown in
the section dealing with the state of the art,a$ been identified as rare material
potentially posing restrictions to high level deptent of CIGS PV. Gallium is
primarily obtained as a by-product from bauxiteimely (USGS, 2012). It is
contained in bauxite ores only in very low concatidns and can only partly be
extracted from these ores. Since the reserveswiiteaare so large that only a part
of them is expected to be mined in the near futtegserves cannot be estimated
according to the commonly used definition of theravoThe Indium Corporation
claims in a report that material restrictions basedyallium availability are unlikely
to impose limits to CIGS growth because recovetgsaf gallium out of bauxite
ores are still as low as 10% (Mikolajczak, 2009kcérding to the USGS report,
annual production amounted to 216 tons in 2011.

The data presented in this section is mainly bas@dJSGS publications. The
uncertainties of such estimates are rather highsidering that some of these
numbers are purely derived from certain assumptibnshe case of tellurium for
example, only the content of the metal in coppesas considered when deriving the
reserves data. Moreover, certain data such as itelluproduction rates is not
available due to the protection of sensible comgafyrmation. In addition, cross-
validation is not possible as the USGS reportstlageonly official publications on
metal production rates and reserves.

The gathered metal data, which will be further usetthis study to evaluate possible

material restrictions in PV, is summarized in Table

Table 2: Recent production and reservesdata for Ag, Ga, Inand Te

Annual production [t] Reserves [t]
Ag 23800 530000
Ga 216 NA
In 640 50000
Te 480 24000
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3 Methodology

The following section describes the methodologyalhis used for the realization of
the study. The aim of the presented work is toweatal the impact of future levels of
deployment of solar cells on the availability oé thnetals gallium, indium, silver and
tellurium until the year 2030. The PV technologmsnsidered in this study are
limited to c-Si, CdTe and CIGS as they representrbgr part of solar cells which
are operational today. About 5-7% of the presentketashare is occupied by a-Si
which is taken into consideration in the calculati®azykov, 2011; EPIA, 2011).
However, material constraints for a-Si are not gatedd as potential bottlenecks for
this technology have not been identified in theieeed literature. In order to
achieve the outlined goals, the study will be daddn three parts with each of them
covering a different aspect. In the first part ttmaterial demand for potential
scenarios of future PV growth are calculated andpaoed to known reserves. The
second part aims at determining the highest achievavel of annual production of
the different PV technologies based on the prodadiiata for the metals used. In the
third part the installed capacity which can be dged based on the reserves data

will be determined.

3.1 Evaluating growth rate scenarios

In a first step, the material requirements to futiivo different growth scenarios,
published by the EPIA for the technologies c-Si,;T€dnd CIGS, are calculated
(EPIA, 2011). The so-called accelerated and pamadipift scenarios have been
worked out by Greenpeace and the EPIA in ordertwige insights into how PV
will evolve in the future. The accelerated scen#idescribed as a continuation of
the status quo regarding support policies and ipalitcommitment. It can be
achieved even if no major technological changesimmemented. The paradigm
shift scenario, on the other hand, foresees a dramgrovement in the way PV is
supported and deployed allowing PV to generate I#%European electricity
demand in 2020. Based on the growth rates publighéte above cited report and
world-wide PV capacity of 67.4 GW (EPIA, 2011b),etltumulative installed
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capacity for the year 2030 has been determined fdlleaving table summarizes the

characteristics of the scenarios used in this study

Table 3: Average growth rates under the accelerated and paradigm shift scenario

2011-2020 2021-2025 2026-2030  Cumulative

[%6] [%6] [%0] capacity 2030
[GW,]
Average growth rates
_ 26 14 10 1673
accelerated scenario
Average growth rates
42 11 9 4102

paradigm shift scenario

In order to be able to calculate the material deinfor the depicted scenarios,
several parameters such as the market shares tddeologies, the layer thickness
and the efficiency have to be taken into accouheé Khown market shares of the PV
technologies are linearly extrapolated into theureit using market projections
published by the EPIA (EPIA, 2011). However, thel&Bnly forecasts market
share until the year 2020. In the study at hansl éissumed that the market share of
c-Si will decline to 50% by 2030 as the other thitda film technologies will divide
the remaining 50% evenly amongst them. As mentidnefdre, the market share
occupied by a-Si will be considered in the calaala but material requirements will
not be evaluated in this case.

For the parameters layer thickness and efficiehmset different scenarios are used to
reflect different levels of progress of the respectechnology in the future. These
scenarios will be referred to as the conservatilie, neutral and the progressive
scenario. In the case of c-Si, the scenarios reptean efficiency of 20% for the
pessimistic, 22% for the neutral and 25% by ther @80. These projections are
mainly based on the findings established by the BdAdmap of the IEA (IEA,
2010). The efficiency values for the years betw2eémhl and 2030 are derived by
linear interpolation between the current averagdeiefcy of 15% and the expected
values for 2030 under the different scenarios. dureent average module efficiency
was determined by checking the product portfolioshef largest PV manufacturing
companies which are described in a report publisyeithe Joint Research Centre of
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the European Commission (Jager-Waldau, 2010). Vkeage efficiency has to be
considered as an estimate because an averagecaanet be determined so easily.
Most companies produce several different sets afules which also have different
characteristics and efficiencies.

The same procedure was used for CdTe and CIGS.eVAmst Solar, the leading
CdTe PV manufacturing company, has recently dematest that their modules
achieve efficiencies of 14% and beyond, other comgsa do not reach this
benchmark yet. These companies produce CdTe moduldse range of 10-11%
conversion efficiency. The specifications of the mled produced by First Solar are
at the time of writing not available on the officiebsite of the company. Based on
this information, an average CdTe module efficien€y2% was estimated for this
study. Based on the prospects of technology dewetop published in the IEA PV
roadmap report, efficiencies of 14%, 15% and 16%they year 2030 have been
assumed under the conservative, neutral and pigeescenario. A screening of
product specifications of several CIGS producingipanies has shown that 12% is
suitable in order to represent the current avemageversion efficiency of CIGS
modules. The conservative, neutral and progresste@arios stand for 15%, 18%
and 20% conversion efficiency for CIGS by the ydaB®@

The parameter layer thickness is of crucial impuogafor this study as the material
demand is linearly dependent on it. As the cryisialtechnology is not examined
upon its polysilicon use, only the amount of silvethich is used for a specified
capacity, needed to be identified. According todhreapproximately 100 mg silver
per Watt is used during the production of silicondules. This corresponds to 100
metric tons of silver for one GW (Green, 2011).c®8irthis estimate is derived from
the solar market volume and the correspondingrsige in the PV industry, there is
no need to factor in the material utilization rdteorder to account for technological
progress in the material use efficiency, the amainsilver consumed during the
production process is estimated to be reducedfgignily by the year 2030. Similar
to the other technologies, three scenarios arelo@e@ for the silver content in
crystalline silicon modules. However, these scasaaccount for different amounts
of silver usage per module as opposed to matetiidation rates because the latter
value is not available for c-Si. The conservatineutral and progressive scenarios

represent 60 t, 50 t and 40 t of silver used per @Whe year 2030. The values
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between the amount used in the base year and rijet tzalues established by the
scenarios are derived from linear interpolation.

The layer thickness values for CdTe and CIGS hasenbchosen according to
recently published information (Fthenakis, 2009; dMaouse et al., 2012; Zuser et
al., 2011; Zweibel, 2010). Current CdTe moduleseneund to have a 3 pm thick
photosensitive layer, modern CIGS devices exhiliin? of photosensitive material.
These figures will most likely decrease in the fatas manufacturers strive for
higher profits. Under the conservative, neutral gmrdgressive scenarios layer
thickness amounts to 2 um, 1.5 pm and 1 pum for Cdieé 1.5 um, 1.25 um and 1
pum for CIGS in 2030.

The material utilization rates during the fabrioatiprocess of thin film modules are
still rather low. The values for this parameteryaildly in scientific publications.
In the case of CdTe for example, values rangingnfd0% to 90% have been
published (Green, 2011a; Woodhouse et al., 201Rg © the fact that Green’s
publication focuses on First Solar, the leading €dmanufacturer, the material
utilization rate of 40% derived in this publicatimused for this study. This part of
the fabrication process will most likely experiencejor progress in the future
because certain deposition techniques have alr@achpnstrated to have utilization
rates of about 70% (Bubenzer et al., 2003). Theeefander the scenarios for 2030
material utilization is assumed to increase to 7080% and 90% for the
conservative, neutral and progressive case. Peligiformation on the utilization
rate of indium during the fabrication process o6GSImodules is more coherent than
in the tellurium case (Candelise et al., 2011; ratkés, 2009; Green, 2009). Based
on the cited studies, the utilization rate for indiis assumed to be 40% and will
increase to 70%, 80% and 90% under the three diffescenarios. In the following
table the parameters efficiency, layer thicknesatenml utilization rate and their

development according to the scenarios are sumethriz
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Table 4: Parameter inputsfor scenarios

2011 2030
Conservative Neutral Progressive

Module Efficiency [%0]
c-Si 15 20 33 25
CdTe 12 14 15 16
CIGS 12 15 18 20
Layer thickness [um]
CdTe 3 2 15 1
CIGS 2 15 1.25 1
Material utilization [%]
CdTe 40 70 80 90
CIGS 40 70 80 90
Material use per GW [t]
Agin c-Si 100 60 50 40

In the next step the amounts of minor metal usetierthin film solar modules have
to be determined. As these are part of metal alloygsich devices, the mass fraction
of the metal within the alloy has to be taken iamxount in order to be able to
determine the material demand for a specific aresotdr modules. In the case of
CdTe, tellurium accounts for 53% of the weightlué tadmium telluride alloy which
has a density of 5.85 g/cm3. With the assumptioaderfor the baseline scenario for
the year 2011, one square meter of CdTe modules tbatains 9.3 grams of
tellurium.

The procedure is less straight forward for CIGS niegllbecause a wide variety of
metal alloys with slightly different compositionsrin the photosensitive layer in
such devices. The indium demand was calculateddbasethe alloy with the
composition Culp/GasSe which is a common material in CIGS modules (Tao et
al., 2011). Indium accounts for 25% of the weighttlus substrate which has a
density of 5.7 g/cm3. Under the baseline scenat®sguare meter of CIGS modules

thus contains 2.85 grams of indium.
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The same metal alloy as in the indium case is digedhe calculation of gallium
material demand of CIGS. The weight fraction ofligad in this alloy is 6.5% which
translates into an area specific material demartd&f g/mz.

Since all of the input parameters have now beeerated and quantified, the
required material demand for the accelerated aag#nadigm shift scenario can be
calculated. In order to be able to account fordh@&nge of the parameters with time,
the material demand needs to be calculated for gaen using the following
generalised equation:

Cn—l : MSni ‘ (GRn - 1) a 1 Lni
Nni ° STC Y Uni Ln—l,i

My =

where M stands for material demand in metric ta@sfor cumulative installed
capacity in GWp, MS for market share of the respediechnology, GR for growth
rate of the solar market, for module efficiency, STC for standard test coiodis
(1000 W/m?),a. for the area-specific material demand in g/m2,0dthe utilization
rate of material and L for the layer thickness (joinjhe respective solar technology.
The index n describes the year with n=1 being thecbyear 2011. The solar cell
technology is described with the index i, and ys&d to refer to the material. When
calculating the material demand for the capacitytaifesd in 2011, the above
mentioned equation needs to be adjusted as theitaphthe base year can be used

without having to consider growth rates.

3.2 Annual production limits

Based on the parameters and the scenarios establistiee previous section, the
annual production limits for the solar cell tecloges are calculated. For this
purpose the material demand, which is dependertino® is compared to annual
production of the minor metals. Future productiates are derived from literature
since this topic has been extensively discussedstwye authors. Since no
information about the future production of silvendathe portion that will be

available for PV is known to the author, this pafrthe study will focus on the thin
film technology, which is anyhow expected to be enlimited than the conventional.

Fthenakis estimates that more than 1400 tons hiriteh will be available by the
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year 2020 as the production aseimand of copper is expected to increase by 3% on
average per year and due to the fact that the eegorates for tellurium will
gradually increase to 80% (Fthenakis, 2009). Ctiyrethe major part of tellurium
production is used in iron and steel fabricatioowa#l as in the chemicals industry.
Fthenakis therefore assigns the entire increasalurium production to PV arguing
that the demand for the above mentioned indusmwéisremain flat in the future.
Since such a material consumption percentage lofiteh in the PV sector is hardly
conceivable, 50% of the increase in productionssigned to PV. This means that
under these assumptions approximately 600 tonsokill be available for module
fabrication in 2020.

The PV industry currently only consumes about 5%ndium production. Since the
demand in higher value added products such aghehes, liquid crystal displays
and computers is expected to increase, only 25fbetdl consumption is assumed to
be available for the PV industry. Hence, approxetya200 tons of indium would be
available for CIGS module production under thesaiagptions (Fthenakis, 2009).
There is no need to examine potential bottleneskgdllium as indium is considered

the limiting factor for large scale deployment dGS.
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4 Results

In the subsequent section the results based onotitned methodology are
presented. Starting with the outcomes for the E®iénarios, this part also includes
the results for annual production limits for thiimf technologies as well as the

achievable cumulative installed capacity basedesemves data.

4.1 Material demand for growth rate scenarios

The material demand for two scenarios publishedhieyEPIA in cooperation with
Greenpeace has been determined. The acceleratedriscoresees lower growth
rates in the near future than the other predictibms characteristic is reversed
towards the end of the period 2011-2030 when tlogvigr rates of the accelerated
scenario eventually overtake those of the paradilift prediction. In the year 2030,
the accelerated scenario results in cumulative agpaf 1673 GW which
significantly lags behind the 4102 GWxpected under the paradigm shift scenario.
Compared to other prospects of future market dewedop, these figures are
significantly higher. The most progressive scendageloped by the IEA, expects a
market size of 870 GW by 2030, which representghbuone fifth of what is
foreseen under the paradigm shift scenario thaseésl in this study (Jager-Waldau,
2011a). Since the aim of the study is to investigahether the PV industry could
potentially be restrained by a lack of minor metailability, it only makes sense to
focus on scenarios which are at the higher endeobtoad range of predictions.

In order to be able to assess the impact of fuRVedeployment levels on the
availability of the considered metals, the cumukatmaterial demand is checked
against known reserves and the maximum annual @mlaemand is related to
current annual production.

Based on the assumptions outlined in the methogadegtion, the following tables
depict the cumulative demand and the maximum anmadkrial demand of the
metals gallium, indium, silver and tellurium forethaccelerated scenario. The

numbers are rounded to three significant digits.
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Table 5: Cumulative material demand [t] for accelerated scenario by 2030

Conservative Neutral Progressive Reserves [i]
Ag 58900 54100 49200 530000
Ga 2050 1490 1150 NA
In 7890 5740 4410 50000
Te 24500 18400 13700 24000

Table 6: Maximum annual material demand [t/yr] for the accelerated scenario
in the period 2011-2030

Conservative Neutral Progressive  Annual Produdtigm]
Ag 4770 4490 3630 23800
Ga 180 140 110 216
In 680 530 430 640
Te 1940 1320 1040 480

The figures given in table 5 represent the futuratemal requirement for the
fulfilment of the accelerated scenario. Thus, thetanal demand for the base year
2011 has not been included in the calculation. Timeans that the metal
consumption of the PV industry for the deploymehtle current 67 GW is not
considered.

Clearly, the future deployment of modules will requa significant part of reserves
being used by the PV industry. In the case of silf@ example, roughly 10% of
reserves are consumed by the fabrication of c-Siubsd However, reserves
estimations have been gradually increased in tisé years and this trend is very
likely to be sustained in the future. Today abdkit af the annual silver production is
used in PV (Resnick, 2011). It can be seen frontetébthat this percentage will
increase under these assumptions. In the neugabso approximately 19% of the
annual silver production would be required to fulfie accelerated scenario. Such a
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high demand in silver might have adverse effectshencompetitiveness of solar
modules as prices will follow demand and increasewell. This aspect will be
looked into more deeply in a later chapter. For tieer technologies resource
constraints are much more severe compared to tlee &xample. Especially, CdTe
will require a major portion of known tellurium e¥ses, even under the progressive
scenario. Additionally, maximum annual material deioh exceeds current
production rates in all scenarios. In order tos$atsuch a growth scenario, annual
metal production needs to be significantly expandéds does not only apply for
tellurium but also for the metals indium and galliasisuch material demands would
inevitably lead to significant price implications.

The material constraints become clearly evideneanaterial requirements for the
paradigm shift scenario are calculated. The sumnodryesults is given in the

following two tables.

Table 7: Cumulative material demand [t] for paradigm shift scenario by 2030

Conservative Neutral Progressive Reserves [i]
Ag 153000 141000 129000 530000
Ga 5110 3730 2880 NA
In 19700 14300 11100 50000
Te 62600 47300 35600 24000

Table 8: Maximum annual material demand [t/yr] for the paradigm shift scenario
in the period 2011-2030

Conservative Neutral Progressive  Annual Produdtigm|
Ag 21200 20000 18700 23800
Ga 668 519 419 216
In 2570 2000 1610 640
Te 6790 5460 4380 480

33



Results

Even though the paradigm shift scenario represemesry ambitious expectation of
the future development of the PV market, only thaterial demand for CdTe
exceeds known reserves. Under this scenario maredlguarter of silver reserves is
consumed by silicon solar modules. The limitatiéois CdTe become even more
pronounced when the maximum annual material derfamthe period 2011-2030 is
compared with current annual production. The ladesurpassed by a factor of 9-14
depending on the scenario. Due to the specifigdesi the paradigm shift scenario,
maximum demand values peak around the year 2028ubecthe growth rate is
assumed to be 42% until then. As the growth ragesedse significantly after 2020,
so do the annual material requirements. In the aafsdellurium under the
conservative scenario, for example, only two anmoalerial demands exceed 4500
t/yr. This characteristic is shared across all eat@d technologies and can mainly be
attributed to the design of the scenario.

Unlike under the accelerated scenario, productaesrfor all metals would need to
increase significantly under the paradigm shiftnse®. The silver requirements
could theoretically be met but only if almost 10@%osilver produced would be
available for the PV industry. In addition, the aahproduction of both metals,
which are used in the alloys of CIGS modules, waddd to be ramped up if this
scenario was to be met.

The ratio of maximum annual material demand to enirannual production is a
good indicator for the material limitations creatgdsuch deployment levels of solar
power. The following table depicts this ratio foetparadigm shift scenario.

Table 9: Ratio maximum annual material demand/annual production
for paradigm shift scenario

Annual material demand/Annual production

Conservative Neutral Progressive  Annual produdtityn]
Ag 0.89 0.84 0.79 23800
Ga 3.09 2.40 1.94 216
In 4.01 3.13 2.52 640
Te 14.1 114 9.13 480
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In summary, tellurium has been identified to be itnaor metal which imposes the
most severe resource constraints upon solar teagmaleployment. Thus, cadmium
telluride faces the biggest challenge among atheftechnologies examined in this
study. The considered growth scenarios, which Haaen developed by EPIA in
cooperation with Greenpeace, also affect the neetallability for CIGS and the

traditional silicon technology. However, these effeare far less pronounced in

comparison to the tellurium containing thin film impt.

4.1.1 Sensitivity Analysis

After evaluating the proposed growth scenarios wmlge assumptions described in
the methodology section, it is clear that restdateaterial availability poses a threat
to the large-scale deployment of solar moduleghis section ways to address this
problem are explored by identifying and charactegithe parameters, which affect
the cumulative material demand the most. Moreovarying the parameters also
allows gaining insights about the sensitivity ofe ttmodel towards the initial
assumptions. The sensitivity analysis is carried fou CdTe only as the other
technologies are expected to yield the similar ltesiowever, the accelerated and
the paradigm shift scenario are treated separdedtpuse they are likely to react
differently due to design differences. The init\lues for the variables layer
thickness, module efficiency and material utilisatrate are varied by 15% in order
to be able to assess the impact on the resultufmutative material demand. As one
variable is varied the others remain unchangedaddition, the expected market
share of CdTe by the year 2030 is changed by 1%86e3he market shares for the
base year 2011 are given, the influence of matkateson the final result can only be
determined by varying the values for the year 2080the three scenarios already
represent variations of layer thickness, efficieaog material utilization rate in the
year 2030, the sensitivity of the model can beetebly changing the initial values.
The layer thickness turns out to be parameter wthiehmodel reacts most sensitive
to. The change of the initial values results urslgth growth scenarios in a twofold

response of the model towards variations in lag@khess as compared to material
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utilization rate. If the layer thickness is redudad 15%, the cumulative tellurium
demand decreases by roughly 8%. An increase inri@latéilization rate by 15% on
the other hand only yields a 4% decrease in metalashd. The mentioned numbers
apply for the accelerated scenario under the nesgtang.

The model is far more sensitive towards variationgsarket share of CdTe. If the
market share in the year 2030 is reduced by 15&omihdel responds with an almost
12% decrease of cumulative metal demand. Consdgudimts parameter has the
greatest impact on the final result. Should the €ddustry continue to grow at a
high pace and account for a higher market shane #ssumed in this study, the
material constraints will be even more serious. Tolowing table provides a
comprehensive overview of the results of the semityitanalysis based on the neutral

scenario.

Table 10: Sensitivity Analysisof input parameters

Advanced scenario Paradigm shift scenario
Cum. material Model response Cum. material Model
demand [t] [%0] demand [t] response [%]
Layer thickness:
16900 -7.9 43400 -8.2
2.55um
Efficiency: 13.8% 17400 -5.1 44800 -5.3
Material utilization
17600 4.1 45300 -4.2
rate: 46%
Market share CdTe
16200 -12 41900 -11

2030: 14.1%
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4.2 Annual production limits

The annual production limits for the thin film techogies CdTe and CIGS have
been calculated. This section presents the resnttscompares them to values found
in literature.

Unlike in some published studies on this topic, dpproach applied in this work
considers the fact that the annual metal produetidronly partly be available to the
PV industry. Thus, published annual production témrary over a wide range of
values. As already mentioned in the methodologyi@®c600 tons of tellurium and
200 tons of indium are expected to be availabl@@30. These figures are based on
estimates published by Fthenakis (Fthenakis, 2009).

In a first step the metal requirement for one GWhaf respective solar technology
under the conservative, neutral and progressiveasice was calculated. For this
purpose the values of the relevant parameters finenyear 2020 have been used. An

overview of the input data is provided by the taidéow.

Table 11: Input for Annual Production Limit Calculation

Conservative Neutral Progressive

CdTe:

Layer thickness [um] 2.53 2.29 2.05
Module efficiency [%] 13 13.4 13.9

Mat utilization rate [%] 54.2 58.9 63.7
CIGS:

Layer thickness [um] 1.76 1.64 1.53
Module efficiency [%] 13.4 14.8 15.8

Mat utilization rate [%] 54.2 58.9 63.7
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Based on this input, annual production limits, viahace the depicted in the following

table, have been evaluated.

Table 12: Metal Requirementsand production limitsfor CdTeand CIGS

CdTe (Te) CIGS (In)
Metal requirement 2011 [t/GW] 194 59
Metal requirement 2020 conservative scenario [/fGW] 112 34.5
Metal requirement 2020 neutral scenario [t/GW] 89.7 26.8
Metal requirement 2020 progressive scenario [t/GW] 71.9 21.6
Metal available 2020 [t] 600 200
Annual PV production limit [GW/yr] 5.4-8.3 5.8-9.2

The annual production limits for CdTe and CIGS ewesiderably lower under the
assumptions made in this study than in most puimics dealing with the same
topic. The reasons for this are twofold. First bf these studies have assumed that
100% of the metal production is available to theiRdustry (Andersson et al., 1998;
Andersson, 2000; Wadia et al., 2009). The studidgsch did not assign the entire
metal production to the PV industry, have estimateat the metals indium and
tellurium will predominantly be used for module fedation. Fthenakis, for example,
assumed that almost 80% of tellurium and more 82 of indium will be used in
the PV industry by the year 2020 (Fthenakis, 206®). now, these assumptions
seem rather unrealistic especially consideringettiect on module price. Secondly,
these studies have also been designed around véngisijt assumptions about
technological progress in the field. Andersson eatdd growth restrictions based on
a 100% material utilization rate and 1 pum layeckhess for CdTe by the year 2020.
CIGS was predicted to reach a layer thickness ®fudn by that time. Due to such
assumptions, annual production limits in the ranfiel4 - 38 GW/yr have been
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calculated for CdTe (Andersson, 2000; Fthenakis92@Gshner & Arya, 2004).
CIGS was evaluated to be restricted at an annodugtion of 13 - 676 GW/yr.

Table 12 shows that neither technology has thengiateto satisfy the material
demands of the growth scenarios discussed in thik.wAccording to the model
developed for the calculation of the cumulativeenat demand, 70 GW of both thin
film technologies would be needed to achieve tleelacated scenario. The paradigm
shift scenario demands a contribution of 206 GW fl@dTe and CIGS. Since these
numbers exceed the calculated production limita gctor of 10 even in the case of
the accelerated scenario, the following part of shely is dedicated to exploring
ways to reduce the impact of this material restnictThe range of annual production
limits for CdTe and CIGS are depicted in the folilogv figure and related to the
required deployment under the accelerated scenario.

100
80
c
o
= 60 .
S C—Annual Production Range
°
° [t]
o —— Deployment required for
g 40 Accelerated Scenario [t]
=
<
20
— —
0
CdTe CIGS

Figure 2: Range of Annual Production for CdTe and CIGSin relation to deployment required
for Accelerated Scenario

To this end, the variables layer thickness, moeitfieiency, material utilization rate
are varied until an annual production limit of 78V3s achieved. At the beginning,
only one parameter will be adapted without changiregothers. The neutral scenario
will be taken as the starting point. The values tfeg parameters are presented in
table 11. Then, a solution involving a change bthake parameters will be explored.
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In order to reach a capacity of 70 GW, the examiwethables need to be changed
drastically. The layer thickness would have to dase to below 0.25 pum for CdTe.
The benchmark of 70 GW cannot be reached by adaptwdule efficiency only.
Even CdTe modules with an efficiency of 20% coutdygrovide 10 GW per year.
The similar argument applies for the variationtwd thaterial utilization rate. Even if
this parameter was changed to 100%, CdTe wouldgequst below 12 GW.

Thus, a solution involving adaption of all threegraeters is required in order to stay
within limits which are realistic from the technologl point of view. Clearly,
processes will still have process losses in 2020aalayer thickness of 0.25 pm is
equally unimaginable by that time. Although onlyT@dhas been considered in this
analysis the same argument applies to CIGS. Thieo§@® GW capacity increase in
2020, will only be feasible if all three parametars adjusted.

With an assumed layer thickness of 0.75 um, a neoéfficiency of 18% and a
material utilization rate of 95%, the tellurium rmaal demand amounts to about 13
tons per GW installed capacity. Hence, 44 GW cqaltbntially be installed if these
parameters were achieved. However, this scenaltitalis short of supplying the 70
GW required for the fulfilment of the accelerategsario.

For CIGS the metal requirements impose similaricgins on annual deployment
like in the CdTe case. If the layer thickness wasrédased to 0.75 um and the
module efficiency and the material utilization ratas increased to 20% and 95%
respectively, the capacity potential would reachG34.

Thus, the required 70 GW can be deployed neithéedle nor by CIGS under these
conditions. The values which have been taken ferctiiculation of the scenarios in
the last two paragraphs are very optimistic amsl liighly unlikely that such progress
can be achieved until 2020. Therefore, the onlytsm to the material restriction
seems to be an expansion of annual metal refinm@ddition, greater capacities
could be deployed if the PV industry had a greptetion of these metals available.
If the amount of tellurium would increase from 6@01000 tons for example, the
benchmark of 70 GW was reached by 2020. Consequéh# contribution of thin
film technologies to ambitious growth scenarioshsas the ones applied in this
study very much depends on the amount of metalabtaifor the PV industry.

In conclusion, the evaluation of annual productiomts of the thin film technologies

CdTe and CIGS has shown that less than 10 GW @ercgn be deployed based on
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the assumption that 600 tons of tellurium and 206 tof indium are available to the
PV industry by the year 2020. Since the model meguileployment of 70 GW from

both technologies under the accelerated growth sicerlae actual production limits

turn out to be only one tenth of the requiremenerEif both thin film technologies

experience dramatic technological progress unfl02@he benchmark of 70 GW will

not be met. However, the material constraints carafg@opriately addressed by
increasing the amount of material available for BAéindustry, either by expanding
annual refining or increasing the portion of totaktal available for module

fabrication.

4.3 Maximum cumulativeinstalled capacity

In this section the maximum cumulative installegpa@ty, which can be achieved
under the assumptions included in the conservatieytral and progressive
scenarios, is examined for the thin film technoésgCdTe and CIGS. To this end, it
iIs assumed that the known reserves are only panbilable for PV module
fabrication as it is highly unrealistic that the Mdustry can dispose of the entire
metal reserves. Since no information on such datpublished or known to the
author, 50% of tellurium reserves and 25% of inditeserves are assigned to be
available for CdTe and CIGS production. In ordefatttor in the time dependency of
the variables layer thickness, module efficiency anmaterial utilization rate, the
model used for the calculation of the material detndor growth scenario (see
chapter 4.1) is applied. A complete collection obdel data is printed in the
appendix.

The accelerated and the paradigm shift scenarioespected to deliver different
results regarding maximum cumulative installed cégaSince the growth rates are
significantly different in both cases but the paedens values are the same for both
models in the same year, the reason for this éiffee becomes clear. In essence, the
paradigm shift scenario is expected to deliver lomaximum cumulative capacity
because it features high growth rates until 2020mthe progress in technology is
still moderate. The accelerated scenario, on therdtand, has lower growth rates in
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the same period. Hence, more capacity is producddruhe accelerated scenario at
a later stage when technological development iradvanced.

Under the outlined assumptions, CIGS turns out doldss restricted in terms of
maximum cumulative installed capacity than CdTe. tAe cumulative material
demand of indium under the accelerated scenaris doé reach the 12500 tons,
which are available for CIGS fabrication, the maximcumulative capacity cannot
be determined on the basis of the market size as$wy this scenario. Since the
model predicts a CIGS capacity of 278 GW in 203& &chievable maximum
capacity is higher than this. If the metal resosiyeghich remain after the production
of 278 GW of modules, were used for module fabiecatunder the conditions
described by the conservative, neutral and proyessenario in the year 2030, an
additional 225 GW, 550 GW and 1020 GW could be alggad. The actual values of
layer thickness, module efficiency and materidiadtion rate in 2030 are presented
in table 4.

As expected, the evaluation of maximum capacityebasn the paradigm shift
scenario yields a different result. In this cas€l@S capacity of 350 GW and 540
GW can be achieved under the conservative andaleasgnario. The market size of
681 GW for CIGS in 2030 does not consume the emtdim reserves available for
module production under the progressive scenargingJthe parameter values for
the year 2030 an additional 185 GW of CIGS modutedccbe deployed.

The whole situation is quite different for CdTethat the metal availability restricts
deployment to a greater extent than in the CIG®.ddader the accelerated scenario
the maximum installed capacity amounts to 110 G¥W2, GW and 207 GW for the
conservative, neutral and progressive scenario., thasmarket size of CdTe by the
year 2030, which is required to fulfill the accelid growth scenario, cannot be
reached under these conditions. The material céstni for CdTe is even more
pronounced in the case of the paradigm shift seends a matter of fact, CdTe can
only contribute 94 GW, 107 GW and 124 GW under ¢baservative, neutral and
progressive scenario respectively. Thus, this teldgy would fall short of
deploying capacity levels, which are required tdisfa ambitious PV growth
scenarios such as the ones scrutinized in thig/stithe amount of metal available

for the PV industry remained the same in the fut8iace the reserves estimates are
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constantly revised upwards, more tellurium shoulé¥eglable for the production of
CdTe than today.

In conclusion, it has been found that CdTe is Hie film technology which is most
restricted in terms of maximum cumulative installedpacity. The progress
projections of technology represented by the acatdd and the paradigm shift
scenario yielded different results. Due to the hggbwth rates under the paradigm
shift scenario until 2020, the achievable capattitped out to be lower than under
the other setting. This is mainly due to the faetttin this case growth is assumed to
take place in a period with little to moderate temlbgical progress. The following
table summarizes the findings from the evaluatiomakimum cumulative installed
capacity of CdTe and CIGS.

Table 13: Maximum cumulative installed capacity for CdTeand CIGS

Maximum cumulative capacity [GW] CdTe CIGS

Accelerated scenario

Conservative 110 503
Neutral 142 825
Progressive 207 1230

Paradigm shift scenario

Conservative 94 347
Neutral 107 538
Progressive 124 863
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5 Conclusion and Outlook

The final chapter discusses the importance of tewyadn the examined setting.
Moreover, an outlook for future metal prices and shenmary of the results of the

study is included.

5.1 Recycling

The relevance of recycling of decommissioned soladules for the recovery of
primary materials is negligible for the period colesed in this study. In
publications, recycling has been put forward asp@tion to reduce material demand,
thus increasing material availability for the P\¢tee. However, this aspect will not
come into play until 2030 as life time expectancyolar modules of 25 to 30 years
represents current state of the art. Since 67 G¥blair modules have been reported
to be installed world-wide in 2011, this capaciyso small in comparison to the
expected market size in 2030 that recycling of mlddules will hardly make any
difference. Compared to the 2030 market sizes 60 1GW and 4100 GW according
to the accelerated and the paradigm shift scetlagionaterial amounts contained in
the current cumulative installed capacity is negligi The European association for
the recovery of photovoltaic modules, which was fitechin July 2007, published in
an annual report that the expected waste stream dtd modules in 2030 will be 20
times larger than the one in 2010 (PV-Cycle, 20Th)s shows that PV recycling is
expected to provide significant amounts of matanathe future. However, for the
scope of this study, recycling does not play a magte.

Nonetheless, recycling of old PV modules is abstutdvisable because they
contain many hazardous substances such as cadmeaan,selenium and tellurium
(McDonald & Pearce, 2010). Many PV manufacturingnpanies have therefore
started to set up recycling initiatives such asdheve cited PV CYCLE. Modern

recycling techniques allow for high rates of reagvbeyond 90% (Fthenakis &
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Wang, 2006). Small scale operations are proverchoeae complete separation of
cadmium and tellurium at the cost of 2 cents pgr Recycling processes on the
industrial scale achieve recovery rates of roughbfo (Fthenakis, 2009). PV-
CYCLE reports that 90% of the glass and 95% of $keeniconductor material
contained in CdTe modules can be recycled.

The recycling process developed by First Solar, l#aeling CdTe manufacturing
company, represents the state of the art in soladuie recycling. The method
involves six process steps (Berger et al., 2010}h& beginning, the glass, on which
the semiconductor film is deposited, is broken isitaall pieces by a shredder and a
mill. Then, the photosensitive material is leacliedn the glass using aggressive
solvents such as sulphuric acids. In the next gtep,glass is separated from the
liquid solution containing the dissolved metalstekithat, the glass is separated from
the ethylene vinyl acetate and any semiconductaemaais removed from the glass
surface. In the last step the dissolved metalpegepitated using sodium hydroxide
and subsequently concentrated to yield a filter cakieh can be used to produce
new solar modules.

In conclusion, recycling has not been consideratiisistudy mainly due to the time
lag between the deployment and the decommissioningolar modules. Since
current installed capacity accounts only for a miportion of expected deployment
levels in 2030, recycling will not provide a soturtito the metal availability issue in
the period 2011 to 2030.

5.2 Metal price considerations

The evaluated growth scenarios for the PV markee havealed the limited metal

availability which might restrict future large-sealeployment ambitions. In fact, the
material requirements for the fulfilment of suchesarios even exceed today’s
known reserves and annual production for some mdtiwever, one has to bear in
mind that the metals used in solar modules arewssd in other industries, in most
cases to a much larger extent. For example, phdtweomodule manufacturing

currently accounts for only 2% of total indium derdavhile more than 50% is used
to produce indium tin oxide, a material used in L&&deens (Candelise et al., 2011).

But potential material limitations have not onlyebeidentified in the thin-film PV
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industry but also in the traditional silicon sectdihe material requirements for
silver, a material used for contacts in c-Si mogdw®uld constitute a major part of
silver reserves and annual production under thesiiyated scenarios.

Certainly, such a demand in metals would inevitdbhd to price fluctuations and
eventual price increases. Since higher metal prigesld automatically render
photovoltaic electricity more expensive, this depshent would also affect the
competitiveness of this renewable energy optionis Téffect has already been
observed in the c-Si market. While in 2009 appratety 900 tons of silver went
into module fabrication, this amount more than dedbin the year thereafter in
which 1984 tons of silver were used in the c-Si stdu (Resnick, 2011). This
accounts for 8.6% of mined silver production. InL20the price skyrocketed to
unprecedented levels. Although this surge cannotebgrely attributed to the
increase in demand of the PV industry, it certapllgyed an important role. As a
result of the significant price increase, the poéesolar modules went up by almost
5% (Resnick, 2011). Even though the price surgesibfer seems potentially
unsustainable, economists still expect the pricsilgér to remain at a high level in
the near future (Michelson, 2011). It is well imaajple that such price scenarios like
the one just described above are also affectingr &N technologies.

Since the module and the material contained itilitexccount for a major share of
the total module price, price fluctuations of theswterials also affect the
competitiveness of the respective technology. b, fenis is what currently can be
observed on the PV market. Due to the oversupplydafsilicon, which is a
consequence of a temporary supply bottleneck, itle®rs technology managed to
decrease module prices by over 50 percent in treg 2811 (Stuart, 2012b).
Consequently, module prices dropped to an averb§@.87 per watt in 2012, which
basically eroded the cost advantage of the thin-fildustry. It turned out that CdTe
manufacturing companies are hit most seriously wiiest Solar, the leading CdTe
company, decided to close down its production itgcih Frankfurt (Oder) in April,
laying off 2000 employees (Stuart, 2012a).

Unlike in the silver case, future demand prospdotstellurium are less clear.
Compared to indium, a larger fraction of 11% of Mhaide consumption is used in
PV module fabrication (Candelise et al., 2011). M/lhe PV industry needs to

compete with other sector for indium, the demantkilurium of non- PV industries
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is decreasing. After the significant price increas@005, the metallurgical industry
started to substitute tellurium by other metalsughthe demand in many non-PV
applications is decreasing.

The evaluation of the growth scenarios in this gtoigs shown that the limited metal
availability of tellurium would impose the most s constraints on PV
deployment. Due to the fact that demand for telluris decreasing in its traditional
applications, investment in tellurium productiongimi seem a risky business,
especially because of the limited share of glolmaisamption by the PV industry.
Despite of the decreasing use in traditional apgbos, tellurium is still considered
being one of the most critical metals in terms wilbility. Thus, some studies
dealing with material availability considerationsvedocused on tellurium and the
impact a price increase would have on the pricEadfe modules (Candelise et al.,
2011; Woodhouse, et al., 2012). A higher telluripnce would provide an incentive
to increase recovery rates from copper mining. Harethe production of tellurium
cannot be easily ramped up because it is consigetsdproduct of the refining of
more precious metals such as copper or gold. Iy faturium generates a mere
0.2% of the overall revenues gained from electiolgbpper refinery (Woodhouse,
et al., 2012). In essence, the availability ofullm for the PV industry will mainly
depend on the expansion of copper mining rathem thaincreased demand from
module manufacturers.

The above cited study examines the impact a highkerrium price might have on
the CdTe industry. The authors conclude that aepncrease of up to an order of
magnitude above 2011 prices could be absorbed byeCdanufacturers
(Woodhouse, et al., 2012) under certain circums®nin other words, the CdTe
industry would retain its cost advantage over catigeal silicon module
manufacturing. In order to absorb this dramaticerncrease, substantial progress in
CdTe technology needs to be achieved. Not onlynthdule efficiency would need
to increase to 18% but the layer thickness woukb aleed to drop to 1 pum.
However, recent events have shown that this pritarstage of thin-film modules
has been eroded as the silicon manufacturers havaged to significantly reduce
the price of their modules.

The other scarce metal used in thin-film moduleitation, indium, faces a rather

clear future demand trend. While PV usage of indiaocounts only for a tiny
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fraction of overall consumption, the major parused for the production of LCDs
and other electrical appliances. The demand fosethedustries is projected to
continue growing in the future. Thus, the demandifalium is most likely also
going to increase. As such, the investment pers@sctor indium suppliers seem
more promising than for their tellurium-producinguaterparts. The expected surge
in demand for indium might trigger price responsesparticular when supply falls
short of satisfying demand. Such an upward pressug@ice may also render higher
recovery rates from refining of base metals econahy viable. In fact, the strong
demand for indium tin oxides has recently suppottedindium supply (Candelise et
al., 2011). As a result, indium production and mefy capacity has been steadily
increasing.

In conclusion, the PV industry still only accouri¢s a minor fraction of the total
consumption of the metals indium, silver and telior as it has to compete with
other industries over material resources. Whiletthditional use of tellurium as a
steel alloy additive is declining, the industriesmpeting with the PV sector over
indium are steadily expanding. In particular, the us electrical appliances, which
consumes the major part of today’s overall indiupmscmption, is expected to
become an even greater factor in terms of indiumatel. The demand in silver will
most likely remain at a high level due to applicas in electronic equipment and the
projected growth in fabrication of silicon solalls§EU-Commission, 2010). Based
on these demand prospects the following price ptiojes are possible. The indium
market might face an upward pressure on pricejcpdatly if supply is unable to
meet demand. For tellurium the situation is lessarctut because the traditional
metallurgical usage is declining and the develognoérdemand from the PV thin-
film is unclear. For both metals, the decision xpand production capacities will
certainly not be taken based solely on the demétiiedPV industry. As many other
industries promise higher value added per unit afemial, PV manufacturers will
need to compete for these metals. Moreover, exparwiproduction capacities will
largely depend on the market price of the respeatietal as they are produced as
by-products of base metal refining. According tgerts the price of silver will
probably remain at a high level even though theepsurge of 2011 might appear

unsustainable.
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5.3 Summary

In the first part of the study the status quo & #\V industry and technological
progress in the field has been presented. A myfadasons suggest that this sector
of renewable energy has an optimistic future ahddadstly, cell and module
efficiencies have been greatly improved recentlginTfilm technologies such as
cadmium telluride and copper-indium-gallium selenidlave emerged and have
proven that they can compete against the establisiieon technology. Secondly,
recently published studies have shown that gridtypas already reached under
favourable conditions and that more grid parityrégeare expected to occur across
Europe in the following years. Thirdly, the PV irstity has managed to decrease
module prices significantly by profiting from econms-of-scale advantages. As of
2011, 67 GW of PV capacity has been installed atdba world.

Under such conditions the PV industry is expectedéxpand at a quick pace. This
study examined the impact of projected large-sa@ployment of PV on the
availability of metals used in the fabrication pees of solar modules. Literature has
identified the metals gallium, indium, tellurium dasilver being the materials of
concerns for the PV industry as their limited aadaility might restrict PV
deployment beyond a certain level. Thus, the matezquirements for the fulfilment
of EPIA growth scenarios for the solar technologiegstalline silicon, cadmium
telluride and copper-indium-gallium selenide haverbexamined in this study. For
this purpose a model needed to be developed whilastinto account the market
shares, the module efficiency, the material utiicmarate and the layer thickness of
the different technologies. All of these parametemsre assumed to be time-
dependent, i.e. they are expected to change watintdogical progress.

With the use of this model potential material riestsns have been evaluated by
calculating the material requirements for the EBt&narios, the annual production
limits and the maximum cumulative installed capacit

Tellurium turned out to be the metal which impodesmost severe limitations upon
large-scale PV deployment. In order to satisfy thaterial requirements for the
paradigm shift scenario of the EPIA, the amountetiurium needed exceeds the

known reserves by a factor of 2. Considering thet that tellurium is only partly
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available for the PV industry as it is also usedother applications, cadmium
telluride is the solar technology which is mosttiieted in terms of material
availability. However, ambitious growth scenariagls as the ones investigated in
this study, also require a significant part of thetals which are used in the other
technologies.

The analysis of annual production limits of thenthim technologies established that
neither technology would be capable of contribusignificantly to the EPIA growth
scenarios under the assumptions that have beenporeted into the model. The
annual production limits for both thin-film techiogies were calculated to be below
10 GW in the year 2020. Unlike in most other stadiealing with this topic, the fact
that the metals are only partly available for medmanufacturing has been taken
into account. In order for the PV industry to beeatd deploy thin-film technology
on a large scale, several criteria need to be Met.only the performance of the
modules needs to be enhanced but also the mategisirements per unit need to be
lowered significantly. Moreover, it is crucial thidte amount of metal available for
module fabrication is increased, either by expandiefyning capacities or by
directing more resources to the PV sector.

Based on the assumption that 50% of tellurium keseand 25% of indium reserves
are available for solar module manufacturing, thaximum cumulative installed
capacity of CdTe and CIGS has been evaluated. @dts range from 94 GW to
207 GW for CdTe and from 347 GW to 1230 GW for Cl@$pending on different
scenarios reflecting differences in technologi@lelopment.

The attainable deployment level of PV will evenlyaepend on the technological
progress the industry manages to achieve and telagenent of recovery rates of
minor metals from base metal refining. Furthermdhey allocation of resources
among the industries, which use these minor metallsplay a key role in assuring
the availability of the scarce resources for modoanufacturing. While PV
manufacturers will need to compete against otharstiges, price fluctuations of the

metals of interest are expected.
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7 Appendix
This section contains the numbers based on whiehrgbults in chapter have been

calculated.

Table 14: Capacitiesfor the accelerated and paradigm shift scenario, M S=Smarket share

Capacity accelerated Capacity paradigm MS c-Si MS CdTe MSCIGS MS a-Si

[GW] [GW] (%] (%] (%] (%]
2011 67 67 80.0 13.0 2.0 5.0
2012 85 96 77.9 13.0 3.2 5.9
2013 107 136 75.8 13.0 4.4 6.8
2014 135 193 73.7 13.0 57 7.7
2015 170 274 71.6 13.0 6.9 8.6
2016 214 389 69.4 13.0 8.1 9.4
2017 270 553 67.3 13.0 9.3 10.3
2018 340 785 65.2 13.0 10.6 11.2
2019 428 1114 63.1 13.0 11.8 121
2020 540 1582 61.0 13.0 13.0 13.0
2021 615 1756 59.9 134 134 134
2022 701 1949 58.8 13.7 13.7 13.7
2023 799 2164 57.7 141 141 141
2024 911 2402 56.6 14.4 14.4 14.4
2025 1039 2666 55.5 14.8 14.8 14.8
2026 1143 2906 54.4 15.2 15.2 15.2
2027 1257 3168 53.3 155 155 155
2028 1383 3453 52.2 15.9 15.9 15.9
2029 1521 3763 51.1 16.2 16.2 16.2
2030 1673 4102 50.0 16.6 16.6 16.6

57



Appendix

Table 15: Layer thicknessfor CdTeand CIGS under conservative, neutral and progressive
scenarios

CdTe con CdTe neut CdTe pro CIGS con CIGS neut CIGS pro

(um] (um] (um] [um] [um] [um]
2011 3.0 3.0 3.0 2.0 2.0 2.0
2012 29 29 29 20 2.0 1.9
2013 29 2.8 2.8 1.9 1.9 1.9
2014 2.8 2.8 2.7 1.9 1.9 1.8
2015 2.8 2.7 2.6 1.9 1.8 1.8
2016 2.7 2.6 2.5 1.9 1.8 1.7
2017 2.7 2.5 2.4 1.8 1.8 1.7
2018 2.6 2.4 2.3 1.8 1.7 1.6
2019 2.6 2.4 2.2 1.8 1.7 1.6
2020 2.5 2.3 2.1 1.8 1.6 15
2021 25 2.2 1.9 1.7 1.6 15
2022 2.4 2.1 1.8 1.7 1.6 1.4
2023 2.4 2.1 1.7 1.7 15 1.4
2024 2.3 2.0 1.6 1.7 15 13
2025 2.3 1.9 15 1.6 1.4 1.3
2026 2.2 1.8 1.4 1.6 1.4 1.2
2027 2.2 1.7 13 1.6 1.4 1.2
2028 21 1.7 1.2 1.6 1.3 11
2029 2.1 1.6 11 15 1.3 11
2030 2.0 15 1.0 15 13 1.0
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Table 16: Module efficienciesfor ¢c-Si, CdTe and CIGS under conservative, neutral and
progressive scenarios

n c-Si nc-Si n c-Si nCdTe nCdTe mnCdTe nCIGS nCIGS nCIGS

con neut pro con neut pro con neut pro
(%] (%] (%] [%] [%] [%] [%] (%] (%]
2011 15.0 15.0 15.0 12.0 12.0 12.0 12.0 12.0 12.0
2012 15.3 15.4 155 121 12.2 12.2 12.2 12.3 124
2013 155 15.7 16.1 12.2 12.3 12.4 12.3 12.6 12.8
2014 15.8 16.1 16.6 12.3 125 12.6 125 12.9 13.3
2015 16.1 16.5 171 124 12.6 12.8 12.6 13.3 13.7
2016 16.3 16.8 17.6 125 12.8 131 12.8 13.6 141
2017 16.6 17.2 18.2 12.6 12.9 13.3 12.9 13.9 145
2018 16.8 17.6 18.7 12.7 131 135 13.1 14.2 14.9
2019 171 17.9 19.2 12.8 13.3 13.7 13.3 145 154
2020 17.4 18.3 19.7 12.9 134 13.9 134 14.8 15.8
2021 17.6 18.7 20.3 131 13.6 141 13.6 15.2 16.2
2022 17.9 191 20.8 13.2 13.7 14.3 13.7 155 16.6
2023 18.2 194 213 13.3 13.9 145 13.9 15.8 171
2024 18.4 19.8 21.8 134 141 14.7 141 16.1 175
2025 18.7 20.2 22.4 135 14.2 14.9 14.2 16.4 17.9
2026 18.9 20.5 22.9 13.6 14.4 15.2 14.4 16.7 18.3
2027 19.2 20.9 234 13.7 145 15.4 145 171 18.7
2028 195 213 23.9 13.8 14.7 15.6 14.7 17.4 19.2
2029 19.7 216 245 13.9 14.8 15.8 14.8 17.7 19.6
2030 20.0 22.0 25.0 14.0 15.0 16.0 15.0 18.0 20.0
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Table 17: Material utilization rate for CdTe and CIGS under conservative, neutral and
progressive scenarios

U CdTecon U CdTe neut U CdTe pro UCIGScon UCIGSnneut U CIGS pro
(6] (6] (%] (%] (%] (6]

2011 40.0 40.0 40.0 40.0 40.0 40.0
2012 41.6 421 42.6 41.6 42.1 42.6
2013 43.2 442 45.3 43.2 44.2 453
2014 44.7 46.3 47.9 44.7 46.3 47.9
2015 46.3 48.4 50.5 46.3 48.4 50.5
2016 47.9 50.5 53.2 47.9 50.5 53.2
2017 49.5 52.6 55.8 49.5 52.6 55.8
2018 511 54.7 58.4 511 54.7 584
2019 52.6 56.8 61.1 52.6 56.8 61.1
2020 54.2 58.9 63.7 54.2 58.9 63.7
2021 55.8 61.1 66.3 55.8 61.1 66.3
2022 57.4 63.2 68.9 57.4 63.2 68.9
2023 58.9 65.3 71.6 58.9 65.3 71.6
2024 60.5 67.4 74.2 60.5 67.4 74.2
2025 62.1 69.5 76.8 62.1 69.5 76.8
2026 63.7 71.6 79.5 63.7 71.6 79.5
2027 65.3 73.7 82.1 65.3 73.7 82.1
2028 66.8 75.8 84.7 66.8 75.8 84.7
2029 68.4 77.9 87.4 68.4 77.9 87.4
2030 70.0 80.0 90.0 70.0 80.0 90.0
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Table 18: Silver demand per GW under conservative, neutral and progressive scenarios

Aguse perGWcon[t] Aguseper GWneut[t] Agper GW pro [t]

2011 100.0 100.0 100.0
2012 97.9 97.4 96.8
2013 95.8 94.7 93.7
2014 93.7 92.1 90.5
2015 91.6 89.5 87.4
2016 89.5 86.8 84.2
2017 87.4 84.2 81l.1
2018 85.3 81.6 77.9
2019 83.2 78.9 74.7
2020 81.1 76.3 71.6
2021 78.9 73.7 68.4
2022 76.8 71.1 65.3
2023 4.7 68.4 62.1
2024 72.6 65.8 58.9
2025 70.5 63.2 55.8
2026 68.4 60.5 52.6
2027 66.3 57.9 49.5
2028 64.2 55.3 46.3
2029 62.1 52.6 43.2
2030 60.0 50.0 40.0

Table 19: Material intensity of c-Si, CdTeand CIGS; material utilization rate unconsidered

Ag use per GW Te use per GW In use per GW GA use per GW
c-Si [t] CdTe [1] CIGS [1] CIGS [1]
2011 100 77.5 23.8 6.2
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Table 20: Material requirementsfor CdTeand CIGS under accelerated scenario

Teusecon[t] Teuseneut[t] Teusepro[t] $ewgon[t] Inuseneut[t] Inuseprolt]

2011 1698 1698 1698 80 80 80

2012 414 403 393 77 75 73

2013 489 465 442 105 99 94

2014 578 536 498 141 129 119
2015 685 620 562 187 166 150
2016 812 718 635 246 212 187
2017 963 832 718 320 268 231
2018 1144 964 813 414 338 285
2019 1359 1119 920 532 423 349
2020 1615 1299 1041 680 528 426
2021 1267 995 7 393 297 235
2022 1395 1069 812 434 320 248
2023 1535 1147 847 479 345 261
2024 1689 1230 881 529 372 275
2025 1858 1319 913 584 401 290
2026 1544 1067 713 487 326 231
2027 1637 1099 706 519 339 234
2028 1734 1131 696 552 352 238
2029 1836 1162 681 588 366 241
2030 1944 1191 661 625 380 243
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Table 21: Material requirementsfor c-Si and CIGS under accelerated scenario

Ag use con Ag use neut  Ag use pro Gausecon Gauseneut Ga use pro

[ [ [ [ [ [

2011 5392 5392 5392 21 21 21
2012 1197 1190 1184 20 19 19
2013 1431 1415 1400 27 26 24
2014 1708 1680 1651 37 34 31
2015 2036 1990 1943 49 43 39
2016 2424 2352 2281 64 55 49
2017 2879 2775 2671 83 70 60
2018 3414 3267 3119 108 88 74
2019 4040 3836 3631 138 110 91
2020 4772 4493 4214 177 137 111
2021 3103 2896 2690 102 77 61
2022 3371 3117 2863 113 83 64
2023 3657 3348 3039 125 90 68
2024 3962 3588 3215 137 97 72
2025 4286 3839 3391 152 104 75
2026 3085 2729 2373 127 85 60
2027 3205 2798 2391 135 88 61
2028 3325 2862 2398 143 92 62
2029 3443 2918 2393 153 95 63
2030 3559 2966 2373 163 99 63
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Table 22: Material requirementsfor CdTe and CIGS under paradigm shift scenario

Teusecon[tf] Teuseneut[t] Teuseproft] $ewgon [t Inuse neut [t]  In use pro[t]

2011 1698 1698 1698 80 80 80
2012 668 651 634 97 94 91
2013 890 846 804 154 145 137
2014 1187 1100 1021 240 219 202
2015 1584 1434 1298 367 325 293
2016 2116 1870 1654 551 475 419
2017 2830 2442 2109 820 687 593
2018 3786 3191 2690 1209 987 832
2019 5068 4173 3431 1768 1407 1161
2020 6789 5459 4375 2571 1995 1610
2021 3049 2393 1868 946 716 565
2022 3264 2501 1900 1015 749 580
2023 3495 2611 1927 1090 785 594
2024 3741 2725 1950 1171 823 610
2025 4004 2841 1967 1258 863 625
2026 3644 2517 1681 1149 770 545
2027 3825 2569 1651 1212 792 548
2028 4013 2618 1611 1278 815 550
2029 4210 2663 1562 1347 839 552
2030 4415 2704 1502 1420 863 552
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Table 23: Material requirementsfor c-Si and CIGS under paradigm shift scenario

Appendix

Ag use con Ag use neut Ag use pro Ga use con Ga use neut Ga use pro
(t] [t] [t] (t] [t] (]

2011 5392 5392 5392 21 21 21
2012 2019 2008 1997 25 24 24
2013 2724 2694 2664 40 38 36
2014 3671 3609 3547 62 57 53
2015 4938 4825 4711 95 84 76
2016 6634 6439 6244 143 123 109
2017 8897 8575 8254 213 179 154
2018 11912 11397 10882 314 257 216
2019 15918 15112 14306 460 366 302
2020 21231 19990 18749 668 519 419
2021 6856 6399 5942 246 186 147
2022 7244 6698 6153 264 195 151
2023 7644 6998 6352 283 204 155
2024 8056 7297 6538 304 214 158
2025 8478 7592 6707 327 224 163
2026 6924 6125 5327 299 200 142
2027 7125 6220 5315 315 206 142
2028 7318 6298 5279 332 212 143
2029 7503 6358 5214 350 218 143
2030 7677 6398 5118 369 224 144
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