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Kurzfassung

Die vorliegende Arbeit befasst sich mit dynamischen Beobachtungen des urbanen
Mikroklimas an den verschiedenen, morphologisch-unterschiedlichen Orten im
Stadtgebiet Wien. Das Hauptziel dieser Studie besteht darin, ein besseres
Verstandnis fir den Einfluss von stadtebaulichen Parameter auf das Mikroklima zu
entwickeln. Hierfiir wurden Wetterdaten mit Hilfe einer mobilen Wetterstation an
verschiedenen Orten in der Stadt gesammelt. Die gesammelten Daten wurden mit
den allgemeinen Wetterbedingungen, die gleichzeitig Uber eine stationare
Wetterstation beobachtet wurden, verglichen. Die Ergebnisse zeigen, dass es grolRe
Unterschiede im Mikroklima an den verschiedenen Standorten gibt. Eine genaue
Analyse der Daten lasst Tendenzen erkennen, die es ermdglichen, Charakteristika
und ihren Einfluss auf das Mikroklima zu identifizieren. Besonders hohe
Lufttemperaturen wurde an offenen Platzen und Wiesen gemessen, wohingegen in
verschatteten Innenhofen und StraBenziigen niedrigere Temperaturen beobachtet
wurden.

Zusatzlich zu den Messungen wurden mit Hilfe des Programms ENVI-met
Simulationen von Teilbereichen der Stadt vorgenommen. Zur Kalibrierung des
Models wurden die Daten mehrerer Wetterstationen verwendet.

Mit Hilfe dieser Simulationsmodelle konnten Verdnderungen der physikalischen und
geometrischen Struktur der jeweiligen Umgebung untersucht werden. Unter
anderem wurde der Einfluss von Griinddchern, ,Cool roofs”, Vegetation und
unterschiedlichen Oberflaichenmaterialien auf das umliegende Mikroklima
untersucht. Die Ergebnisse zeigen vor allem bei erhohter Vegetation auf
StraRenniveau und bei wasserdurchlassigen Bodenbeldgen eine klare Verbesserung
des Mikroklimas.

Mit dieser Forschungsarbeit soll vor allem das Verstandnis fur das Mikroklima
innerhalb des urbanen Raums verbessert werden. Vor allem in Angesicht des
Klimawandels und der voranschreitenden Urbanisierung ist ein genaueres
Verstandnis von klimatischen Prozessen innerhalb Kleinteiliger stadtischer
Strukturen wichtig. Stadtplaner, Architekten und Entscheidungstrager benotigen die
notwendigen Grundlagen, um Entscheidungen in der Planung und Strukturierung des
Urbanen Raumes treffen zu kénnen. Der Lebensraum innerhalb der Stadte gewinnt
immer mehr an Bedeutung und soll auch fir die Zukunft als lebenswerter Raum
erhalten bleiben.



Summary

The present work addresses a dynamic monitoring of micro-climatic conditions in
various — morphologically distinct — locations in the city of Vienna. The main purpose
of the study is to develop a deeper understanding of the urban design and planning
parameters that lead to variance in micro-climatic conditions in large and densely
populated cities such as Vienna. Thereby, weather information was collected with a
mobile weather station at various locations within the city. Collected data from
these — morphologically differentiated — locations were compared with the general
weather conditions simultaneously monitored by a stationary weather station. The
comparisons suggest that the microclimatic conditions at different locations vary
considerably. Moreover, these variations appear to be related to certain
characteristic features of the locations (e.g., sky view factor, vegetation, etc.).
Highest temperatures were monitored at open plazas and parks, whereas shaded
courtyards and streets displayed the lowest temperatures during the day. The
readings of the air temperature and solar irradiance showed a significant
congruence with sky view factors.

In addition to the measurements, a micro-climatic simulation model was made for a
part of the area under study. To perform the simulation, a simulation software
known as ENVI-met was utilized. Weather data collected from the existing weather
stations were used to adjust and calibrate the simulation model. In general, the
simulation results showed a relatively good agreement with the measurements.
Furthermore, effects of the variation of physical and geometrical properties of the
urban fabric (i.e. cool roofs including green and white roofs, perviousness of paving
materials and aspect ratio), which could not be evaluated by measurements, were
investigated. Based on the results, the modifications implemented within the urban
canopy have more influence on urban micro-climate than those applied above the
canopy. Also, increasing the amount of vegetation and permeable pavements can
cool the air temperature down by up to 3 K. Likewise, the simulations confirmed the
results of empirical inquiries, establishing the effect of the height of the buildings
and canyon aspect ratio on urban micro-climate.

The results of this research are intended to improve the knowledge of the urban
heat island phenomenon as well as urban micro-climate to support the development
of micro-climatic models. These models can support architects, urban planners, and
building automation experts to design and operate sustainable buildings in the
future.
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Introduction

1. Introduction

1.1. Objective

The present work is derived by the wish to develop an efficient approach to dynamic
monitoring of micro-climatic conditions in various — morphologically distinct —
locations in the city of Vienna. This study tries to achieve a deeper understanding of
those urban design and planning parameters that lead to variance in micro-climatic
conditions in large and densely populated cities such as Vienna. It addresses the
contribution of urban space design, i.e. aspect ratio, materials, wind speed, sky
condition, surface protection and further more details towards predicting the
variation of micro-climatic parameters in Vienna.

To do so, weather data, i.e. temperature, solar radiation, relative humidity, wind
speed and CO, concentration in the air were measured at defined points at the
height of pedestrians to develop a reliable database with high resolution. Using
these data, the potential for the development of high resolution micro-climate
boundary condition for the sustainable building design and operation through micro-
climate modeling has to be studied. Furthermore, the influence of the geometrical
parameters and urban material properties have to be surveyed using the collected
weather data and by the aid of the results obtained through urban micro-climate
modeling.

To realize the above mentioned goal the following features are investigated and
discoursed within the context of this study:

e The effect of the urban geometry and materials properties on creating a
different micro-climate within the urban canyon,

e The role of using vegetation and water in mitigating the thermal condition
of the urban space.

Further, the importance and the effect of the following design parameters are
evaluated:

e The street orientation, i.e. E-W, N-S, NE-SW, NW-SE,
e The height to width ratio: H/W.
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1.2. Motivation

According to the UN 2011 revision of world urbanization prospects the urban areas
accommodate more than half of the world population and by the year 2050 this
fraction will reach almost 70% of the world population (Department of Economic
and Social Affairs, Population Division 2012). The effect of increasing urbanization on
the urban micro-climate has been the subject of many research projects for quite
some time (Arnfield 2003). Micro-climatic conditions can display a considerable
variance, due to the differences in morphology and density of urban spaces as well
as the thermal and radiative properties of surfaces, and thermal properties of
materials (Oke 1982). Besides, the situation is different in rural areas than in urban
areas, due to high anthropogenic heat emissions caused by people directly and
indirectly due to air conditioning of buildings and traffic load (De la Flor and
Dominguez 200; Rajagopalan et al. 2008).

Micro-climatic conditions are being modified through two main functions: the local
weather condition and the urban fabric at the very location. In other words, in order
to be able to precisely define the required boundary conditions (micro-climatic
conditions) for the sustainable building design and operation (with respect to an
optimized energy consumption and thermal comfort) within an urban area.
Consideration of both the local weather condition and the urban fabric are of vital
importance in urban micro-climate investigation. These two factors —in an
interactive way- affect the micro-climate condition in a location within an urban
area. Therefore, planning, retrofit, and mitigation measures for buildings cannot be
based just on reliable local weather information (Maleki et al. 2012). It may be thus
concluded that the lack of reliable micro-climatic data for cities lead to inappropriate
building design and operation and thus, higher financial and ecological expenditures
for the building owners and users.

To address this important issue, the data have been collected systematically,
through this proposed research, in various locations within the city of Vienna to
model the micro-climatic conditions for the immediate surroundings of the
buildings. This information is essential to evaluate the performance issues relating to
energy use improvement and thermal comfort requirements of the buildings, which
accordingly contribute to the optimal coordination of the prevention, adaptation,
and mitigation measures pertaining to the urban heat island phenomenon. The
resulting micro-climatic models could also be integrated in planning tools such as the
building performance simulation programs typically used to support the decision
making in the design and retrofit process. These tools enable the engineering teams
to conduct virtual experiments on building designs and to evaluate and optimize
their expected performance before the actual building construction and operation,
resulting in significant improvements concerning the cost-effectiveness and
sustainability of the construction industry.
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1.3. Structure

This dissertation is structured in seven chapters including introduction.

Chapter two: the theoretical background of urban micro-climate studies, measuring
and modeling methods are being reviewed.

Chapter three: this chapter delineates the approach in two main sections, i.e.
empirical and computational inquiries. Empirical inquiries focus on the methodology
used for monitoring and describing the case study, while computational inquiries
provide the information about ENVI-met, the simulation tool used for the modeling
in the particular framework relevant to this work.

Chapter four: The results of the empirical inquiries are shown and discussed in this
chapter.

Chapter five: the results of numerical simulations are illustrated and discussed in
this chapter;

Chapter six: conclude the empirical and computational inquiries done for this study.

Chapter seven: addresses the possibilities for future research in this topic.
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2. Theoretical Background

Man-made urban environment reforms the energy balance of the Earth surface and
the composition of the atmosphere comparing with its intact natural terrains, even
though these terrains are, in turn, affected by human activities such as agriculture
and forestry. These changes result in formation of a district local climate in urban
areas, which is known as urban micro-climate (Erell et al. 2011).

To have a better understanding of the urban micro-climate, the atmosphere above
the urban area and the energy balance through it should be well comprehended.
Owing to this aim, in this chapter the atmosphere layers above the cities as well as
their characteristics will be shortly described. As well as the energy balance in the
urban area, its components and modifying factors will be described and analyzed. At
the end, the measuring and modeling methods of the urban microclimatic weather
condition will be surveyed.

2.1. Urban Micro-climate

The atmosphere of the earth is a layer of gases with an average thickness of 700 km
surrounding the earth (Bishop 1976). It can be divided into several distinguishable
layers with different characteristics concerning the temperature, composition,
density, etc.

The lowest layer of atmosphere, named Troposphere, is the layer which we live in
and is the one affected by the surfaces of the earth. Its thickness is 12 km in average,
thinner in the polar region and ticker in the tropic. Its density and temperature
decrease by increasing in the height (Geerts and Linacre 1997).

The Planetary Boundary Layer (PBL), also known as the Atmospheric Boundary Layer
(ABL), is the lowest part of the troposphere and its behavior is directly influenced by
its contact with the planetary surface (Encyclopaedia Britannica 2013). It usually
responds to the changes in the surfaces in an hour or less. In an urbanized area this
layer is also called as Urban Boundary Layer (UBL), which is further divided into a
number of sub-layers. As it is illustrated in Figure 2-1, UBL grows from the upwind
edge of the city and extends upwards to about ten times the height of the buildings
in the urban area, and spreads beyond the urban area in the downwind direction.
The upper portion of the UBL, 50 to 60% of its thickness, is known as the “Mixed
Layer”, which is influenced by the urban surface and the surrounding non-urban
terrain. Another sub-layer of the UBL, known as the surface layer, extends normally
to up to four to five times of the average building height in the urbanized area. Its
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formation is entirely affected by the geometry and the morphology of the urban
fabric, as well as by the characteristics of the buildings and the ground cover. Here,
the holistic texture of the urban surface plays a key role by making the properties of
this layer. The role of the single urban elements in this regard can normally be
considered as minor. Within this layer the vertical velocity profile of the wind takes
the shape of a logarithmic curve (Erell et al. 2011).

Also the vertical energy transfer between the urban surface and the atmosphere in
this layer due to high degree of turbulency is assumed to be constant and uniform,
which in turn eases the measurement of the heat flux (and the pollutants
concentration) at any point above the surface within this layer. For this reason, the
surface layer is also known as a constant flux layer, or alternately as the inertial sub-
layer (Erell et al. 2011).

Regional Wind g ==
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e Urban . Boundary
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4 Layer (UBL)

’rj :-----I--_-E g v L /f’f'
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Figure 2-1: Schematic section of the urban atmosphere, showing UBL and UCL (top), and
the homogeneous surface layer above the city and the heterogeneous urban
canopy layer (bottom) (Erell et al. 2011)

Another sub-layer, starting directly below the surface layer, is known as the
“roughness sub-layer”, whose thickness is assumed to be equal to about twice the
average building height. In the urban area the characteristics of this layer are being
determined and affected on one hand by the individual surface features, and on the
other hand by the holistic of the urban fabric, as in the case of the surface layer. This
layer is considered as a transition zone between the vertically homogenous surface
layer and the so-called heterogeneous urban canopy-layer (UCL) (Florens et al.
2013).
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Urban canopy layer (UCL) is the lowest sub-layer of the urban atmosphere, which
forms from the ground level up to the height of the urban canopy (associated urban
elements such as buildings and trees). This zone is mainly affected by the immediate
single urban elements and the variation of conditions within the urban texture
causing its properties to vary from point to point. The heterogeneity of the UCL
establishes a unique micro-climate within any urban space, in which the climatic
indicators of the urban micro-climate such as the air temperature and its relative
humidity as well as the wind flow and the radiation balance are defined by physical
properties of the very immediate surroundings as well as by the urban and the
regional environment (Shashua-Bar et al. 2004; Erell et al. 2011).

2.2. The Urban Energy Balance

As mentioned, the micro-climate within the man-made area differs from its
surrounding natural area. To understand this difference, the surface energy balance
of this area should be analyzed.

The urban surface energy balance is based on the first law of thermodynamics
(Shahmohamadi et al. 2011). Here, it means if the urban area is considered a closed
system, the input energy will be equal to the output energy plus the stored energy.
Therefore, the urban area is modeled as a box with an arbitrary height limitation
within the surface sub-layer representing the overall urban climate, and with the
physical and the transport properties representing the average properties of the
urban texture. Within these boundaries, absorbed energy by the surface of the earth
from the radiation or from anthropogenic heat either warms up the nearby air
temperature, evaporates the existence moisture or heats the materials. This can be
expressed in the following equation (Masson et al. 2002):

Q* + Q. =Q,+ Q + AQ + AQ, (2-1)
where Q* is the net all-wave radiation, Q; is the anthropogenic heat flux, Qy is the

convective (or turbulent) sensible heat flux, Qg is the latent heat flux, AQs is the net
storage heat flux, and AQ, is the net horizontal heat advection.
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Figure 2-2: Schematic section showing urban surface energy balance components (Erell,
Paarlmutter and Williamson 2011)

2.2.1. Radiation

Radiation is the major part of the input energy to the urban canopy model and is
affected by several factors which will be explained later in this section. Radiation
exchange in an outdoor surface is expressed by the following equation (Offerle et al.
2003):
Q*=(Ky, +Ky )(1-a)+Ld-LT (2-2)

where Q* is the net radiative balance, Ky is the direct short-wave radiation, Ky is
the diffuse short-wave radiation, o is the albedo of the surface, and W and LT are
respectively the long-wave radiation received by the surface from the sky and the
long-wave emitted by the surface.

Albedo is defined as the hemispherical and wavelength-integrated reflectivity of a
surface (Taha 1997). This definition is applied to two levels: (a) the individual urban
facet (b) the three dimensional arrangement of the individual facets that comprise
the urban surface.

In addition to the geographical condition of the urban area e.g. latitude, slope, the
geometrical composition as well as the physical properties of the pertaining surface
materials affect the absorption and the reflection of the incoming short-wave and
long-wave radiation.
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2.2.1.1. Geometrical factors affecting input radiation to urban canopy model

As mentioned, the geometrical characteristics of the urban elements can control the
amount of the incident radiation to the urban surfaces, by shading or being open to
the sky. To evaluate how and to which extend they might be effective, these
properties shall be quantified to be capable of being analyzed (Mahdavi et al 2013).
Owing to this aim, the following parameters are defined:

e The height-width ratio or aspect ratio (H/W): it is the ratio of the average
height of the adjacent vertical elements to the average width of the urban
canyon (Mahdavi et al. 2013),

e The canyon axis orientation (39): it represents the angle between a running
line from the North to the South and the main axis of the urban canyon in
degrees. Also, it can be described by the closer cardinal directions, e.g. N-S,
E-W or the diagonal directions, i.e. NW-SE, NE-SW,

e The Sky View Factor (SVF); is a geometric ratio that expresses the ratio of
the solar radiation received by a planar surface compared to that received
from the entire hemispheric radiating environment. Generally, the sky view
factors are determined using either the analytical or photographic methods
(Grimmond et al. 2001).

360

SVF:(%6O)-Zcosa)(7r) (2-3)

where w is the maximum cutoff angle in the spatial direction m.

®  Frontal area density; which represents the ratio of the vertical surface area
of all building facades facing to the prevailing wind direction to the overall
horizontal plan area (Erell et al. 2011).

® Plan area density; which describes the density of the buildings, actually, can
be considered a simple ratio of the area covered by the buildings to the
total area available (Erell et al. 2011).

® \Vegetation Fraction, used to quantify the density of the vegetated area in
the city. It is the ratio of the area covered by the vegetation to the total
existing area (Erell et al. 2011).

2.2.1.2. Long-wave radiation

According to the Stefan-Boltzmann law the radiation given off by an object can be
calculated by the following equation (Offerle et al. 2003):

R=¢-c-T* (2-4)

where T is the absolute temperature in K and o, known as Stefan-Boltzmann
constant, is 5.67x10° W.m™2.K™* and ¢ is the total hemispherical emissivity.
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Emissivity is the ability of a surface to re-radiate any absorbed energy to the sky.
Surfaces with high emissivity release the heat faster. The higher the emissivity the
larger the thermal radiation emitted from the surface. In case of the outgoing long-
wave radiation LT this equation is expressed as following (Offerle et al. 2003):

LT =¢,-0- T} (2-5)

where &sis the emissivity of the surface and Tsthe temperature of the surface.

To calculate the incoming atmospheric infra-red radiation the equation 2-4 can be
expressed in the following way (Offerle et al. 2003):

L

Clearsky a

V=g, 0T} (2-6)
where T, is the dry bulb temperature of the air near the ground (K) and &y, is the sky
emissivity.

Different models were proposed to calculate the sky emissivity. In most of them the
effect of the altitude on the long-wave radiation at the surface is indirectly
incorporated. One of the proposed models which has incorporated the effect of the
altitude in two empirical coefficients to calculate the incoming long-wave radiation
(LY), is (Erell et al. 2011):

LCIemsky ZG.TGA (1_XS .exp(_Ys .e/Tu )) (2_7)
for lowland sites X5 =0.35 and Ys=10 KhPa'1 and for mountains these values are 0.43

and 11.510 KhP,™, respectively. And the term e stands for vapor pressure measured
in hPa.

Another important effective parameter on the long-wave exchange in the
atmosphere is the cloud cover. To compensate the cloud cover, the following
modification is applied to the relationship between the incoming radiation from the
clear and cloudy sky (Erell et al. 2011):

L4 =(1+0.0224 n-0.0035 n’ +0.00028 n*)-L \ (2-8)

Clearsky

,n“ is the fraction of the sky covered by cloud, expressed in tenths on a scale from
zero to unity.

2.2.2. Anthropogenic energy

In addition to the solar radiation, the anthropogenic heat in the urban areas causes
heat flux too (Morvay and Gvozdenac 2008). The energy consumption due to the
human activities in the industries, residences, transportation and commercial
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activities cause anthropogenic heat discharge to the urban environment.
Anthropogenic heat can affect the air temperature and the surface temperature in
the downtown. The intensity of its impact alters temporally and spatially.
Anthropogenic heating usually has the largest impact on the densely developed
urban spaces in the winter time, due to intensive heating load during the season
(Erell et al. 2011; Taha 1997; Hamilton et al. 2009). However in the hot climate, the
waste heat from the refrigerative air-conditioning system can also cause a
significant anthropogenic heat discharge. Additionally, the evaporative cooling of the
building generates latent heat that can result in higher humidity and heat stress in
the city (Erell et al. 2011). Taha (1997) reports the range of anthropogenic heat in
the most major cities of US, between 20 and 40 W.m? in the summer and between
70 and 210 W.m™ in the winter. Hamilton (2009) mentions the Ichinose et al’s (1999)
study of Tokyo quantified the increase in sensible temperatures within the urban
environment to be up to 1.5 C within the areas of high anthropogenic daily heat
emission (between 400 and 1540 W.m'z).

Taha (1997) and Hamilton (2009) declare that the effect of anthropogenic heat
might be important in the urban centers but it is small and negligible in suburban
areas.

2.2.3. Convective sensible heat flux

The convection is the transfer of the thermal energy by the means of a fluid or gas
and is calculated by the following equation:

Q,=h.(T,-T,) (2-9)

Where Q,, is the rate of convective heat exchange [W.m'Z], h. is the convection heat
transfer coefficient [W.m'z.K'l], Ts is the temperature of the surface [K] and T, is the
temperature of ambient air [K].

The value of h. is not a constant value since it is affected by the speed of the air
velocity, the degree of turbulence as well as the surface properties due to its effects
on the air flow pattern and the temperature difference between the surface and the
air. The convection heat transfer coefficient, h, can be determined through
evaluation of the so-called Nusselt number, Nu. Nusselt number for free-convection
situation can be calculated by the following formulation (Bahrami 2011):

Nu = f(Gr,Pr)=C.Gr".Pr" (2-10)

where:

Nu = (h_"j (2-11)
K

10
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2

o - [ g.B(T, ~T, 1%’
MU

j (Grashof number) (2-12)

CP “H
Pr= P (Prandt! number) (2-13)

Where the experimental constants C and n depend on the geometry of the surface
and the flow, u is viscosity [kg.m™.s™], C, is air specific heat capacity kg™ K™, his
convective heat transfer coefficient [W.m2.K"'], K is solid material thermal
conductivity [W.m™".K"], x is proper length representing the geometry under
discussion, g is Earth’s gravity [m.s”] and B is volumetric thermal expansion
coefficient (equal to approximately 1/T, for ideal fluids, where T is absolute
temperature).

Since aforementioned effective factors on transfer coefficient are not homogenously
distributed within the urban canyon, the transfer coefficient is not spatially uniform
either. This phenomenon is more considerable within the urban canyon on the
vertical surfaces such as walls, and makes the detailed modeling of convective heat
flux more complicated.

2.2.4. Latent heat flux

The latent heat, generated via evapotranspiration, is another component of the
energy balance equation in urban micro-climate, and which makes it different from
its surrounding. A vast part of the urban ground surface is paved by impervious
materials, so the water and the moist availability through the soil is less than the
intact area. Additionally, less vegetation in the urban area reduces the magnitude of
the transpiration from the plants.

The latent heat in the urban canopy model can be calculated by the following
equation:

Q=L E (2-14)

where Qg is the latent heat flux, Ly is the latent heat of the vaporization, or the
amount of energy required to evaporate a unit mass of a liquid. It varies with the
temperature and the pressure, for the water at 30°C and 100 kPa it equals
2.43 MJ.kg'l. And E is the evapotranspiration.

E is affected by the hydrological properties of the surface, here classified into three
types:

1. Impervious surfaces: roads, parking lots, buildings
2. Pervious and unirrigated surfaces: open untended parks
3. Pervious and irrigated surfaces: gardens

11
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Regarding to differences in the availability of the water and aforementioned
hydrological properties of the surfaces, there are two possible conditions to
calculate the evapotranspiration:

1. When the surface is wet or the soil moisture is at the field capacity (Erell et
al. 2011):

E=(a/L)-[s/(s+y)]-(Q*-AQ) (2-15)

where E is the evapotranspiration, Ly is the latent heat of vaporization, s is the
slope of the saturation vapor pressure versus the temperature relationship, y is
the psychometric constant, Q* is the net all-wave radiation flux density and AQg
the surface (net storage) heat flux density. The (no dimensional) coefficient o is
the ratio of evaporation from a wet surface under conditions of minimal
advection of equilibrium evaporation, which is the lowest limits to the
evaporation from moist surface. The value of a has been determined empirically
and is about 1.2 to 1.3 in suburban areas.

2. if the surface is moist or dry (Erell et al. 2011):

n

(1)) pa-). oo a ] tan, |
; (ﬁv){(w U-(s/(s+7)-(@ ~AQ) ZA,a,} [AA-( /7 +5) Ea]}

i=2

(2-16)

where A is the proportion the catchment covered with the i" surface type, o’ is
an empirical coefficient of the i™ surface type, defined as above and AA is the
status of the soil moisture related to the area. E, is related to the drying power
of the air (Erell et al. 2011):

E, =(C/7/)-(;—g)-{(ﬁ/kz)/[ln(zv -d+2z,,/2,)In(z,-d+2, /zOm)]}
(2-17)

where C is the heat capacity of the dry air; €* and €, are the mean saturation
and the ambient vapor pressures at height z,, respectively, u is the horizontal
wind speed at height z,, k is the von Karman constant (0.40), d is the zero-plane
displacement length, and zp, and zp,, are the water vapor and the momentum
roughness length, respectively.

2.2.5. Thermal storage

The thermal storage is one of the important components of the urban energy
balance equation. The rest of the net radiation energy from the converted portion to
the latent heat and sensible heat flux is stored in the surfaces defining the urban
canyon. Therefore its magnitude fluctuates during the day by altering the radiative

12
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energy. The stored heat during the day releases during the night when the net
radiative energy is negative. Within the canopies with high sky view factor diurnal
balance of heat storage is negligible. This circle repeats in the bigger temporal scale
during the year. During the summer the body of the city absorbs and stores the heat
and during the winter emits the stored heat. Therefore, its annual balance is zero
unless the anthropogenic heat forced to the interested environment is considerably
high.

The magnitude of the heat storage of incoming energy surplus is dependent on the
thermal properties of the pertaining surface materials such as the heat capacity,
thermal conductivity and density.

The heat capacity is the ability of the body to store the heat. The materials of the
buildings in the urban fabric tend to have quit high thermal capacity. According to
(Christen and Vogt 2004) the heat capacity of three-dimensional surface area in the
city centers is nearly doubled compared with a plane surface. Due to this fact the
energy received in the urban structure is stored in its mass during the day and
released during the night when the ambient temperature is lower than the surface
one (Alexandri and Jones 2006). For the given point on homogeneous and materially
defined surface, calculating the stored heat is relatively easy but it is difficult to
obtain a presentative value in an analytical way within the urban canopy with
heterogeneous properties. So, in the models, that the other components of the
urban energy balance equation are distinctive, AQ, can be found as the residual:

AQ, =Q*+Q, -Q, -Q. (2-18)

2.3. Wind Flow in Urban Spaces

Air flow in the urban spaces has an important impact on the pedestrian comfort, the
air pollutant dispersion and the building ventilation. Several studies have been done
in order to understand how the artificial and the natural features affect the wind
speed, its direction, and the intensity of the turbulence at any level of the UBL
(Kitous, et al 2012; Erell et al. 2011; Niachou et al. 2008; Ghiaus et al. 2006).

Ghiaus et al (2006) report that the wind speed in the urban canyon is much lower
than in the undisturbed area. And there is a correlation between them only when
the speed of undisturbed wind is higher than 2-4 m.s™. They also report that when
the wind direction is perpendicular to the street canyon and its speed is equal to or
higher than 2 m.s'l, a vortex develops in the canyon. When the wind direction is
parallel to the canyon axis, the vertical velocity in the canyon is very low. Besides,
their developed empirical model showed that when the speed of the oblique wind
was less than 4 m.s 'the temperature of the inside the street canyon was about 5°C
lower than the canopy layer temperature.

13
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Kitous et al (2012) explored the impact of the complex topography and the irregular
compact urban forms on the wind environment and the air flow mechanisms at the
street level. The results showed the horizontal movement of the air in the compact
street canyon is related to the upwind conditions above the roofs. Also in the similar
condition, the angle between the street axis and the prevailing wind direction is
effective. The streets perpendicular to the prevailing wind direction had the highest
reduction whereas the minimum reduction was observed in the streets parallel to
the wind direction. The amount of reduction may reach 52% of the wind speed
above the roof.

Niachou et al (2008) conducted an experimental study of the air flow distribution
inside a SE-NW oriented urban street canyon in Athens. The results showed that the
vertical wind speed profile in the center of the canyon had correlation with the
ambient wind incident angles and the stability conditions. And its characteristic
tends to be linear. But, in the same conditions for the horizontal wind speed, the
vertical differentiation of the horizontal wind speed was negligible.

2.4. Urban Heat Island

Under certain weather conditions a substantial difference in the air and surface
temperature may be observed between a city and its surrounding rural areas. When
the isotherms are drawn for the area in request, the city is apparent as a series of
concentric, closed lines of higher temperature, with the maximum values recorded
at or near the dense part of the urban area. This condition is known as the “Urban
Heat Island” (Erell et al. 2011).

Urban Heat Island (UHI) first documented for the city of London by Luke Howard in
1818. The UHI effect can raise the air temperatures in a city by 2-5 K. In the evening,
the differences can be even as high as 12 (Okeil 2010). It aggravates the air pollution
in the cities and impacts the local climate by altering the wind patterns over the
urban area, affecting the humidity and changing the precipitation rate within the
cities (Mirzaei and Haghighat 2010).

The urban heat island has been observed both in the urban surfaces and the urban
atmosphere above the city. Surface heat islands mostly form in the cities which are
surrounded by moist soil or vegetation, cooled by the evaporation compared to the
dry and impervious urban surfaces. Several researches investigated its
spatiotemporal variation in the urban surfaces (Huang, Zhou and Cadenasso 2011),
(Kantzioura et al. 2011; Buyantuyev and Wu 2010; Li and Roth 2009; Peterson 2003).

Atmospheric heat islands are observed both in the urban canopy-layer and the
urban boundary-layer. The canopy-layer heat island occurs in the lowest layer of the
atmosphere close to the surface of the city extended to the height of the buildings. It
is more intensive during the night especially when the sky is cloudy to partly cloudy
and the wind speed is low. And it is weaker during the day time. The boundary-layer
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heat island which is larger during the day and it shrinks during the night, forms a
dome of warmer air that extends downwind of the city. The formation of
atmospheric urban heat islands, the factors affecting its intensity, its impact on the
urban micro-climate, the outdoor thermal comfort, and the energy consumption of
the affected areas were widely investigated by several researchers from different
aspect of view (Priyadarsini 2009), (Kolokotroni and Giridharan 2008), (Kolokotsa,
Psomas and Karapidakis 2009), (Yow and Carbone 2006), (Arnfield 2003).

2.5. Vegetation

The interaction between the urban climate, the urban fabric, and the urban
vegetation has been the subject of the researches in different climates and
countries/cities: Osaka, Brazil, china, Greece, USA, and Montreal (Liu, Ma and Li
2011; Moriyama and Tanaka 2012; loannis X 2010). The results of the researches
declare that besides the effect of the buildings, the most important control variable
which affects the UCL micro-climate is the vegetation, especially shade trees.
(Shashua-Bar et al. 2006)’s Studies show that the effect of vegetation on the urban
micro-climate is related to several factors: the geometry of the urban canopy and
the trees, the size of the green area, the prevailing climate, the season, the type of
vegetation (e.g. tree, grass), the height of the sun, the ratio green/built-up area and
the characteristics of the plant (species, density, shape size, volume, age. etc.) (Al
Toudert and Mayer 2006).

The urban green area mitigates the urban heat island (see section 2.4) by lowering
the temperature and providing shading. Several investigations show that the
greenery ratio of 30% reduces the temperature about 1 K. 50% can reduce it by
nearly 2 K. And the temperature maximum difference between the inside and
outside of the small green area can be 3 K. Other studies show that in deep urban
canyons the heat lowering effect of the trees decreases. Also, the position of the
trees influences their moderating effect. The effect of a single tree on the air
temperature can be negligible, while a row of trees affects the micro-climate of their
underneath, and a cluster of trees provides even cooler temperature, compared to
the linear one.

(Hamada and Ohta 2010) show that in summer temperature difference between
urban and green areas is larger than winter. Also during the day it was larger than
night time, whereas in the winter the relationship was opposite. (Oliveira et al. 2011)
show the difference is higher in hotter and sunny days.

In the warm climate, dense and deciduous trees may reduce the wind speed by 45%
(Spangenberg et al. 2008) and that may reduce infiltration of the outside air, the
effectiveness of the natural ventilation, and the convective cooling of the building
surfaces (Robitu et al. 2006). Trees with large and dense crown also reduce the
nocturnal cooling since they block some of the net outgoing long-wave radiation
(Spangenberg et al. 2008). Additionally, Plants may increase the latent load for the

15



Theoretical Backbround

air conditioning by adding moisture to the air through evapotranspiration (Dimoudi
and Nikolopoulou 2003; Ooka et al. 2008).

Green shades (trees, vines, etc.) reduce the incident solar radiation and accordingly,
the surface temperature. Studies report that the shaded surfaces with green
canopies are 5-20 K cooler than the sunlit surfaces (Robitu et al. 2006).

Green area reduces the run-off water (after rain) compared with the impervious
surfaces of the urban areas or the bare ground. The run-off water drains quickly and
in the long run, the less surface water remains available for the evapotranspiration.
The lower evapotranspiration rate in the urban areas is the major effective factor in
increasing the daytime temperatures. The evapotranspiration from vegetation
system is another effective moderator of the near surface climates, particularly in
the warm and dry, mid and low latitude (Priyadarsini 2009). It is estimated that
1460 kg water is evaporated from an average tree during a sunny summer day,
consuming about 860MJ of energy. And this offers a cooling effect outside a building
that is equal to five average air conditioners (Asimakopoulos et al. 2001).

The urban vegetation influences the urban micro-climate and consequently the
outdoor pedestrian comfort levels along with the indoor ones (Dimoudi and
Nikolopoulou 2003); (NREL 1995). The effect of the urban climate improvement on
the indoor environment is, potentially, reducing the heat gains and the energy
demands of the buildings (Akbari 2002; Givoni 1998; Huang et al. 1987). The urban
trees not only help control the heat gain and mitigate the urban heat islands, (Huang
et al. 2008); (Taha 1997)), but also reduce noise levels (Gidlof-Gunnarsson and
Ohrstrém 2007; Lam et al. 2005).

Planting trees has the direct effect on reducing atmospheric CO, because; each
individual tree sequesters carbon directly from the atmosphere through
photosynthesis. However, planting trees in the cities has also an indirect effect on
CO,, by reducing the demand for cooling energy thereby, indirectly reducing the
emission of CO, from the power plants (Akbari et al. 2001).

2.6. Measuring methods

There are different methods used by researchers to collect the microclimatic
weather data within the cities. Here, three most applied approaches are described:

2.6.1. Fixed stations

The most common and old method to monitor the climatic condition of an area is
using the fixed weather stations. It has been used for several decades, and the
collected data for most of the cities exist for quite some time (Gartland 2008).
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The stationary weather stations record the climatic data continuously. Therefore,
they are the most suitable tools to investigate the long-term trend of the climate
change within an area. On the other hand, there are a few numbers of stationary
weather stations, and they are mostly fixed on top of the buildings or towers, above
the urban canyons, and do not reflect the urban canopy condition (Gartland 2008).
Since the urban canopy weather conditions can vary dramatically, the data obtained
from these weather stations are not reliable to investigate the urban micro-climate.
Besides, it is too costly to install and protect a large number of fixed weather
stations within the city in low levels, such as pedestrian level, to provide the high
resolution database of the urban micro-climate.

2.6.2. Mobile traverses

Stationary weather stations are not usually located in the needed places or height
for the urban micro-climate research projects. And it can be difficult and very
expensive to provide them in the required positions. Mobile traverses can be an
economically good replacement for them. They can be adjusted to pedestrian level.
Besides, they are portable and can present different urban spaces. This method has
been used by several researchers (Spagnolo and Dear 2003; Giridharan et al. 2004;
Krigeret al. 2011; Yang et al. 2010).

Vicente-Serrano et al. (2005) used digital thermometers mounted on 3 automobiles,
at the height of 2 m above the ground, to define the shape and the temporal
variability of the UHI intensity in Zaragoza. The vehicles were driving with a constant
speed of 30 km.h™ along all the 3 transects. The total length of the transects was
105 km, including 238 observation points distributed homogeneously within the city.

Rajasekar and Weng (2009) also used mobile traverse method for microclimatic
modeling of the urban thermal environment of Singapore. They identified four
routes within the city and equipped four vehicles with cylindrical observation tubes.
Mobile surveys were conducted at midnight from 2:00 am to 4:00 am. All
automobiles were driven along the highways at a speed of 50 km.h™. Ambient
temperature and humidity were recorded by passing the locations at 2 min intervals.

Pinho and Orgaz (2000) also used passenger car to study the urban heat island in
Aieiro, Portugal. Their measurements were taken during 48 nights to record the air
temperature along the previously defined routes, covering diverse areas in the city
and its surroundings.

2.6.3. Remote sensing

In general, fixed stations and mobile traverses are used to monitor the air
temperature in the urban area. Through remote sensing the surface temperature of
roof tops, pavements, vegetation and bare soil can properly be recorded. Mostly, it
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is used to investigate the urban heat islands phenomena within the cities (Fung et al.
2008).

In this method, using pictures taken by equipped airplanes or satellites, the energy
radiating from the urban surfaces can be recorded. By using the taken pictures the
surface temperature of a large area is visualized at once. But as they are bird eye
pictures they just visualize two-dimensional images of horizontal surfaces. Another
disadvantage here is that vertical surfaces, such as walls or surfaces under the upper
surfaces like the ground under the trees cannot be taken into account. Additionally,
they cannot record the surface conditions continuously. Satellites pass every
location twice a day at a special time during the day and night (Gartland 2008). And
only those pictures can be used that are taken in clear sky. On the other hand,
although it can be conducted any time during the day, utilization of equipped
airplanes is very expensive. So continuous surface monitoring to collect proper data
would be too costly for a long time is too costly.

2.7. Modeling the urban micro-climate

Equation (2-1) and its components as described in previous sections (see sections 2.3
to 2.5), set just a basis for the surface energy balance in the urban canopy layer.
Detailed distribution of the climatic parameters such as the temperature
distribution, the velocity components, magnitude of radiation and other needed
climatic parameters within the urban canopy cannot be directly obtained out of this
equation (Erell et al 2011). To do so, the interaction between the atmosphere and
the urban fabric shall be properly modeled.

For urban micro-climate modeling each of the two existing approaches can be used,
i.e. physical modeling and mathematical modeling. Above mentioned approaches
are being explained in the next sections.

2.7.1. Physical model

The physical scale models provide an alternative and powerful method in the urban
design as well as in the climate-related researches, although they are usually highly
simplified compared to real cities. They are usually used to study a particular
environmental variable such as the solar radiation or the velocity within the urban
area (Robinson 2011). Such studies are usually carried out under well-defined
conditions to reflect a specific situation in laboratories. In some cases the scaled-
down models are also exposed to the natural environment in order for being able to
study the related effect.

The physical modeling has been used to be applied to the study of solar shading and
overshadowing (Erell et al 2011). In a physical modeling, the scaled-down models are
placed under a virtual sky or exposed to the natural sunlight, and its orientation can
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be adjusted by the Heliodon in such a way that interested time of the day or year
can be simulated.

Another benefit of the physical modeling in the building and the urban climatology is
the use of wind tunnels in order to simulate and analyze the air-flow in the built
area. In this context, in a wind tunnel experiment in addition to the simulation of the
existing real environmental conditions on a scaled-down model (the physical model),
to which the real object would be exposed, also the real air flow situation simulated.
Another important issue which has to be considered here is the similarity of the
mechanical and the thermal features of the model and those of the representative
area. This means that following requirements shall be met: equality of 1) Richardson
number, 2) a zero longitudinal pressure gradient and 3) Reynolds number. Wind
tunnel modeling is used to investigate problems such as ground level pedestrian
wind nuisance, air pollutant dispersion and wind driven rain exposure. For further
details reference is made to (Erell et al 2011).

Because of the substantial simplifications which have to implemented by a physical
modeling. It can just be used to simulate specific conditions in a very limited
manner. On the other hand, the development of the simulation software for
visualizing the shadow cast by the buildings and the other urban elements, and its
advantages e.g. accuracy, flexibility and saving time and cost saving potential
compared with the physical models, have diminished the usage of the physical
models (Robinson 2011).

2.7.2. Mathematical model

The mathematical modeling of an urban fabric, the complete behavior of the fluid
involved in conjunction with the surface energy balance -equation (2-1) has to be
fully described and solved. This would mean a full description of the fluid behavior
and movement from fluid dynamics point of view. All required micro-climatic
parameters along with their associated fields can be described as a result of such
modeling enabling researchers to properly define the micro-climatic conditions in an
urban fabric under study.

Performing a micro-climate modeling in view of fluid dynamics, means a complete
description of a non-isothermal Newtonian fluid movement. In other words, at each
time point for each fluid element the following terms have to be matched (Robinson
2011):

— Conservation of mass (mass continuity);
— Conservation of momentum;
— Conservation of energy;

This, in turn, would mean utilization and setting up three non-linear partial
differential equation systems in three dimensions (x,y,z), which have to be solved
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simultaneously, at each single time point along with the surface energy balance
equations (in accordance with all other associated sub-systems of equations).

But the very complex nature of such equation systems makes an analytical solution
practically impossible. On one hand, the existing mathematical limitations for solving
complicated partial differential equations pose an obstacle in this way. On the other
hand — and the most important reason in this context- the existence of the very
uncertainty and inabilities by describing the transport phenomena (momentum,
heat and mass transfer) in a well-defined manner prohibit the achievement of an
exact mathematical solutions (Robinson 2011).

That is why use of applied numerical analysis in this context has to be made. This
leads to a revised approach known as Computational Fluid Dynamics (CFD). CFD
modeling is being discussed in the next section.

2.8. CFD Modeling

Computational Fluid Dynamics (CFD) is a modeling technique that uses numerical
methods to solve the problems that involve fluid flows. At first it was developed as a
tool for mechanical engineering but latterly it was employed to the indoor and
outdoor environment of buildings and its interacts with its envelope. CFD has been
used to explore the issues related to air movement in and around the buildings,
pollution dispersal, the pedestrian wind environment wind driven rain effects and
the effect of vegetation on micro-climate (Erell et al 2011).

Following equations/ partial differential equation systems are utilized to fully
describe a non-isothermal flow of a Newtonian fluid (Bird et al 1976):

— Conservation of mass (continuity equation):

P»_ ~(V-pv) (2-19)

2 _ L
L i =—(V-pit)-Vp-[ V-7 |+ pg (2-20)
gy (9-p39)-Tp-[9-5] 1

[V-z] divergence of tensor ¢

[V-piw] divergence of dyadic-multiplication piiy

— Conservation of energy:
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DT = _ Olnp\ Dp =
c,—=—(V-q)- ———(7:VV 2-21
P b ( q) (6InTl Dt ( ) (2-21)
D o0 _ . —
[— =—+vV substantial derlvatlve),
Dt ot
— Asuitable equation of state:
P=¥(p,T) (2-22)

In addition one needs also suitable formulas for the change of density, viscosity,
dilatation viscosity, thermal conductivity and heat capacity as a function of
temperature. Moreover, depending on the flow situation proper boundary and
initial conditions are necessary. The above-mentioned equation systems may be
rewritten in Cartesian coordinate system:

— Conservation of mass (continuity equation):

op 0 0 0
—+—(pv, )+—(pv, |+—(pv 0 2-23
() ay(py) = (v.) (2-23)
— Momentum conservation:
ov, ov, ov, ov, op | O 0 0
Pl —=+v, +v, —%+v,—* |=———| —7, +—7, +—7, |+p9,,
ot ox oy 0z ox | ox oy oz
(2-24)
ov, ov, ov, ov, op | 0 0 0
ol —+v,—+v,—+v,— |=————| 1, +_—7,+_7, |+p9,,
ot ox oy 0z oy | ox oy oz
(2-25)
ov, ov, ov, ov, op | O 0 0
p| —=+v, tv,—t4v,—* |=———| —1, +—1T,+—7T, |+p9,,
ot Oox oy 0z 0z | Ox oy 0z
(2-26)
— Conservation of energy:
or or or oT dq, 04, aq,
PCp| ——+V,—+V,—+V,— |=— —+
ot ox oy 0z ox oy oz
(2-27)

{

Where:

dlnp
oInT ),

j 2 (z:99)
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I ov, ov, ov, ov, ov, ov,
(T VV)_TXX_+TXV +sz + Tyx_+Tyy—+2'yI—
0 oy 0z ) oy oz
(2-28)
8vz avz avz
+7, —%+ ,
zx a zy ay 2z 62
ov, v, 2 ov. Ov, ov
Ty =—p| |+ Su—k XL+ |5 (r,=t1, 2-29
' u(axi axj] (31” )[ ox oy 0z j v (7 =7) (2-29)

If the entire system of equations is solved, pressure, density, velocity, and
temperature in each point in the system under consideration is defined at any time.
But so that this objective can be achieved, detailed knowledge of the physical
properties and the transport properties of the system considered at any time are
necessary.

As long as a system under discussion can be considered — depending on the
prevailing transport mechanisms - as a laminar system, all of the required system
properties can be calculated based on the molecular properties (physical and
transport properties) of the existing components in the system.

Should the flow condition in a system cannot be considered as laminar, then the
flow system is either in a transition state or can be fully considered as turbulent. In
both cases the required system properties cannot be calculated based on the
molecular properties of the existing components anymore. In case of a turbulent
flow condition by describing each of the physical and transport properties of the
existing components in the system taking into account fluctuating time-dependent
factors are of vital importance, the so-called turbulence quantities. In the following
sections about the phenomenon of turbulence is discussed in detail (Sanei 2005).

2.8.1. Turbulence

The phenomenon of turbulence has played an important role in fluid mechanics and
has been followed with great interest accordingly, especially since the Reynolds
experiment showed that the flow in a pipe can be considered under certain
conditions as turbulent (Sanei 2005). The chaotic nature of turbulence makes - until
now - the precise quantitative description of a turbulent flow condition impossible.
Historically, there are two approaches in dealing with turbulence: empiricism has
been trying to describe the phenomenon by the temporary averages of flow
variables. And through the statistical turbulence theory trials have been made to
achieve better understanding concerning real mechanism of turbulence to get closer
knowledge about the fluctuations in the flow parameters (Sanei 2005).
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2.8.1.1. Reynolds Equations for incompressible, turbulent flows (Sanei 2005)

Even in the case of a turbulent flow the equations for conservation of mass,
momentum and energy are still valid, if the instantaneous values for pressure,
velocity and temperature are used. Reynold modified these three aforementioned
equations as he replaced each of the required flow parameters with a combination
of a time- averaged part and a fluctuating part, which means:

v !

Vv, =V, +v, (2-30)
p,=P+p (2-31)
T=T+T (2-32)

The time-averaged part of a flow parameter, ¥ is calculated as follows (Bird, Stewart
and Lightfoot 1976):

1 t+%t0
7= [yt (2-33)
tO 1

t—t,
20

The time period t, shall be long enough to be able to achieve an acceptable time-
averaged function. Based on the equation (2-33):

y' =0, ‘/71':97,' , Wwi=0,

y,_0_ Oy _0_ (2:34)
x o e ot
The term y? (also wly ;) is not equal to zero and the ratio N4 /1/7, is consider as

the ,turbulence intensity” (normally it amounts to 1-10% in the bulk region and up
to 25% or more close to the boundaries).

The continuity and momentum equations for an incompressible fluid flow
(isothermal) can be re-written as follows, where ¥ is replaced with v +v’ (x-
direction):

a—ax(vx +v;)+%(vy +V}'/)+§(VI +v;):() (2-35)

ST = (B4R T )T )4 (7 )T, V)

+2 (7, V)T, +V (7, +0) g,
4
(2-36)
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The relevant equations for the y- and the z-components can be obtained in the same
way. In the next step equations (2-35) and (2-36) are converted to the time-averaged
form using the rules described by (2-34), resulting in:

ivx +i7 +£VZ = (2-37)
ox oy’ oz

EV——EE avv+a vv+a vV,

8tp X ox o P EY P oz PY.V,

(2-38)
P ) P ,
=P viv! +a—pvv +6—vavX + 1V (v, +v, )+ pg,

The same procedure is also applied for the y- and the z-components. The equations
(2-37) and (2-38) are the time-averaged form of the continuity and momentum
conservation equations. A comparison with (2-23) to (2-26)) results in:

—  The continuity equation takes the same form in both cases, just V has been
replaced with v

— The same is also valid for the momentum conservation equation (Vv and p

have been replaced with v and 5); but here there is an additional part

(marked by the dashed underline), which describes the momentum-

transport pertaining to the turbulent fluctuations, i.e. the turbulent
momentum-tensor:

= (t) _ [ = (t) _ ror — (t) _ I
T =PVVy Txy _pvxvy r T =PV, (2-39)

These terms are known as ,Reynolds stresses”. The time-averaged viscous

momentum flux-tensor 7' is defined as:

TV =22 o g al+@ etc (2-40)
P VI Sl PR s ]

This enables the vector form of the equations (2-37) and (2-38) to be shown as
follows:

(V-v)=0 and (V-v')=0

(2-41, 2-42)
% V= -Vp _[va] [V (7 +70 )]+pg (2-43)
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Equation (2-42) is derived from the subtraction of equation (2-41) from the original
mass conservation equation.

The principal result of the performed above discussion is that for a time-averaged
turbulent flow, the momentum conservation equation in the form of equation (2-20)
may still be valid, if all v are replaced with v, all p are replaced with p and all f,j

are replaced with 7; =f,.j(.”+f,1(.”. The main problem here is the "Reynolds stresses”

z:',.j(”, since these terms cannot be easily described/ formulated through the

associated velocity gradients, as it is the case by the viscous stresses ?,;” in the

equation (2-40).This leads to the fact that in order to resolve the turbulent flow
fields either experimental information on the respective Reynolds stresses are need,
or one must rely on empirical or semi-empirical formulas in this context. This point is
still one of the biggest challenges to the theory of turbulence, i.e. the striving for the
development of an appropriate model and the resulting empirical or semi-empirical
equations that describe the respective Reynolds stresses for a given flow condition
with acceptable accuracy.

It is possible to drive equations describing the Reynolds stresses analytically,
However, such equations would include terms like \7,.'\7]'.\7;, and an attempt to
describe these terms analytically would result in formulas with higher-order terms
such as \7,.'\7]'.\7;\7,.', i.e. such an attempt would lead to an infinite number of systems of

equations. To prevent this, there is no way other than depending on the empiricism.
A direct attempt to describe the Reynolds stresses empirically would result in

turbulence theory of the 1. Order. Accordingly any attempt to model V,V;V; terms

empirically would lead to the 2. Order turbulence theory, etc.

2.8.1.2. Turbulence models

The basic concept for turbulence modeling and modeling of the Reynolds stresses
—p-vv; called "eddy viscosity concept," which was proposed in 1877 by
Boussinesq. The "eddy viscosity concept" is based on the assumption that similar to
the viscous stresses in laminar flow the turbulent (Reynolds) stresses can be brought
also in relation to the time-averaged velocity gradients. In general, this approach is
formulated as follows (Rodi 1980):

1

VW =y, - £+% - ﬁ (5 =1fori=jandJ, —Ofori:t') (2-44)
AU ox; 0Ox 3 i -/ i )

Vv, denotes the turbulence or eddy viscosity, in contrast to molecular viscosity v,
this term is not a material property, but depends in each case on the flow situation
in a given system. v, may change from point to point depending on the associated

flow situation significantly. The equation (2-44) is not itself a turbulence model,
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however, a turbulence model can be built based on this concept. Out of equation
(45) the normal stresses (when i = j) can be derived:

— o, — ov
sV =2, A
0z

(2-45)

All normal stresses are, by definition, positive values and their sum is twice the
kinetic energy of turbulence:

1 — —
k= E(V;Z V2 v ) (2-46)

The eddy viscosity concept is based on an analogy to the molecular movement. That
means it is assumed that the turbulent eddies similar to those molecules collide with
each other and thus between them a momentum and energy exchange takes place.
The molecular viscosity is directly related to the average velocity components, and
the mean free path in the observed control volume. Similarly, it can be assumed that
the turbulent viscosity is also proportional to a velocity as well as to a turbulence
motion length both characterizing the turbulence:

v, ~Vv-L (2-47)

t

This characteristic length was named as "mixing-length" by Prandtl. The main
success of the eddy viscosity concept lies in the fact that the two-dimensional shear

stress, T =—pv;v; , can be represented as follows:

0
T=pV,—= (2-48)

However, the basis for all discussions made above is the assumption of an isotropic
eddy viscosity, which is considered as rare in the reality. In direct analogy to the
turbulent momentum transport it is believed that the heat and mass transfer can be
brought in connection with a gradient of a transported variable, which means:

g -1 (2-49)
OX,

The term I' is referred to as turbulent diffusivity. The Reynolds analogy between

heat and mass transfer and momentum transfer suggests that the terms I" and v,

are closely related to each other. This would result:

: (2-50)
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Pr is the turbulent Prandtl (for heat transfer) and Schmidt (for mass transport)

number. Experimental results have shown that, in contrast to I" and v, in a flow

field (in even in different flow layers in the same field), Pr' stays somehow constant

and does not changes. For this reason, in many turbulence models a constant Pr is
assumed.

2.8.1.3. Turbulence model classification

To date, many turbulence models have been developed by some of these no "Eddy
(turbulent) viscosity concept" has been used, instead an attempt has been made to
use differential transport equations for the calculation of the turbulent momentum

and heat-/mass fluxes, i.e. v,.’vj’. and v,,’(é'. However, there are many models that are

based on the "eddy viscosity concept", among which there are major differences.
The simplest model of this type is assumed a constant value for v; and for I'. The
more developed the model, the more effort is invested to describe v and I accurate
in the flow field under consideration in a more accurate way using several
differential transport equations. Such differential transport equations contribute to
better or more accurate results especially in situations, in which the turbulence in a
point is highly dependent on the formation of turbulence at a different location in
the flow field (the so-called history effect). In this way, one can classify the
turbulence models in classes as follows:

A. Zero-Equation Models:

This type of turbulence models does not include transport equations to calculate the
turbulent quantities. These relatively simple models all use the eddy viscosity
concept. To determine the eddy viscosity either the experimental data can be used
directly or by the trial-and-error approach derived empirical equations are utilized.
The following models:

—  Constant eddy viscosity / diffusivity models,
—  Mixing length models (mixing-length models),
— Shear stress free layer models (Prandtl's Free-Shear-Layer Models)

belong to this group. For detailed descriptions of these models, reference is made to
(Rodi 1980).

B. One-Equation Models:

Because of the relatively small mismatches generated by zero-equation models

results with those from experiments (particularly in transitional cases) turbulence
models have been developed, in which to determine the turbulent quantities
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differential transport equations are used. A major step in this direction was that a
direct connection between the fluctuating velocity scale and the time-averaged
velocity is made. Here in the case of one-equation models a differential transport
equation is used. Among these models:

- One equation models that directly use the eddy viscosity concept (k-models);

(AN

- One equation models that describe the distribution of the shear stress, v.v;

1

through a transport equation (e.g. Bradshaw et al model).

For detailed descriptions of this type of turbulence models, reference is made to
(Rodi 1980).

C. Two-Equation Models:

The reason for the development of two-equation models to determine the turbulent
parameters is that in the one-equation models take into account only the velocity
scale (equation (2-47)), which is described through a transport equation. But the
length scale, L, in Equation (2-47) is subject to the variations (fluctuations) and is
affected by transport processes existing in the flow system under consideration.
Therefore the length scale, L, must also be described by a transport equation. All
known two-equation models take in addition to k-equation (velocity-scale transport
equation) another transport equation, which describes the length scale.

All these models are based on the eddy viscosity concept, as well. A transport
equation for "L" (equation (2-47) does not necessarily include "L" as an independent

variable. Each kind of the combination in the form (Z =k™ - L") would be of benefit,

since "k" (the kinetic energy of turbulence) out of the k-equation can be calculated.
For this reason, Chou (Chou 1945; Davidov 1961; Harlow and Nakayama 1967; Jones
and Launder 1972) have proposed an equation for the turbulent dissipation, £, as
follows:

¢ ~(k% /L) (2-51)

There are also some other proposals, which may be found in the literature. For the
derivation of the exact k-transport equation, the original momentum conservation
equation is used. This derivation is described in detail in (Jones and Launder 1972).
For the & -transport equation, similar to the k-equation, attempts are made to
achieve an exact form starting from the momentum conservation equation. But such
precise formulations contain very complicated correlations, which in practice do not
allow the use of an exact form of the equation.

Taking into account the above-mentioned fact, fluid dynamics experts have accepted
a predominantly empirical form for the & -transport equation. In the international
literature mainly the one proposed by Jones and Launder equation has been
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presented as the best (Jones and Launder 1972). The so-called k—& models are
widely used by CFD calculation.
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3. Approach

3.1. Overview

The main purpose of this study is to identify and develop a deeper understanding of
those urban design and planning parameters that cause the variance in micro-
climatic conditions in large and densely populated cities such as Vienna. Two
approaches were employed to study important micro-climatic data, i.e. air
temperature, solar radiation, relative humidity, wind speed, and CO, level. First,
empirical inquiry, through which on-site measurements using the mobile traverse
method were done to collect the required data; Second, the computational inquiry
to simulate the micro-climatic situation in the urban fabric under the study was
employed to analyze the effective parameters on urban micro-climate.

3.2. Empirical inquiry

First to define the scope to of the study, an area in the downtown of Vienna near the
Vienna University of Technology was selected. To achieve a well spread
measurement covering as many existing typological features in the city as possible,
four kinds of urban spaces i.e. street, plaza, park and courtyard were defined as the
major categories to collect weather data. Each of these categories was divided into
proper subcategories as below.

—  Street: Narrow, wide with heavy traffic load and vegetation and wide with
heavy traffic load and without vegetation (street with heavy traffic here is
considered as a street, through which vehicles are moving on a continuous
basis).

—  Park: grass field, water body

— Plaza: with vegetation, with water body, without vegetation nor water body

—  Courtyard: with vegetation and without vegetation

All the categories along with the associated subcategories are being described in the
following sections.

Since the measuring points were mostly located in public areas in the city, it is
practically impossible to make use of fixed weather station to collect the required
weather data, especially that the planed measurements had to be performed to the
pedestrian level in order to be able to evaluate the micro-climatic condition in the
subjected urban space, correctly.
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For this reason, the mobile traverse methodology was used in this project.
Accordingly a mobile weather station was designed and constructed (details given in
section 3.2.3).

By the aid of this mobile instrument weather data, i.e. air temperature, relative
humidity, global radiation, wind speed and CO, level in the air at the pedestrian level
in the defined measuring spots were collected.

Gathered data were all compared with those through a fixed weather stations
(known as BPI) collected. This fixed weather station (BPI) is mounted on the top of
the VUT Vienna building and monitors continuously (24 h/day in a second basis) the
weather condition and records the required data. This comparison set an
appropriate basis for further evaluations by discussing the results pertaining to the
micro-climatic conditions during the study. Details are given in chapter four.

3.2.1. Site description

Meteorological measurements were conducted at 13 different locations, classified
into 4 major categories, in downtown of the city of Vienna using a mobile weather
station.

Vienna, the capital of Austria, is located at 48° N, 16°E and 151-542 m above the sea
level. The area of the city is 414.87 km” with 1.731236 population and 4173 /km2
density (Vienna City Administration n.d.). According to the Képpen classification, the
climate of Vienna features a Cfb (oceanic) —climate and stands between the oceanic
climate and the humid continental climate (Kottek et al. 2006). It has relatively warm
summers with average high temperatures of 22 to 26 °C, with maximums exceeding
30 °C, and minimum around 15 °C. It has relatively cold winters with average
temperatures at about 0 °C. Snowfall mainly occurs from December to March. Spring
and autumn are cool to mild. And the average precipitation is about 620 mm.m~,
annually (ZAMG n.d.).

3.2.1.1. Streets:

Streets, as the most important urban spaces in the cities, have the major effect in
modifying the urban micro-climate (Shishegar 2013). Used material, traffic load,
their orientation and aspect ratio are some of the well-known factors which
correspond with the urban canyon micro-climate in the cities (Ali Toudert and Mayer
2006). In this study, three types of streets (i.e. narrow type, wide type having heavy
traffic load with vegetation and wide type having a heavy traffic load without
vegetation) were selected for field measurements. Moreover each of the
aforementioned types was investigated in two perpendicular orientations.
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Measuring spot S1 “Paniglgasse”:

“Paniglgasse” is an almost narrow street with medium traffic load in forth district
(one of the densest districts) of Vienna. Its axis is oriented in east-west direction. It is
almost symmetric with an aspect ratio (H/W) of 1.29 and sky view factor (SVF) of
0.29. The surrounding buildings are almost in an equal height, typically 4-5 floor with
pitched tile roofs. The street is made of asphalt and is 14.5 m wide, includinga 2.5 m
sidewalk on each sides. The facade of most of the buildings is made of plaster in light
colors. About 32 % of the surface of the walls is covered by windows. The length of
the street is 280 m. It ends, in the west, onto “Wiedner Hauptstrasse”, a medium
wide street with heavy traffic, and in east, onto “Argantinnierstrasse”, a narrow
street with a light traffic load. The street is crossed by two almost similar streets in
the middle. The measurement station as it is seen in figure 3-1 was located 55 m
from the east end in the southern sidewalk.
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Figure 3-1: Urban plan showing the location of stops S1 and S2

Figure 3-2: Location S1 Figure 3-3: Fish eye picture of S1
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Measuring spot S2 on “Karlsgasse”:

“Karlsgasse” shows very similar characteristics compared to “Paniglgasse”.
Similarities in building materials used, SVF, H/W and the traffic load confirm this fact.
It crosses “Paniglgasse” street in an almost perpendicular way and ends onto
“Karlsplatz” in the north and “Gufhaus”, a medium wide street with heavier traffic,
in the south. Its length is 210 m and the station was located 110 m from the north
end, in the middle of the crossroads with “Paniglgasse” street and
“Frankenberggasse” street on the east sidewalk. Other properties are the same as
Paniglgasse. The configuration of these studied streets along with the exact position
of the measuring spots S1 and S2 are shown in figures 3-1 to 3-5.

Figure 3-4: Location S2 Figure 3-5: Fish eye picture of S2

Measuring spots S3 and S4 on “Schubertring” and “Karntnerring”:

These measuring spots are located on “Ring” as shown on figure 3-6. “Ring” is the
widest street in downtown Vienna. It is flanked by tall trees. Two measuring spots
i.e. “Schubertring”, S3 (oriented in Northeast-Southwest) and “Kartnerring” S4,
(orientated Northwest-Southeast), were picked as the samples for wide-street type
with vegetation. Total width of the street is about 55 meters including: two asphalt
cycle/pedestrian lines in the margin, along with two 2 m stone pavements in the
inner sides, two 6 m asphalt roads next to them, and one 12 m road with a heavy
traffic in the middle.

The surrounding buildings are almost the same in both measuring locations i.e. 6
floor buildings in light colors with a height of 25 m. Since most of the ground floors
are commercial, the openings constitute 43% of the wall surfaces in the ground
floors. But in the upper floors, 20% of the wall surfaces is covered by windows. The
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summer Sky view factor in “Schubertring” (S3) is 0.55, and in “Kartnerring” (S4) is
0.20. These values increas to about 0.65 and 0.50 on “Schubertring” (S3) and
“Kartnerring” (S4), respectively, due to the fallen trees leaves in the winter.
Complementary pictures describing the measuring locations S3 and S4 are given in

figures 3-6 to 3-10.

Schwarzonbe:gstra fe

Figure 3-6: Urban plan showing the location of stops $3 and S4

Figure 3-8: Fish eye picture of S3

Figure 3-7: Location S3
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Figure 3-9: Location $4 Figure 3-10: Fish eye picture of
s4

Measuring spot S5 on “Am Heumarkt” street:

“Am Heumarkt” is a wide street with a heavy traffic load in the third district of
Vienna city. Its width varies from 24 to 38 m along the street. Its main axis is
oriented from the north east to the south west with 770 m length. The Northern
part of it is next to the city park (known as Stadtpark), the middle part is without any
vegetation and the southern part, which ends to “Schwarzenberg platz”, is flanked
by trees. The station was located in middle part of the street to represent a wide
street with a heavy traffic load and without any vegetation. The street texture is not
symmetric. At the measuring spot, the western wall is 40 m height made of a dark
gray stone. Windows and door are covering 20% of the facade. The exact location of
this spot is mapped in figure 3-11.

Am Heumarkt

Top
55

Figure 3-11: Urban plan showing the location of stop S5
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Eastern buildings are residential 4 floor buildings with pitched roofs having the
height of 20 m. The ground level of these buildings is about 1.2 m lower than the
main street level. Here walls are made of stone and cement, painted in light colors
with an opening fraction of about 40%. The height to width ratio at the measuring
location is about 0.38 and the sky view factor here is estimated to be around 0.66.
Street is made of asphalt including the sidewalks in both sides and in the middle.
This measuring spot is shown in figures 3-12 to 3-13.

Figure 3-12: Location S5 Figure 3-13: Fish eye picture of S5

Measuring spot S6 on “FavoritenstraBe” street:

“Favoritenstralle” is a Northwest-Southeast oriented street in the fourth district of
Vienna. Its characteristics are similar to those of “Am Heumarkt” (see S5
description), while oriented perpendicularly to it. This street is selected, especially to
observe the effect of orientation of a street an urban micro-climate. The street is a
long street that ends to “Wiedner HaupstraBe” in the north and “Sidtriollerplatz” in
the south. Its width varies from the north to the south so the station defined in the
north part at a point which is almost similar to” Am Heumarkt” station.

In this spot the street is asymmetric. The east side building is a one floor building
with 7 m height having white color painted walls. 80% of the walls are covered by
windows. The West side building is a 7 floor building with stone Fagade in white and
purple color. The sky view factor in this spot is 0.5. The pavement of the street is
made of asphalt with 31 m width. Details are shown in figures 3-14 to 3-16.
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Figure 3-14: Urban plan showing the location of stop S6

Figure 3-15: Fish eye picture of S6 Figure 3-16: Location S6

3.2.1.2. Parks

Parks and city green areas as one of the defense lines of the cities against the
artificial temperature increase are investigated in this study. for this reasons, two
measuring locations (G1 and G2) were selected in the City park (named as Stadtpark)
located in the third district of Vienna to monitor the meteorological conditions. The
total surface area of the park is about 65000 m’. The “Wienfluss” river flowing in 7 m
lower than the park base level divides this park into two parts. A small lake in the
western part is another considerable water body in the park. The park is vegetated
by a wide variety of plants like deciduous trees, ever green trees with average height
of 20 m, grass field and wide range of flora. Figure 3-17 reflects the configuration of
the selected spots for the measurements in the city park.
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Lake

Figure 3-17: Urban plan showing the location of stops G1 and G2

Measuring spot G1 on “Stadtpark”:

This spot is located near the Southern entrance of the park from the Parkring street,
in an open area surrounded by the grass fields having a summer SVF of about 0.89
and a winter one of about 0.91. The closest trees are in 20 m distance. Nearby trees
are deciduous with an average height of 20 m. The paths are paved by asphalt.
Figures 3-18 and 3-19 deliver more details.

Measuring spot G2 on “Stadtpark”:

The second measuring spot in the park was chosen at southwest shore of the lake.
Its East side is a grass field. Tall trees in this spot are closer, i.e. 10 m westward.
Comparing with the first spot the sky is less open here. The summer sky view factor
is about 0.66 and the winter one is about 0.83. The road, on which the measuring
spot is located, is made of asphalt in around 2 m wide. Figures 3-20 and 3-21 show
more details.

e o e S T T o1,

Figure 3-18: Location G1 Figure 3-19: Fish eye picture of G1
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Figure 3-20: Location G2 Figure 3-21: Fish eye picture of G2

3.2.1.3. Plaza

The third studied category is about plazas. During summer days, these spaces are
used for outdoor activities by many people. Comprising to the total surface area of
the city of Vienna considerable surfaces have been allocated to plazas, that is why
they are assumed to affect the micro-climate of the city to a great extent.

The plaza category is divided into three subcategories, i.e. plaza with a water body,
plaza with vegetation and plaza containing neither a water body nor vegetation.

Accordingly three measuring locations, each representing one of the above
mentioned subcategories, are selected named here as P1, P2, and P3. Figure 3-22
displays the location of the measuring spots P1 and P2.

POOL

Tor

Schoel
? Vienna University of Technology, main bullding
Charles's Church

0 20 S0m

Figure 3-22: Urban plan showing the location of stops P1 and P2

Measuring spots P1 and P2 on “Karlsplatz”:

The measuring spots P1 and P2 were situated in the “Karlsplatz”. “Karlsplatz” with a
surface area of about 30000 m” is located at the North of the fourth district. The
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North border of it is “Lothringstrasse”, the west border touches the “Wiedner
HauptstraRe”, in the south it is surrounded by a school building and the Vienna
University of Technology, and on its east side the Vienna museum and a church are
located. Almost 40% of the surface area is covered by green field and planted by
average dense trees. The roads in the green area are made of asphalt, while these in
the side part in front of the church, where there is no vegetation, are paved with
gray stone. In this part there is a 2000 m” shallow pool. The measuring spot P1 is
located in front of the school building within green area. It is in a place which is
covered by 17 meter height trees and there is an open space restaurant, a one floor
wooden building, in its east side. It is in 50 m distance from “Wiedner HauptstraRe”
which has a heavy traffic load. The sky view factor of this spot in summer is about
0.15 and in winter 0.54.

The measuring spot P2 is located on the east side of the “Karlsplatz”. Because of
fewer obstacles the sky view factor is higher, i.e. in summer it is equal to 0.87 and in

winter around 0.89. Details pertaining to these measuring spots are shown in figures
3-23 to.3-26.

Figure 3-23: Location P1 Figure 3-24: Fish eye picture of P1
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Figure 3-25: Location P2 Figure 3-26: Fish eye picture of P2

Measuring spot P3 “Schwarzenbergplatz”:

As it is can be seen from the figure 3-27 the measuring spot P3 is located in
“Schwarzenbergplatz”. “Schwarzenbergplatz’with an area of about 7000 m* is
located on the border between the fourth and the third district of Vienna. Two 10 m
wide streets, made of asphalt with a heavy traffic load, are drawn through this plaza.
The area between these two streets, 18 m wide, is paved with stone. A 1 m asphalt
bicycle way and a 2 m stone paved sidewalk are placed in outer sides of streets on
both sides of plaza.

Schubertring
Lothringerstrafe

Schwarzenbergplatz ®

Kéarntner Ring

0 20 50 m

Figure 3-27: Urban plan showing the location of stopP3

“Schwarzenbergplatz” has a symmetric rectangular shape. The plaza is flanked by
plastered buildings with around 6 floors. These buildings are in light color. The spot
is almost in middle of the plaza and the SVF in that spot is around 0.81. Figures 3-28
and 3-29 show more details.
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Figure 3-28: location P3

Figure 3-29: Fish eye picture of P3

3.2.1.4. Courtyards

Courtyards are like lungs for the buildings to let them breath. They provide an
opportunity for natural ventilation and serve as a source of light for the inner spaces
of buildings. Thus, improvement of climatic condition of these inner spaces can
result in considerable savement in the energy consumption by using air conditioning
systems for their contiguous closed spaces. In contemplation of having a better
perspective of effective factors on the micro-climatic condition of courtyards the last
category was specified to the courtyards. This category is divided to two
subcategories, i.e. courtyards without vegetation and those with vegetation. Hence,
2 small courtyards in Vienna University of Technology (TU) complex (Hauptgebaude)

in “Karlsplatz” area were chosen. The exact location of these two measuring points,
named C1 and C2, is shown in figure 3-30.
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Figure 3-30: Urban plan showing the location of stops C1 and C2
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Measuring spot C1 at “TU4“:

This spot is located in Courtyard 4, a small courtyard of VUT in the main building. Its
area is about 270 m”. The surrounding buildings except the one in the east side are 5
floor buildings with 24 m total height in light color. The windows build 25% of the
walls. The building in the eastern side is shorter than the other i.e. 12 m height and
in 2 floors. The courtyard is sealed by asphalt and stone. On the northern side there
is a sheltered parking place for the cars and the bicycles. The sky view factor of this
spot is 0.19. Figures 3-31 and 3-32 show more detailed information about this
measuring spot.

Figure 3-31: Location C1 Figure 3-32: Fish eye picture of C1

Measuring spot C2 at “TU3“:

This is located in the courtyard 3 in the same building area, as in the case for “C1”. It
serves as an example for a courtyard with vegetation. Its surface area is about
600 m’ including a small garden with 150 m’ area, which has 3 average dense trees
with about 17 m height. It is paved by stone and asphalt and surrounded by 5 floor
buildings. The walls color is white and 12% of their surface area is made of windows.
Its shape is rectangular with a cut in south-eastern corner. The sky view factor in this
spotis 0.18,
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Figure 3-33: Location C2 Figure 3-34: Fish eye picture of C2
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3.2.2. Stationary weather station

BPI weather station, defined as the reference weather station (see section 4.1),
belongs to the Building Physics and Building Ecology Institute of Vienna University of
Technology (VUT). It is mounted on a tower on top of the main building of VUT. The
height of the weather station is 42 m. The average height of the buildings in this area
is about 27 m so it is located almost in the middle of the roughness layer in this area.
SVF at this spot is 1 and there is no obstacle between short wave radiation sensor
and sky.

The Sensors are manufactured by Thies Clima Company in Germany. It measures the
illuminance, temperature, relative humidity, wind speed and direction, air pressure,
precipitation and solar radiation with 1 second intervals. Details are given in table 3-
1 and shown in figure 3-35 and 3-36.

Table 3-1: Technical properties of the sensors used in BPl weather station

Item Unit Height Accuracy

Illuminance Lx 42 m <10%

Air Temperature °C 42 m 10.3K

Relative Humidity % 42 m +2%

Air Pressure hPa 42m +1 hPa

Global Radiation wW.m? 42 m +10%

Wind Direction ° 42m +5”

Wind Speed m.s* 42 m +0.5m.s " or 3% of measurement
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Figure 3-35: BPI stationary weather Figure 3-36: Schematic section showing BPI
station stationary weather station

C*:

Additionally, a second stationary weather station in the courtyard of the university
old building, next to the main building was used to monitor weather data pertaining
to the air temperature and pressure, the relative humidity, the global radiation, the
wind speed and direction from 9.3.2010 to 31.12.2010 (Schuss 2011). The collected
data were used for calibrating the simulation code used for micro-climate modeling
(see section 5.1). This weather station, referred to as C* here, was installed on an
external wall next to a window in the first floor. The height was approximately 7 m
from the ground level. The courtyard is relatively large with an area about 2245 m*.
Out of that 1534 m’is a green area covered by grass and 11 dense trees. The ground
is sealed by stone pavement. It is surrounded by buildings with 3 to 5 floors with
gray and white facades.
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Figure 3-37: Stationary weather station C* (Schuss 2011)

A Karte vergroftern

Figure 3-38: Measurement locations and reference weather station (BPl) marked on an
area map (www.wien.at, 2012)
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Table 3-2: The selected measurement spot with information regarding category, SVF, orientation, vegetation, surface properties, water body presence, intensity of traffic,
H/W ratio (of streets).

Surface
properties
L . . . . Water Intensity of Streets'
Affiliation Name of location Category SVF** Orientation Vegetation soil . .
body traffic H/W ratio
sealed | or
green
S1 Paniglgasse street 0.30 E-W no 100 no medium 13
S2 Karlsgasse street 0.29 N-S no 100 no medium 13
S3 schubert ring street 0.59 NE-SW heavy 86 14 no heavy 0.5
S4 Kdrntnerring street 0.16 NW-SE heavy 82 18 no heavy 0.5
S5 Am Heumarkt street 0.67 NE-SW no 100 no heavy 0.4
S6 FavoritenstraRRe street 0.47 NW-SE no 98 2 no heavy 0.8
P1 Karlsplatz plaza 0.16 n/a heavy 75 25 no no n/a
P2 Karlsplatz plaza 0.88 n/a no 100 yes no n/a
P3 schwarzenbergplatz plaza 0.82 NW-SE no 100 no heavy n/a
C1 TU courtyard 4 courtyard 0.20 n/a no 100 - no little n/a
C2 TU courtyard 3 courtyard 0.18 n/a medium 78 22 no little n/a
Cc* TU Resselgasse courtyard 0.45 n/a heavy 35 65 no no n/a
G1 Stadtpark park 0.90 n/a medium 30 70 no no n/a
G2 Stadtpark park 0.68 n/a heavy 30 70 yes no n/a
BPI Refrence point n/a 1 n/a n/a n/a n/a n/a n/a n/a

**The SVF was calculated using The SkyViewFactorCalculator, developed at University of Gothenburg. The equations used to derive SVF are based on the method

presented in B. Holmer, U. Postgard, and M. Eriksson (2001). Sky view factors in forest canopies calculated with IDRISI. Theoretical and Applied Climatology 68, 33-

40.
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3.2.3. Mobile weather stations

The mobile weather station was mounted on a bike trailer at the height of about
1.6 m, recommended height is 1.5 m (Gartland 2008). It was equipped with a
temperature sensor and as well as humidity sensor, a low power anemometer for
wind speed (vector instruments type A100L2) and a pyranometer for solar radiation
(Sky Instrument), all connected to the same logger (weather station DK-Statl,
Driesent Kern GmbH). The logger was carried in a trailer. The trailer was equipped
with a camera tripod and an attached compass. The pulling bike was also equipped
by a pair of bike bags to carry CO, sensors and camera. In outer net bags in the both
sides which allow air ventilation, two Telaire 7001 CO,/temperature monitors
connected to two Synotech onset HOBO data loggers were placed. Additionally a
Nikon Coolpix 8400 camera with 8.0 Mega pixels with a Nikon UR-E16 Fisheye Lens
was utilized in order to take pictures from the sky.

In the path of measurements due to some technical problems associated with the
logger it was decided to replace the logger and the whole set of sensors with Onset
HOBO loggers. The new data logger was H21-001, the temperature/humidity sensor
was replaced by S-THA-MO002, the wind speed sensor by S-WSA-M003 and for the
solar radiation by Pyranometer, S-LIB-M003. The tripod which the sensors were
mounted on was the same so the height did not change. The details pertaining to
the loggers and the sensors used are given in table 3-3.

Table 3-3: Instruments used in mobile weather station

Item Unit Height Instrument

Global radiation-1 W.m™ 1.6m pyranometer (Sky Instrument)
Air temperature-1 °C 1.6m low power anemometer

Wind speed-1 m.s™” 1.6m Vector instruments type A100L2
Relative humidity-1 % 1.6m low power anemometer

Cco, ppm 0.40 m Telaire 7001

Global radiation-2 W.m? 1.6m pyranometer S-LIB-M003

Air temperature-2 °C 1.6m S-THA-MO002

Wind speed-2 m.s” 1.6 m S-WSA-MO003

Relative humidity-2 % 1.6m S-THA-MO002
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Field measurements for the project started in June 2010 and continued till
September 2011. Two types of measurements were done; short/regular as well as
long ones. In terms of short/regular measurements several measuring spots were
visited for a time span of 12 minutes. Long measurements took place at one location
over a period of 12 h, from noon till midnight in order to record fluctuation of
temperature and its decreasing trend during the evening. Unlike the other type of
measurements the long one was carried out just at five measuring spots, i.e.at S1,
S5, P1, C2 and G1. Depending on weather conditions to avoid precipitation,
concerning each measuring spot short measurements were done about three times
a week each time at a different time point during the day time scheduled on
different times of the day.

3.2.3.1. Launching and reading out

The logger of the first mobile weather station was launched and read out using
INFRALOG 301 software. The data was measured and recorded every 15 s. The data
were saved in BIN format and were converted to ASC file by INFRALOG software.
Thereafter the logger of the second mobile weather station was working using
Hoboware software. The interval for measuring and recording the data was like
before, 15 s. The data were saved as ONSET HOBO DATAFILE, which was converted
to xls files (MS Excel) by Hoboware software later on.

The HOBO loggers used to record the CO, measurement results were using Onset
GREENLINE software (measuring/recording every 15s). The data were recorded
under ONSET HOBO DATAFILE format, converted to the txt files during the reading
out process. The HOBOs also recorded the air temperature and the relative
humidity, but due to improperness of this model of sensors for these types of
measurements, the recorded air temperature and relative humidity here were
ignored. Figures 3-39 and 3-40 show the first and second mobile weather station,
respectively.

Figure 3-39: First mobile weather station Figure 3-40: Second mobile weather station
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3.2.3.2. Calibration of mobile weather station

A test measurement was conducted on June 6" 2010 to estimate the adaptation
time of the sensors. For this test run, a measurement was done at S1 for around 17
minutes. The result showed that, when the average air velocity is about 1-2 m.s " the
air temperature and relative humidity sensors need around 5 minutes to adapt to
the environmental conditions (see figure 3-41). In the case of still air, the adaptation
time can increase even up to 90 minutes, if the temperature difference between the
two subsequent measuring spots is high. For this reason it was decided to have a 12
minutes measuring time for each measuring spot, every time
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Figure 3-41: Fluctuation of temperature and wind speed at test measurement

To calibrate the first mobile weather station, it was mounted near the BPI weather
station, for a time period of 4-5 days. The data collected by the BPI and those
collected by the mobile station were compared. Taking BPI reading as the reference,
through least square regression method, appropriate correlations were obtained for
the correlation of the air temperature and air relative humidity read out of the
mobile weather station. Details are shown in figures 3-42 to 3-45.
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Figure 3-42: Monitored air temperature at BPI and first mobile weather station
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Figure 3-43: Monitored relative humidity at BPI and first mobile weather station
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Figure 3-44: Regression analysis of temperature monitored by BPI and first mobile

weather station to calibrate the mobile weather station
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Figure 3-45: Regression analysis of relative humidity monitored by BPI and first mobile

weather station to calibrate the mobile weather station

The same procedure was applied to calibrate the second mobile weather station.
Since the difference between the data, obtained from both weather stations, was

negligible in each case so no regression equation was applied to the data
by the HOBO weather station (the second mobile weather station).

collected
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3.3. Computational inquiries

The uncontrollable and the unpredictable weather conditions and the wide
variances in the urban geometry impose significant limitations to the empirical
studies concerning the micro-climatic conditions (Ali Toudert and Mayer 2006). As a
substitute, Numerical simulation perfectly fits to deal with the complexities and
nonlinearities of the urban climate systems (Arnfield 2003). This method
progressively is improving with computing power and sophisticated meteorological
models that can integrate the effects of the urban configuration (Robinson 2011).
Regarding to the physical foundation and the temporal / the spatial resolution,
micro-scale climate models differ from each other. Most of them focus on one or
two aspects of the urban micro-climate and neglect the other variables.

To find the most fitting simulation tool which can meet requirements of this project,
existing micro-climate modeling tools were surveyed and summarized in the
following table.

Table 3-4: Well-known available micro-climate simulation tools

Name Capability
Heat flux, radiation flux, air flow and aerosol desperation, and
ENVI-met exchange processes of vapor at the ground surface and at the
vegetation
MISKAM airflow and the gas diffusion
RadTherm temperature distribution of the product or system
Rayman Radiation Flux and outdoor thermal comfort
OTC Outdoor thermal comfort
RIAM- . L
airflow and the gas diffusion
Compact
TownScope Solar access and thermal comfort
LASAT dispersion of atmospheric air pollutant
SOLWEIG longwave and shortwave radiation Fluxes
SOLENE Radiation flux
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3.3.1. Relevance of ENVI-met to the present study

Among the surveyed urban micro-climate simulation tools Envi-met is the most
comprehensive tool. It is a freeware developed by Michael Bruse et.al. at the
University of Mainz. It simulates the urban micro-climate with complex building
shapes, vegetation and different types of pavements. Its input parameters are
relatively few but it reproduces wide range of climatic parameters such as air, soil
and surface temperature, air and soil humidity, wind speed and direction, short
wave and long wave radiation fluxes, gas particles and many other important
metrological factors which are being discussed in section 3.3.2 (Bruse 1999).

High spatial and temporal resolution of its outputs can provide deep understanding
of the urban micro-climate variation within the urban fabric and can help to evaluate
the findings of on-site measurements in this project. Therefore, Envi-met 3.1, which
is officially released in the Internet, was employed for this project at the beginning of
this research project. In July 2011 a preview version of ENVI-met 4.0 released for
academic purposes. Due to its new features and improvements in some calculations,
(see section 3.3.2 ) some other simulations were performed with this version and
the results were compared with those obtained through version 3.1 to choose the
best fitting tool and input assumption for this project.

3.3.2. General structure of ENVI-met 3.1(4.0)

ENVI-met is a three-dimensional non-hydrostatic model for the simulation of
surface-plant-air interactions within urban environments. It is a micro-scale model
with a time step of 10 sec at maximum and with resolution from 0.5 to 10 m for the
length (x) and the width (y) of the grids. Height of the grids (z) can be defined to
increase by the height of the model and can be more than 10 m in upper grids. The
model calculation includes (Bruse 1999):

e Shortwave and long-wave radiation fluxes considering absorption,
reflection and re-radiation from buildings and ground surfaces and the
plants,

e Transpiration, Evaporation and sensible heat flux from the vegetation into
the air,

e  Ground surface and wall temperature for each grid point and wall,

e  Water and heat exchange inside the soil system,

e Calculation of biometeorological parameters like Mean Radiant
Temperature or Fanger's Predicted Mean Vote (PMV) —Value,

e Dispersion of inert gases and particles including sedimentation of particles
on leafs and surfaces,
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Figure 3-46: Graphical overview over the data flow within the ENVI-met

Buildings, vegetation, soils, surfaces and pollutant sources can be placed inside the
model area. Besides of natural and artificial surfaces, the model is also able to
handle water bodies but it cannot handle freezing and precipitation (Bruse 1999).
An overview over the data flow within the ENVI-met is given in figure 3-46.

3.3.3. Model layout

The ENVI-met model consists of a 1D boundary model, a 3D atmospheric model and
a 1D soil model. The 1D boundary model expands from the ground level to the
height of 2500 m and calculates the values of the model boundary. The three-
dimensional model incorporates rectangular grids with the dimension of x, y and z.
Grid sizes can be defined from 0.5 to 10 meter. Ax and Ay are constant all over the
model but Az can be set to increase with the height. The objects inside the 3D model
are squeezed into these grids parallel to the X, Y and Z axis. Every grid can be
completely filled by an object or just by the air. The grids sizes of one dimensional
boundary model is the same as 3D model but in the case of the 1D soil model,
vertical size of the grids is defined by the model. The soil model consists of 19 grids
and is extended down to the 4.50 m below the ground surface. A schematic
overview over the model lay-out is shown in figure 3-47.
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Figure 3-47: Schematic description of model lay-out.

3.3.4. Atmospheric model

The atmospheric model speculates changes in the air temperature and the air
humidity, the air velocity and the turbulence and the radiation fluxes, based on the
fluid dynamic laws (explained in section 2.8).

3.3.4.1. Air flow

Calculation of the turbulent flow in ENVI-met is based on the non-hydrostatic
incompressible Navier-Stokes equation (Bruse, 1999):
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where f=10'4 [s"] is the Coriolis parameter, K, is the exchange coefficient, p’ is the
local pressure perturbation, 0 is the potential temperature of the level z and 6, a
reference temperature at the same level. The terms u, and v, are donated to
geospheric wind components. Regarding to Boussinesg-Approximation (i.e. Ap=0),
the air density p is removed from the original equation.

Thus, an additional term g(08(z)/6e(z)) is added to w-equation to include the
thermal forced vertical motion. Nomenclature u; stands for u, v, w, x;for x, y, z and i
for 1, 2, 3 to avoid expanding the equations.

Loss of the wind speed due to the drag, forced at the plants, is calculated via S, S,
and S,, according to Yamada (1982) and Liu(1996) by:

op'
Su(i) :azcd’f LAD(Z)WU’ (3-5)

1

W =u* +v* +w’ (3-6)

where W is the mean wind speed at level z, LAD is the leaf area density of the plant
at the same level and cq¢ is the mechanical drag coefficient set to 0.2.

3.3.4.2. Utilization of proper turbulence model

In ENVI-met a two equation turbulence model has been used to cope with
turbulency. This model is known as Mellor and Yamada (1.5 order closure model
1975). Two equations for the local turbulence (E) and its dissipation rate (g) are
added to the original CFD two equation model. The main feature of this model is
(Bruse, 1999):

OE OE O'E
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ot ox, OX;
g-equation standard constants c;=1.44, ¢,=1.92 and c3;=1.44 are taken from Launder
and Spalding (1974). The mechanical production and dissipation of the turbulent

energy caused by the wind shearing (Pr) and the thermal stratification (Th) can be
described as:
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According to Liu etal (1996) and Wilson (1988), the turbulence induced by
vegetation Q; and accelerated cascade of the turbulence energy from the large to

the small scales near to the plant foliage elements Q; can be expressed as:
Q, =c,, LAD(z)- W’ —4(cd'f -LAD(z)- |W | -E) (3-11)

Q = 1.5(cd_f -LAD(z)-W? ) -6(c, ;- LAD(z}|W | ¢) (3-12)

The turbulent exchange coefficients are derived from the calculated E-g¢ assuming
the local turbulent isotropy by:

K,=c, (E—J (3-13)
&
K, =K, =(1.35K,,) (3-14)
Ke = (K—mj (3-15)
UE
K - (K_mj (3-16)
O-E

Where ¢, =0.09 ,0; =1 and 0, =13.

3.3.4.3. Temperature and humidity

Distribution of the air temperature and the air humidity within the atmosphere is
described and modeled by the combined advection-diffusion equation (Bruse 1999).

2 2
%+ui%=Kh. g + i . % +Qh (3_17)
ot OX, Ox; c,P 0z

1
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og 0%g o’q
E-l—ufa:,(q’[& +Qq (3—18)

where K}, and K, are turbulent exchange coefficient for the heat and the humidity.
The term  (1/(c,- p))-(OR,, / Oz) describes the air temperature and the humidity

changes, caused by the divergence of the long wave radiation. Q, and Q, are added
to link the heat and the humidity flux between the plants and the atmosphere (see
section 3.3.6).

3.3.4.4. Radiation

The radiation budget of the atmosphere depends on the air temperature, the
absorption and the emission coefficients of the atmosphere layers. Several factors
such as water vapor concentration, CO,, Ozone and content of other gasses as well
as the number of existing aerosols define the emission and the absorption rate of
the atmosphere. Due to the complexity of the process through which play their role
to affect the absorption/the emission rate in the atmosphere as well as lack of the
detailed information about the distribution of them in the atmosphere, ENVI-met
just takes the water vapor effect into account (Huttner 2012).

The shortwave radiation flux at the upper boundary is calculated by integrating the
radiation intensity of the sun Iy between the wavelength A=0.29um and A=0.40um:

*

R, =], () exp{=a, -(m+ a, -(AIm} -2 (3-19)

sw

Where OLR=O.00816.)\'4 and a,\,.=)\'1'3[3tr are Raileight and Mie scattering coefficient,
respectively with 0.004< Bir < 1 as the opacity coefficient. m is the optical air mass
and according to sun height is calculated by:

If h>10 then: m= 1 (3-20)
sin(h)
fh<10 then:  m=1.22) —=%1%% 049 (3-21)
sin(h+1.44)

The absorbed shortwave radiation by the water vapor should be subtracted from the
incoming shortwave radiation at the boundary to calculate the absolute direct
shortwave radiation.

R° =R —R

sw.dir sw sw.abs

=R., —(70+2.8(e,,, -m)) (3-22)

€, is the water vapor pressure in [hPa] in 2 m above ground level.
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The diffuse shortwave radiation for the clear sky depends on the incoming direct
shortwave radiation and the sun height, h, and is calculated after Brown and Islalt
(1974):

Ry = Rawar - (h)( . Yg?() hJ (3-23)
() ER—_— (3-24)

1+8(sin(h))*’

In cloudy condition, the direct and the diffused radiation is reduced. Reduction rate
is estimated after Taesler and Anderson (1984):

sw dir (CIOUdS) sw dir (1 - %j (3-25)
R® xsin(h -1
R;’W,d,f(aouds)=[ W;;(S;;( )j((a ‘isa )_J- R°  (Clouds)xsin(h) (3-26)

N is the cloud cover in 1/8 (in octas), a. the albedo of clouds and a, albedo of the soil.

The incoming longwave radiation within a model with N layers, at the level of z can
be estimated according to Paltridg and Platt (1976) by:

N

2)=Y (o T*(n)-[&, 01+ AN -&,()]) (3-27)

n=1

where | is the amount of the water vapor between the height z and the lower
boundary of the layer n and (l+Al), the amount of the water vapor between the

height z and the upper boundary of the layer n. The term &, is the emissivity and T
the absolute temperature of the layer n.

Radiation flux is significantly affected by the existing buildings and vegetation within
the model. The reduction effect of these obstacles is taken into the account via
introducing a number of coefficients. The modification effect of the buildings is
described by osyr explained in section 2.2.1.1. Other coefficients approximate the

effect of the plants on the direct and the diffuse shortwave radiation (o, and

Osw.dif) @s well as the upward and the downward long wave radiation (O',Iv and G,tv ):

0., 4 =EXp(F-LAI*(z)) (3-28)
O g aif =exp(F-LAl(z,z )) (3-29)
o] =exp(F-LAI(0,z)) (3-30)

61



Approach

o-,fv =exp(F-LAl(z,z,)) (3-31)

F is the extinction coefficient and LAI is the one dimensional leaf area index of the
plant from the height z up to the top of the plant z, or down to the ground level
(z=0).

2'+Az

LAI(z,z + AzZ) = j LAD(z")-dz' (3-32)

For the shortwave solar radiation, LAI*, is introduced instead of LAI to describe the
effect of the angle of the incidence of the incoming sun rays.

The shortwave radiation budget can be summed up as:

st (Z) = (O-sw.dir (Z) ' RSw.dir ) + (O-sw.dif (Z) ' O—SVF (Z) : wa,d/‘f ) + (1 - O—SVF (Z)) : ng.dir ' 6_7
(3-33)

Where wa‘d,, and wald,,fare the direct and the diffuse shortwave radiation at the

upper boundary of the model respectively and @ is the average albedo of the walls
within the domain. The long wave radiation flux within the model can be
approximated by:

R (2)=(00(2,2,)- R’ )+ (1=0,,(0,2)) - &, -0 - T} + (10, (2) Ry (3-34)
T _ 0 4 0 4

Ru(2)=(01,(0,2)¢,-0, T} )+(1-0,,(0,2) -5, -0, - T} (3-35)

R (2)=(1- 0y (2))- &, - Oy Tu (3-36)

where 7_}7 and fﬂ are the average foliage temperature of the underlying and
overlying vegetation. The term g, & and g,, are the emissivity of the surface, foliage
and wall, respectively.T, is the surface temperature and R,‘; is the horizontal

longwave radiation flux from the surrounding walls and the term oy refers to the
Stefan_Boltzman constant: 63=5.97.10-8 WmK™.

3.3.5. Soil model

ENVI-met calculates the temperature and humidity of the soil by employing a one
dimensional model. Every grid in the domain has a soil profile including 19 layers,
extended from the ground level down to the 4.5 m. The thickness of the layers varies
between 1 cm to 150 cm and increase from the upper layer to the deepest. The
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temperature distribution and the soil volumetric moisture content within the model
are approximated by (Bruse 1999):

or. o’T

sok | S 3-37
ot ¢ (622] (3-37)
on az77 aK’]
9 _p |90 | s 3-38
a " (622] [62 ) (3-38)

where K; is the thermal diffusivity of the soil. It is constant for impermeable soils and
a function of the soil moisture n for other types. S, is the water uptake by the plant
root, described in the section 3.3.6. And D, is hydraulic diffusivity of soil layer.

3.3.6. Vegetation model

The plants inside the urban canopy as a biological body apart from influencing the
air velocity and the radiation within the urban canopy interact with their
surrounding environment by exchanging the heat and the vapor, as well (Ali Toudert
2005). In the present work, by the used CFD code the vegetation model is
considered as a 1D column with height z,. Along the plant height leaf area density
(LAD) profile is used to describe the leaf distribution. The same pattern is used for
the root distribution in the soil by the root area density (RAD) profile along the root
depth,( -z,). To obtain suitable estimates for LAD and RAD values, which are
supposed to be used in the simulation model, standard measurements/tables for
different types of plants given in the literature should be used. In present work, in
the most cases the proper default values in the ENVI-met code have been used.

3.3.6.1. Turbulent heat flux through evaporation:

The heat transfer interactions between the plant leaves and the surrounding air are
formulated in the following equations (Bruse 1999):

Iy = 1.1(r;1 ) (1,-T,)

(sensible heat flux) (3-39)

Jpop = (1, AG-0,- £, )+(r, " -(1-0,)-Aq)

(evaporation flux of liquid water on the leaves) (3-40)

Jf,trans :5c .(ra _|—r-s)71 (1_fw)Aq

(transpiration flux controlled by the leaf stoma) (3-41)
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Ag=q*(T,)-q, (3-42)

where T, and g, are respectively the air temperature and specific humidity around
the leaf. Aq is the leaf-to-air humidity deficit. The term T; is the foliage temperature
and g* the saturation value of g at the leaf surface. The term &, is set to 1 when
evaporation and transpiration can occur (Ag20) otherwise is 0. r, is the stomatal
resistance which depends on short-wave irradiance input and available soil water,
and is calculated after Deardoff (1978) or alternatively after Jacobs (1994) which is a
more dynamic description including the photosynthesis process. r, is the
aerodynamic resistance which is the function of the wind speed (W). And the
contribution of leaf geometry in terms of the leaf diameter, D, is considered.
Through

D
r=A |———— (3-43)
max(W,0.05)

A= 87 s>°m™ for conifers and grass and A= 200 s>°>m™ for deciduous trees. D ranges
from 0.02 m (for conifers) to 0.5 m (for tropical plants).

The term f,, refers to the fraction of wet leaves and is calculated as below:

%
f[W_] (3.44)

dew ,max

where Wy, is the actual amount of dew on the leave surfaces and Wgew,max is the
maximum possible value (0.2 kg.m™)

3.3.6.2. Leaf energy balance

By neglecting the internal energy storage inside a leaf the foliage temperature T¢ can
be obtained from the steady-state leaf energy balance energy balance equation
(Bruse 2004):

0= st,net (Z) + le,net (Z) _(Cp . IO . Jf,h ) - p L (‘If,evap, + Jf,tran) (3-45)

where ¢, is the specific heat of the air and p the air density, L is the latent heat of
vaporization. The terms J;eyap, and Jiran are evaporation flux of liquid water on the
leaves and transpiration flux controlled by the leaf stoma, calculated through
equations (3-40) and (3-41), respectively.

Rswnet the net shortwave radiation absorbed by the leaf surface, is calculated
through:

Roy et (2) = (F Ry e (2) + Ro i (2))-(1 -0, — 1) (3-46)
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here, F is a non-dimensional parameter describing the orientation of the leaves
towards the sun (0.5 for randomly orientated leaves), as is the albedo of the foliage
and t, is a transmission factor (by default, 0.3).

The longwave radiation contribution in equation (3-45) is calculated using the
following equation:

R 2.T)= (2, -R%(2))+ R0 () + (2, R, (2) (25, 0, T} )~ (-0, ()0, T, )
(3-47)

The source/sink terms for the atmospheric model, used in equations (3-17) and (3-
18), can finally be computed using equations (3-39) to (3-41) with T; obtained by
solving (3-45):

LAD(z)-J

-, (3-48)

§e]
—_
N
~
Il

+J (3-49)

LAD(2)-(4 ' ans)

ge)

—
N

~
I

f ,evapo

where LAD is the leaf area density in height z. The equations assume that only one
side of the leaf is participating in the exchange processes of the heat and the vapor
(the luff side) and absorbs the shortwave radiation, whereas in the long wave
radiation spectra, both sides of the leaf take part in the radiative exchange process.

To have more realistic simulation model the water balance of the plant/soil system
must be taken into account. The transpired water by the plant is taken from the soil
via its roots that results a decrease in the soil water content leading in turn to an
increase in the stomatal resistance and the transpiration decrease.

The total mass of the transpired water (my.ns) by the plant is given by the vertical
integral over the transpiration fluxes in the different plant layers:

My = X [ 7 LAD(2)X U, 10, (2) % 2 (3-50)

f trans
The amount of the taken water from the different soil layers inside the root zone of

the plant depends on the amount of the roots in the layer (RAD(z) value) and the
hydraulic diffusivity of the soil layer (Dn (z)):

-1

S, (-2)= [mr_] x(RAD(-2)xD, (-2))x| [ RAD(-2)xDrj(-z)xdz (3-51)

w r
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3.3.7. Ground surface model

Ground surface temperature T, can be computed via solving energy balance
equation at the ground surface (Huttner 2012).

R +R (To)'G(To)'H(To)'LE(To rqo):o (3-52)

sw.net  lw.net

where Rqynet i the net short wave radiation and Ry, ne: is the net longwave radiation
at the ground surface. G,H and LE are the soil sensible and latent turbulent heat flux,
respectively. Here Rq, ne: is calculated as follow:

st.net = [Cosﬁ* . st.dir (Z = O) + st.dif (Z = O):I : (1 - as) (3_53)

Where B* is the angle between the direct solar radiation and the surface exposition.
The term as is the soil albedo, a constant value for the impermeable surfaces and a
function of the sun angle and the soil water content for other types. The net long
wave radiation at ground surface is divided into two parts:

Riwnee () =(Osys Rt oo (T,)) + (L= 0 ) Receer (T, ) (3-54)

Iw.net( Iw.net

screened
Iw.net

Where R

Iw.net

blocked by the buildings and the vegetation.

is the part of the sky with unobstructed view and R is the part

R () =0,,(0,2,) (R ~£,0,T;)
I & _ _ (3-55)
+ (1-0,,(0,2,))- [—] (ogT, - 057'04)}
&, + &, —E, &
screened gwgs =4 =4 =4
R/Wﬂet (TO) = —J : (maX(GBTW 'O-BTO ) - O-BTO ) (3'56)
g, +&,—8&,8,

where g, &, and g, are the emissivity of the soil, the vegetation and the walls
respectively, Tr and T, are the surface temperature of the vegetation and the walls
respectively.

The turbulent heat fluxes H and LE are a function of the calculated turbulent
exchange coefficients, K,? and Kf;, the temperature and the humidity of the ground
surface, as described below:

=p-c, | K To =0 (3-57)
720 0.5Az,

—K,? g
0z
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aq do — G
LE(T,,q,)=p-L(T,)-| =K — |= p-L(T,) | KO | 22—+ 3-58
(T5.9,)=p (o)[ qaz} oy (o)[q(o‘smmﬂ (3-58)
With
L(T,)=(5.501-0.00237 (T, —273.15))-10° (3-59)

and the soil heat flux G can be described as:

T T,-T,
6i1) =1, = 4, (k= -2) | BT (3-60)
0z 0.5Az,_,

where q is the specific humidity (qo at the surface), A is the soil heat conductivity,
k = = 1 corresponds to the first grid point over or under the ground surface,

K,? and K;’ are the exchange coefficient for heat and vapor between air and surface,

calculated with respect to thermal stratification (Asaeda and Ca 1993).

3.3.8. Building surface

Up to version 4.0 by ENVI-met simulation code the buildings surface temperature
was calculated based on a simple steady-state energy balance. Involved parameters
were general thermal properties of materials (i.e. albedo, emissivity and U-value) as
well as sensible heat transfer between the atmosphere and the facade and the heat
conduction through the wall material. Since software could not assign an individual
value for every single wall/roof, therefore an average value for the whole model was
taken into account.

The steady-state energy balance on a building surface can be expressed by (Huttner
2012):

T -T A, (T, =T,
Rfffnet+Rfvf’fnet—(8f~GB'T$)—(C,,~pW~K;” 3 W”]—( u (Wd W")Jzo (3-61)

X

abs abs
where R and R

sw.net Iw.net

are absorbed shortwave and longwave radiation,
respectively, & is the emissivity of the facade, oz the Stefan-Boltzman constant, T,
the wall temperature, C, the specific heat capacity of the air at the constant pressure
[1200 J.kg'l.K'l],pW the density of the wall, K,'f“ [m?.s] refers to the air thermal

diffusivity at the surface of the wall/roof, T,.,; the air temperature at the grid cell
next to the wall, D, the distance between the fagade and the center of the next grid
cell, A, the thermal conductivity of the wall and T,,; the temperature of the inner
surface of the wall and d describes the wall thickness.
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As it is seen in the energy balance equation, heat storage within the building mass is
neglected. Therefore absorbed shortwave radiation for the walls is set to the half of
its actual value to achieve to the more realistic result. The absorbed long wave
radiation for walls estimated by:

" 1 2 1 1
R/Mf’.net = gf ' [(1 - O.SVF ) ' [gle.gmund + gle.buiIdings ] + O-SVF ’ (Ele.sky + Eleground Jj

(3-62)

and for the roofs by:

Rﬁff.snet = gf ((1 - GSVF ) : le,bui/dings + O—SVF : R/w,sky ) (3'63)

Where Ry, grounds Riw, buildingss and Ry, sky are the long wave radiation emitted from the
ground, building and coming from the sky respectively. The mean value of
ground/walls temperatures within the domain were taken for calculation of the long
wave emitted from the ground and buildings surfaces.

In version 4.0, to solve the problem of neglecting the heat capacity of the walls in
calculation of the surface temperature, a new approach based on the multiple-node
transient state model is taken. This model uses infinite numbers of nodes in
calculation of the wall/roof temperature but for current version 7-nodes are used.
Involved physical properties of the walls in this method are: transmission, emissivity,
reflectivity, absorption, heat transfer coefficient, thermal conductivity specific heat
capacity and the thickness of the wall.

Outside | Wall Inside
ax

o o 0 0 0 00
T T3 T8 7

Figure 3-48: Schematic of the 7-node model

The energy balance for outer node can be expressed as:

R abs +R abs

sw.net Iw.net

" AX 2At
(3-64)

L G R (P —Tf))+[ﬁ'(Tz* _Tl*)j:(cwall P (T _Tl)\J

68



Approach

Where h.y is the heat transfer coefficient for the outside wall (W.m'Z.K‘l), A the
thermal conductivity [W.m'l.K'l], Ax the distance between two nodes, C,, heat

capacity of the wall, T, the temperature at the node n at present or future time
step T, .

And h g is calculated based on German DIN6446 [DIN 2005] as (h.o =4+4v). The term
v is the wind speed in front of the wall/roof [m.s'1]. According to Fourier Equation:

a_[_A_ o (3-65)
ot Coart * P ) OX°

The energy flux at the middle node (T,,) can be described as:

(P+2)-T -T.

n+l

=P-T +T, (3-66)

AXZ .Cwall p .
Where P = T . The energy balance for inner node sums up to:
. h_-Ax . h..-Ax
-T, + E+ < +1|T, = P T+ == -T, (3-67)
2 A 2 A

Where T, is the inside temperature and h.;=7.7 W.m?2K" is the heat transfer
coefficient at the inside. Heat flux parallel to the surfaces is neglected.

3.3.9. Forcing

In contemplation of obtaining accurate results from simulation a specific
meteorological development, it is necessary to use “forcing” for computing the
interested variables at inflow boundaries (Huttner 2012). To achieve this goal the
lateral boundary conditions type (LBC) shall be set to forced/closed. In this approach
the values of the one dimensional model are copied to the grid cells at the inflow
boundary of the model. Forcing allows the user to define a 1D profile every hour of
the simulation time. By the used simulation software only the air temperature and
the air relative humidity in one hour intervals for a 24 hour cycle or just minimum
and maximum values and their respective times can be forced. A linear interpolation
between time steps is used to calculate the 1D profile for the times in between
(Huttner 2012).

¢ =4+, —4,)-(t-t,)/ (¢, -t,)) (3-68)

Where t is the current simulation time, t; and t, are the previous/next time step for
which the data is provided, and the term ¢ is the variable at the respective time.
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The height of the given data is assumed to be 2 m. A simple linear interpolation is
used to develop the 1D-profile vertically (from the ground level up to 2500 m above
the ground).

3.3.10.Required Input Data

The ability of a simulation software (a CFD code) in generating reliable results which
can match the measured data in an optimized way at the same time, strongly
depends on the accurate definition of the associated initial/boundary conditions,
pertaining to an urban model area.

By mean of using ENVI-met, there are two possible modes to simulate a micro-
climatic model, i.e. “none-forcing” and “forcing” (available from version 4.0) modes.
For the “none-forcing” mode following minimum/basic inputs associated with
initial/boundary conditions have to be provided:

— geographical position and time (solar radiation)

—  Uygm: horizontal wind speed in 10 m above ground

— wind direction

— 2z roughness length

—  Tsare initial air temperature

—  Q: specific humidity at the top of the model (H=2500 m)
—  &ym: relative humidity in 2 m above ground

In order to perform the simulation model via “forcing” mode, as basic inputs, instead
of initial air temperature, specific humidity at the top of the model and relative
humidity in 2 m above ground, hourly based air temperature and air relative
humidity in 2 m above ground, shall be provided hourly based for a time span of
24 h.

In addition to above mentioned properties/conditions, which have to be provided as
minimum inputs to the simulation software, there are also some more input
parameters which can be adjusted to achieve a well-adapted software for a specific
modeling. (default values are provided by ENVI-met). For more detailed explanations
in this regards reference is made to appendix A.

To achieve a better software adaptation to match the simulation requirements,
defined within the context of this work, the following input parameters in the ENVI-
met software have been adjusted as follows:

—  “Solar adjustment” value was set 0.82.

—  “time step” wassetto1ls

—  “The albedo of walls and roofs” for the runs performed by using version 3.1
was set to 0.4
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By the rest of the input parameters default values, provided by the software, were

used.

3.3.11.Shortcomings of ENVI-met

ENVI-met is still considered as underdevelopment software, accordingly there are

short-comings pertaining to its performance, some of which are mentioned below
(Huttner 2012):

Atmosphere model:

One of the characteristics of the standard k-£ (also named E-€) closure, used
in ENVI-met, is over-prediction of the production of the turbulence, where
anisotropic behavior of the turbulence dominates, such as flow around the
obstacles. This behavior can be seen in ENVI-met too.

ENVI-met is not able to simulate the precipitation and the temperature
below freezing point.

Radiation model:

Results of the radiation model are not calculated accurately since:

The scattering of the upward and the downward diffuse radiation is
considered to be isotropic

The effect of the plants is not considered in the calculation of diffuse
shortwave radiation, neither the absorbed nor the created by plants.

The emitted longwave radiation by the buildings and the plants are
calculated based on the average temperature of surfaces within the model.
Therefore the longwave radiation budget in the spaces with colder surfaces
such as small inner courtyards is over-estimated.

Soil model:

ENVI-met is not able to simulate the irrigation of the soil/plants.

Wall and roof model:

For calculation of surface temperature, heat storage of walls and roofs is
not taken into account. This leads to the release of energy from the building
surfaces to the atmosphere during the night cannot be simulated.
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4. Empirical Inquiry Results

4.1. Overview

As mentioned in chapter three, 13 measuring locations grouped into 4 categories
and 13 subcategories were chosen as measuring spots. Air temperature and relative
humidity, solar radiation, wind speed and CO, concentration level were measured in
these measuring spots during different times of the day. Since there was only one
mobile weather station and collecting the data simultaneously at all locations was
impossible so BPI weather station was defined as the reference weather station and
all the measuring spots were compared with this reference point; in order to be able
to set a basis for comparing all these measuring spots with each other. To achieve
this goal, for A-variables were defined as follow:

An = Tmobile - TBPI [K] (4—1)
AQ = Propie — P [%] (4-2)
Av = Vimobite ~ Vepi [m ) 571] (4'3)
K .. —K
AK, = [— ]x 100 [%] (4-4)
8Pl

where AT,, Ap and Av are the air temperature, the air relative humidity and the wind
speed difference, respectively. Tnopie and Tgpy are the air temperature measured by
the mobile weather station and the BPI, ®meie and @gp the measured relative
humidity by the mobile weather station and the BPI. The term AK,, is the relative
deviation of the solar radiation and K,opile and Kgp, are the solar radiation monitored
by the mobile weather station and the BPI, respectively.

Since the air relative humidity is a function of the air temperature, to analyze the
water vapor concentration in the interested areas, the absolute humidity was
calculated for every data point, by the following equations (Alduchov and Eskridge
1997):

(4-5)

240.97+T

p, =611.2 x exp(17'502XT] [Pa]
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p, = ((p_pvsj [Pa] (4-6)

p,

N O A -3 _
AH_{R-(273.15+T)J kg.m"] (4-7)

where p, is the saturation vapor pressure, T the air temperature in °C, p, the water
vapor partial pressure in the air, AH the absolute humidity and R=461.52 [J.kg".K '] is
the individual gas constant of the water.

4.2. Short measurements

In order to collect data as mentioned in previous chapter (3.2.3) two types of
measurements were conducted, i.e. short measurements and long measurements.
In terms of short measurements every measuring spot was measured about 10
minutes from 11:00 h to 18:00 h. Analyses associated with the collected data
through short measurements are discussed all through this section. And all
discussions related to the long measurements results are given in section 4.4.

4.2.1. Reference day analysis

Urban micro-climate is influenced by time due to the daily variation of the sun
position in the sky. Therefore grouping the measured data, according to their
measuring time can lead to a better understanding of their daily fluctuation and
trend. Hence, a virtual day, hereafter named as the reference day, was defined. To
form this concept, the mean value of the collected data at every hour, from 11:00 h
to 18:00 h during a defined period was calculated for all of the previously mentioned
13 measuring spots as well as for the BPI. Due to seasonal variation of some
effective factors on urban micro-climate such as length of the days and LAD of the
trees, the time span of the used data to calculate the reference day cannot exceed a
season. Thus, for this study only the data collected, during June to September, was
used, and the rest was ignored due to the insufficient number of collected data
points for other seasons. In figure 4-1 the temperature difference between the
mobile and the reference weather station (BPI) during the calculated reference day
for summer at all measuring spots for a time interval of 11:00 h to 18:00 h is shown.

As it can be seen in figure 4-1, higher temperatures were observed at around 14:00
h. E-W street (S1) shows the lowest values, which do not change much during the
day. This may be due to the fact that this measuring location is shaded most of the
day. Courtyards display tendentiously lower values. At the spot C1 however an
increase in temperature in the time period 14:00 h to 15:00 h was observed. It is a
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small courtyard surrounded by relatively high buildings, without vegetation or
pervious surfaces, direct solar radiation warm up the surfaces rapidly and
consequently the ambient temperature rises. In the absence of direct solar radiation
due to the high emissivity of used materials it cools down and returns to the
previous condition. Parks show relatively high temperature values throughout the
day. This might be due to the fact that although vegetation is present, SVF is very
high at the measuring spots, on the other hand trees are considered as strong
barrier against the air movement and accordingly avoid heat removal(less convective
heat transfer) air from the area. In the category of plazas, the lowest temperatures
were measured at location P1. This location has more vegetation and a significantly
lower SVF, compared with the spots P2 and P3.
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Figure 4-1: Temperature differences (MW — BPI) for a reference day (from 11:00 h to
18:00 h) at all 13 measuring spots

Figure 4-2 shows the relative solar radiation difference [%] during a reference day
for all 13 measuring spots. Results of solar irradiance at the measurement locations
appear to be consistent with the orientation of the streets or plazas. For example, at
the spot S1 (located in E-W street) a small variance was observed, as it is mostly
shaded. At S2 (located in a N-S oriented street) as expected, higher values were
recorded around early afternoon, which can be traced back to the sun height and
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the angel of incident solar spectrum in these hours. The NE-SW oriented S5 shows
higher values in the afternoon, which is again consistent with increased solar
exposure. The NW-SE oriented P3, on the other hand, shows the reverse tendency.
The park locations G1 and G2 display high values, because of the associated high SVF
values. Courtyards, on the other hand, show rather lower values, due to the lower

SVF values.
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Figure 4-2: Relative solar radiation differences for a reference day (from 11:00 h to
18:00 h) for all 13 measuring spots

As discussed before, the observed AT values are in logical correlation with the solar
radiation during the day. Therefore the same daily trend for the wind velocity within
the canyon may be expected due to the buoyancy force. Figure 4-3 illustrates a
reference day for the wind speed difference [m.s™] for all 13 measuring spots. This
figure shows a consistent reduction in the wind speed in different locations with the
orientation and the vegetation (trees). S5 and S3 as NE-SW streets are windier than
S6 and S3, they are similar in all properties except for orientation, (perpendicular
streets). Meanwhile S5 is windier than its parallel street S3 which is flanked by the

75



Empirical Inquiry Results

trees. Likewise C2 compared to C1 and P2 and P3 compared to P1 display a low wind
speed reduction due to the lack of trees.
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Figure 4-3: Wind speed differences for a reference day (from 11:00 h to 18:00 h) for all 13
measuring spots

The variation of absolute humidity differences between MW and BPI is investigated
in figure 4-4. As it was expected green areas such as G1 and G2 contain more water
vapor per air volume than other locations, while absolute humidity at P2 as a bare
location with a water pool is not significantly higher than other locations. It is
assumed that strong air volume movement due to higher air speed at P2 location
causes more mixing with fresh air avoiding any increase in the absolute humidity.
The aforementioned mechanism cannot be considered as valid at G2 location, where
it is flanked by trees. So higher air humidity values were observed here.
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Figure 4-4: Water vapor concentration differences for a reference day (from 11:00 h to
18:00 h) for all 13 measuring spots

4.2.2. Degree of dispersion for the measured data

In order to have an overview about the variation of urban-microclimatic parameters
at measuring locations during the measuring period, all the data points for all 13
measuring spots were plotted using boxplots. These analysis help indicate the
degree of dispersion/spread of data without making any assumptions of the
underlying statistical distribution.

Figure 4-5 shows boxplots pertaining to temperature differences of MW and BPI for
all 13 measuring locations (as per table 3-2). As expected, median temperatures of
the MW are generally higher than the reference weather station, with 2 exceptions,
namely C1 and C2, which are courtyards with low sky view factors. The temperatures
at P2 and P3 (category plaza) show significantly higher values for the MW. P1 is also
from the same category, but it has a lower SVF and more vegetation thereby its
temperature pattern is different from P1 and P2 and is lower.

Figures 4-6 and 4-7 show relative differences for solar radiation [%] and wind
speed [m.s'l] respectively. The relative solar radiation difference in case of G1, G2,
S5, P2, and P3 are rather similar, which is consistent with their relatively high SVF
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(above 60%). The rest of the locations display a significantly higher relative solar

radiation differences.
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Figure 4-5: Dispersion of temperature differences (MW — BPI) for all 13 measuring spots
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Figure 4-6: Dispersion of relative solar radiation difference (MW — BPI) for all 13 locations
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Figure 4-7: Dispersion of wind speed difference (MW — BPI) for all 13 locations

Figure 4-8 shows the distribution of the water vapor concentration [g.m'a]. Median
values pertaining to the water vapor content are higher for G2 and G1, which have

more vegetation (in case of G2 there is also a water body). The lowest values can be
found for S1, S5 and P3, places with little or no vegetation and paved by
impermeable materials. Locations with vegetation show more variation in humidity

compared to their associated location in the same category without vegetation (P1
v.s. P2 and P3, C2 v.s C1). It may be caused by irrigation and the variation of the soil
humidity, which provides needed water for evapotranspiration throw the leaves, as

well as the variation of temperature that, can affect the amount of the

evapotranspiration.
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Figure 4-8: Dispersion of absolute humidity difference (MW — BPI) for all 13 locations

4.2.3. Correlational studies

The results of previous analysis of the collected data showed, the air temperature at
the measuring spots is consistent with incident solar radiation and accordingly SVF at
that location. Hence, to evaluate this assumption correlation studies between these
3 parameters were performed.

Figure 4-9 shows the correlation between relative solar radiation and temperature
differences (mean values), for all locations. Likewise, Figure 4-10 shows the
correlation between sky view factor (SVF) and the temperature differences. Figure
4-11 shows the correlation between SVF and relative solar radiation differences
(mean values) for the entire data set. In all cases, significant correlations (R?
between 0.59 and 0.79) are visible between the pertinent variables of the
measurement locations (Figure 4-9 to 4-10).
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Figure 4-11: Relationship between relative solar radiation difference and SVF

4.2.4. Regression Analysis

As it mentioned before, stationary weather stations are usually available at few
points in the cities and mostly are mounted on top of the buildings above the urban
canopy. Thus, studying the relation between the general weather condition,
monitored by such fixed weather stations and urban micro-climate within the
canopy layer can help modeling and predicting of the urban micro-climate based on
the general weather data with lower resolution which is usually available for most of
the cities. Regarding to this aim, regression analysis between the data obtained from
BPI and all 13 measuring spots for the four measured parameters, i.e. air
temperature and relative humidity, solar radiation and wind speed, was performed.
The results and the associated graphs of analysis are illustrated below.

In figure 4-12 to 4-15 the collected air temperatures from measuring spots versus
those obtained from the BPI are shown. Each measuring category is pertained in a
separate figure. In all the cases there is a strong linear correlation (R2>0.93) between
the collected data at the BPIl and those obtained at the measuring spots.
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Figure 4-12: Measured air temperatures at the BPI and at the measuring spots (category:
Street; S1, S2, S3, S4, S5 and S6)

40
P3
35 y=0.9567x+1.8257 3
R*=0.9798 g~
(%) P1 /,’/
E 30 - y= 0.29456x +1.502
s R?=0.9822
©
(9}
o
= 25
©
-
y=0.9914x +0.6518
20 - R?=0.9659
15 T T T T
15 20 25 30 35 40
TatBPI [°C]
PL e P2 = P3----- Linear (P1) Linear (P2) e Linear (P3)

Figure 4-13: Measured air temperatures at the BPI and at the measuring spots (category:
Plaza; P1, P2 and P3)
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Figure 4-14: Measured air temperatures at the BPI and at the measuring spots (category:
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Figure 4-15: Measured air temperatures at the BPI and at the measuring spots (category:

Park; G1 and G2)

Unlike the temperature, in the case of the solar radiation, figure 4-16 to 4-19 no
logical correlation between the data sets can be observed. The reason could be that,
the relationship between the incident radiation to the MW and BPI strongly depends
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on the solar time (4.2.1) and the angel of incident spectrum. Thus regression analysis

between them, regardless to the time, does not show significant correlation.

1200
1000 - A X
*& A
5 800 - X
E . x ¥ x
= X 4e X
= 600 - p -4 e A
2 X X n X" X -
-% K
S 400 - Xx o ox we = °
= x¥x X «* X A
Q 200 - X * A '8 X A
X A wl® X 'S 'S
X o A %X o0 X X o
NIRRTV IAT o
0 200 400 600 800 1000
K at BPI [W.m™2]
+S1 =S2 4 S3 x S4 x S5 ° S6

1200

Figure 4-16: Measured solar radiation at the BPI and at the measuring spots (category:

Street; S1, 52, 53, S4, S5 and S6)
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Figure 4-17: Measured solar radiation at the BPI and at the measuring spots (category:

Plaza; P1, P2 and P3)
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Figure 4-18: Measured solar radiation at the BPI and at the measuring spots (category:
Courtyard C1 and C2)
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Figure 4-19: Measured solar radiation at the BPI and at the measuring spots (category:
Park; G1 and G2)

The relationships between the wind speed at the measurement spots and BPI are
depicted in the figures 4-20 to 4-4-23. No significant correlation between them can
be observed.
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Figure 4-21: Relationship between wind speed at BPI and plazas
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Figure 4-23: Relationship between wind speed at BPI and Parks
Figures 4-24 to 4-27 illustrate the relationship between the absolute humidity at the
measurements locations and BPI. In case of absolute humidity, likewise the air

temperature, there is a significant correlation between the measurement spots and
the BPI, R>0.92.
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Figure 4-25: Relation between absolute humidity at BPI and plazas
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4.3. Control studies

The urban micro-climate conditions are influenced by time, meteorological,
geographical and urban characteristics simultaneously (Kolokotroni and Giridharan
2008). Therefore, to achieve more reliable results, the above mentioned
simultaneous interferences were restricted by categorizing the parameters which
were not controllable during the measurements, i.e. sky condition, wind speed and
the measuring time due to variation in measurements with time. The effect of the
time is studied in section 4.2.1. In the following section the variation of temperature,
water vapor and carbon dioxide concentration under controlled/ categorized sky
condition and velocity speed is discussed.

4.3.1. Influence of air velocity, sky conditions, and diurnal pattern
on temperature

The mean temperature differences (MW-BPI) for all 13 measurement locations,
categorized by the sky conditions, namely clear sky, partly cloudy, and cloudy, are
shown in figure 4-28. Likewise figure 4-29 shows the mean temperature differences
(MW-BPI) for all 13 measuring spots, categorized according to prevailing wind
speeds. Values for wind speed were taken from the reference point and categorized
in ranges below 2.5 m.s™, between 2.5 and 5 m.s ™ and between 5 and 10 m.s™.

Figure 4-30 shows the temperature differences (MW-BPI) for all 13 locations,
categorized into morning (am), afternoon (pm), and night hours after 9 pm (night).

Accordingly, the sky conditions seem to have less effect on the behavior of the
temperature at the measurement spots. Results, categorized in different wind
conditions, show that when the wind speed is higher, generally, temperature is
higher at the measurement spots compared to the reference point (BPI). In general,
it can be stated that some locations are more affected (such as C1, C2, S1, and S2) by
the wind speed factor than the others (S4, S5, and S6). Besides, the results suggest
that closed locations, e.g. courtyards, and locations with higher aspect ratio, are
more affected by the wind speed than locations with lower aspect ratio. The data,
categorized in morning and afternoon hours, show that during the morning air
temperature at measurement spots are higher than the reference point. During
afternoon hours, the temperature recorded at the measuring spots is generally
lower than that of the reference point.
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4.3.2. Influence of air velocity, sky conditions, and diurnal pattern
on water vapor concentration

Mean water vapor concentration differences (MW-BPI) for all 13 measuring
locations, categorized by sky conditions, i.e. clear sky, partly cloudy, and cloudy are
shown in figure 4-31. Likewise, figure 4-32 shows the mean water vapor
concentration differences (MW-BPI) for all 13 measuring locations, categorized
according to the prevailing wind speeds.
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Figure 4-31: Mean water vapor concentration differences (MW — BPI) for all 13 locations
classified by sky condition
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Figure 4-32: Mean water vapor concentration differences (MW — BPI) for all 13 locations
classified by wind speed at BPI

4.3.3. Influence of air velocity, sky conditions, and diurnal pattern
on CO,

Figure 4-33 shows the mean CO, concentrations for all 13 measuring locations,

categorized by the sky conditions, i.e. clear sky, partly cloudy, and cloudy. Likewise,

mean CO, concentration for all 13 measurement locations categorized according to
the prevailing wind speeds are displayed in figure 4-34.
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Figure 4-33: Mean CO2 concentration for all 13 locations classified by wind sky condition
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Figure 4-34: Mean CO2 concentration for all 13 locations classified by wind speed at BPI

4.3.4. Influence of the wind speed above the urban canopy on that

of inside the urban canopy

As it can be seen in figure 4-35, by increasing of the wind speed above the urban

canopy the absolute wind speed difference (MW-BPI) increases. In lower velocities

(below 2.5 m/s) all the locations have almost constant reduction of wind speed

within the canopy while in higher velocities (5-10 m/s) there is a considerable

difference between locations. In such condition narrow streets (S1 & S2), courtyards
(C1 & C2), parks (G1 & G2) plazas and streets with trees (S3 & P1) diminish the wind
speed much more than open spaces such as streets and plazas without trees (S5, S6,

P2, P3).
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Figure 4-35: Mean wind speed differences (MW-BPI) for all 13 locations classified by wind
speed at BPI

4.4. Long time measurements

In addition to the short time measurements, several long-time measurements were
performed over a period of 12 hours. In figure 4-36 collected data through long time
measurements are shown the temperature difference (MW-BPI) for the locations S1,
S5, P1, C2, and G1. As it can be seen, locations with lower SVF tend to keep higher
temperature values during the night hours, whereas the park location G1 shows a
significant decrease of temperature.

In the case of solar radiation, as it is observed in figure 4-37 locations with high SVF,
G1 and S5, show in significant difference with BPI, while other measuring spots, i.e.
S1, P1 and C2 depending on the day time and accordingly available magnitude of
solar radiation in the upper boundaries show considerable difference with BPI.

Figure 4-38 shows the absolute humidity difference between the measuring spots
and BPI. As expected the water vapor concentration in the locations with vegetation
is higher during the day but during the night the difference decreases and reaches to
the amount of locations without vegetation. It may be caused by higher air
temperature and solar radiation during the day.

In case of wind speed as it is shown in figure 4-39 S1 has wider difference with BPI
than the other measuring spots and seems to have the least air velocity, but since
the wind speed was not the same in all the location during the measuring period
reaching to this conclusion may not be true in every condition (regarding the wind
speed and direction). Hence, more measurements are needed to validate this result.
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Figure 4-36: The temperature difference (MW-BPI) for the locations S1, S5, P1, C2, and G1

during long measurements.
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Figure 4-37: Solar radiation differences (MW-BPI) for the locations S1, S5, P1, C2, and G1

during long measurements
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5. Computational Inquiry Results

Complex mechanism prevailing the atmospheric behavior, and the complicated
interrelations between an urban fabric and its associated atmospheric/
environmental conditions define the microclimatic situations in the very urban area.
These are the main reason behind the fact that just by collecting weather data
through measurements variation of microclimatic condition in an urban fabric may
not be determined (Maleki et al. 2014). In this context, especially the point has to be
taken into account that because of complexities involved; on-site measurements are
subject to controllable limitations, which, in turn, hamper the achievement of
reliable and effective analysis. All these facts reflect the need for an optimized and
effective approach, i.e. for micro-climate modeling based on CFD. This is why a main
part of this work has been allocated to CFD-modeling to suitable micro-climatic
conditions within an urban fabric in the City of Vienna.

In the following sections the required procedure along with the obtained results are
discussed.

5.1. Adjusting the required input weather data

As mentioned in section 3.3.10, the accuracy of the results of a micro-climate
simulation is strongly dependent on the quality of its input data as initial/boundary
condition. Hence, the proper input data should be prepared for the present work
regarding to the project requirements, based on the available data. Thus, a small
area pertaining to BPI and C*, two available and close stationary weather station in
the measuring area, as well as three measuring spots, i.e. C2, P1 and S1, was
selected to test and optimize the software for further modeling aims of the project.
These weather stations were included due to using their monitored weather data to
set the software and to validate the accuracy of the outputs.

The BPI weather station is located on top of a tower above the urban canopy and
therefore its view to sky is without any barrier (SVF=1). Hence it could be considered
as the best receptor to evaluate the ability of the software to predict the solar
radiation in the boundary condition. This point was also used as the reference point
in investigating the measured data (see section 3.2.2.). According to examine the
accuracy of the obtained temperature profile as a result of simulation this point was
of vital importance.

The second stationary weather station utilized was the C*, located inside the urban
canopy (for further information see table3-1, and was recording the weather
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condition continuously. Its data was used to evaluate the accuracy of the simulation
outputs for the urban canopy.

As next step, the geometrical model (input model area) of the defined area, as
shown in figure 5-1, was generated based on the map taken from the official website
of the city of Vienna and on-site measurements and observations. The grid size for
this model selected equal to (5x5x2).

_ Resselpark

Figure 5-1: Selected area as first model including BPI, C*, C2, S1 and P1 (www.wien.at)

In terms of the initial/boundary conditions, since for some settings the exact needed
values were not available or the results obtained via those inputs were not satisfying
several trial runs were conducted to find the most suitable settings.

To do so, a procedure was defined and based on it some scenarios were defined and
according to their outputs further scenarios were developed and conducted till
achieving acceptable results. Among these trials, five scenarios displayed the best
fitting results which are listed and summarized in table 5-4 and are described by

detail in follow as scenarios 0 to IV:

Scenario O: this scenario was the first surveyed trial. It was made using ENVI-met 3.1

and was run through “none-forcing” mode, based on minimum possible
initial/boundary condition input variables. Detailed description of primary settings
and the method of the collecting and the calculation of the input values are
explained in follow:

Date: to avoid the complexity of the simulation of cloudy sky, 22.7.2010 as a sunny
day with completely clear sky was selected from the days that long measurements
were conducted.
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Initial atmospheric temperature: since there was no available weather information

for this parameter according to the ENVI-met developer’s recommendation the
average air temperature in the model area was used for this purpose. To do so, the
average air temperature from 4:00 AM to 3:00 AM on the next day (the simulated
period), measured at BPI, was calculated and used to set the model.

Wind speed and direction: requirement of the software for this parameter is the

horizontal wind speed at 10 m above the ground. Hence, the monitored data via C*
which was at about 7 m above the ground was used to calculate the average wind
speed during the simulation interval. But in case of wind direction, the monitored
prevailing wind direction at BPI was used.

Relative air humidity: required measuring height for this parameter is 2 m above the

ground so the measured relative humidity through MW was used to set this variable.

Roughness length: default value of the software for this parameter in the urban area

is 0.1 and according to the manual of the software, software is not significantly
sensible to its variation so the default value was not changed for any of the
simulation models in this project.

Specific humidity at the top of the model (H=2500 m): as it mentioned before, there

was no available weather data in higher atmospheric layers. Thus, the value used by
other similar simulation models (regarding to their similarity in the climate type and
the air temperature and relative humidity) was considered as first assumption for
this parameter.

The first trial simulation, named scenario 0, was run based on aforementioned
assumptions as input data. The predicted air temperature by this scenario was
compared with the measured data at BPI and C*. As it can be seen in figures 5-2 and
5-4 the results were poorly fitting with the measurements. Thus, more trial scenarios
were made to find the most suitable data for the uncertain inputs which were
defined through assumptions in scenario 0.

Scenario I: after several trial runs to optimize the setting of the software, the best
results was performed by following input data that their associated simulation
model was named scenario I;

Wind speed: the wind speed measured at BPI, 2 m.s'l, caused a considerable
correction in air temperature amplitude. So the measured value at C* was replaced
by the value measured at BPI.

Initial temperature: predicted air temperatures by scenario 0 showed very low

values comparing with observed ones so some simulations were run with higher
values. Among these trials the one with average air temperature plus 2 K resulted in
better fitting predicted air temperature. So for this scenario the average air
temperature measured at BPI plus 2 K was used.

Specific humidity: for specific humidity the same procedure as initial temperature

was repeated and the obtained results for the air specific humidity along with the air
temperature were compared with the measured data. The results, predicted by
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using 8 g.kg™ as specific humidity (H=2500 m) were the most satisfying. Thus 8 g.kg™
was used for this parameter in scenario I.

Solar adjustments: in some certain location the predictions for the solar radiation
flux might be systematically over/under estimated by ENVI-met due to its internal
methods for calculation. To correct this error an optional setting, named “solar
adjustment”, is provided. In case of Vienna as it is shown in figure 5-3 by the
scenario 0 there is an all through overestimation which has been resolved by setting
the “solar adjustment” to 0.82 scenario I as well as in other scenarios. Upon applying
the solar adjustment the results were improved considerably and the predicted
variables were almost matching the measured ones.

Scenario II: by conducting calibration runs for the model the preview version of
ENVI-met 4.0, released for academic purposes was used especially because of its
ability in forcing atmospheric parameters. Thus, in the scenarioIl the same
assumptions pertaining to the input data as the scenario I were applied to preview
version for 4.0 to evaluate its accuracy compared to the version 3.1.

Scenario Il1: in this scenario, the possibility of forcing the air temperature and the air
relative humidity by version 4.0 was examined. Accordingly, the air temperature and
the air relative humidity were added to the input data of version II on an hourly
base.

Scenario IV: in this scenario instead of hourly air temperature and air relative
humidity the maximum and minimum of these variables during the simulated period
with their associated time were used for forcing.

Obtained results from simulations were compared with measured weather data at
both defined receptors, i.e. at the BPI and at the C* stations, to achieve the best
fitting scenario.

Figure 5-2 and 5-4 show the monitored and simulated air temperatures for the BPI
and C* stations, respectively. Simulations were performed starting from 4:00 h in
the morning for a durational of 24 hours. As suggested by the software developer,
by each run the first 2-3 h simulation time should be considered as the initialization
period, during which the simulation results cannot be taken into account as enough
accurate. Thus, by reviewing the results just those belonging to the time period
6:00 h to 4:00 h were considered.

As it can be seen in figures 5-2 to 5-4, the simulated values by all scenarios, except
scenario 0, display relatively similar tendency very close to the associated measured
data at both receptors BPI and C*. To evaluate the offset between the modeling
results and the values obtained through measurements, three different indicators
were defined. First indicator was the index of agreement (d) suggested by (Willmott
1982). Index of agreement is a descriptive measure and can be applied to make
cross-comparison between models as a relative and bounded measure. Index of
agreement (d) is calculated as follows:
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i(si -m, )2
2| =|mi?

d=1 0<d<1 (5-1)

where s'=s,—m and m/=m.—m , m is the mean value of measured variables, m;

is the measured variable and the s; is the simulated ones. The second used indicator
was the Root Mean Square Deviation (RMSD) or Root Mean Square error (RMSE), a
measure of the differences between outcomes of a model and the associated
observed values. RMSE is a good measure to show the accuracy by comparing
different predicting errors within a dataset, the lower value indicates the less error
in the predicted values . It is calculated using the following formula (Willmott 1982):

Zj:l(mi ~Si )2

n

RMSE = (5-2)

And the third indicator was the “Coefficient of Variation of the Root Mean Square
Deviation” CV (RMSE), and is calculated by (Tahmasebi and Mahdavi 2012) :

CV(RMSE) = (Mj x 100 (5-3)

m

All these indicators were used in each of the modeled scenarios to obtain the offset
between the measured values and the simulation results concerning the air
temperature and the solar radiations for both, aforementioned receptors. The
results are given in tables 5-1 to 5-3.

Indicators pertaining to the air temperature, in each of the scenarios, regarding to
the highest d and the lowest RMSE and CV(RMSE) at BPI and C* show that the
scenario III delivers more realistic result, in comparison with the others. In the same
way the outputs of the scenarios I and IlI, pertaining to the modeled global radiation
values, could be approved to the best.

In next step, scenarios I to III were repeated for locations C2, S1, S5 and P1, where
long measurements had been conducted, and the same weighting method was used
for all cases (tables 5-5 to 5-8). The results also confirmed the scenario III as the best
fitting scenario among the all.

The results of evaluation of scenarios show the program overestimates the
calculated global solar radiation at the upper boundary and suggests using the
number of 0.82 as solar adjustment for the city of Vienna. Likewise, it is suggested to
use the wind speed above the urban canopy as the input value for wind speed
instead of the wind speed at 10 m above the ground level. Additionally, the results
of scenario III showed, utilizing the hourly based forcing to run the simulation model
improves the accuracy of the results considerably.
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Table 5-1 : d and RMSE and CV (RMSE) in simulated calibration scenarios for BPI

temperature
Scenarios 0 | Il ]l v
d 0.50 0.88 0.92 0.95 0.92
CV(RMSE) [%] 11.04 7.84 6.32 4.51 11.04
RMSE [K] 3.15 2.24 1.80 1.29 3.15

Table 5-2: d and RMSE and CV (RMSE) in simulated calibration scenarios for BPI solar

radiation
Scenarios 0 | I nm-iv
d 0.98 1.00 0.99 1.00
CV(RMSE) [%] 13.82 5.05 10.44 6.45
RMSE [W.m'Z] 73.81 27.00 55.79 34.45

Table 5-3 : d and RMSE and CV (RMSE) in simulated calibration scenarios for C*

temperature
Scenarios 0 | Il ]l v
d 0.67 0.91 0.94 0.97 0.95
CV(RMSE) [%] 9.25 6.89 5.30 3.36 10.04
RMSE [K] 2.64 1.97 1.51 0.96 2.87
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Table 5-4: Simulation input data for calibration scenarios ( 0-1-1I-11I-1V)

Scenarios 0 I II III IV
Envi-met Version 3.1 3.1 4 4 4
Date 22.7.2010 22.7.2010 22.7.2010 22.7.2010 22.7.2010
Wind Speed [m.s ] 0.2 2 2 2 2
Basic Wind Direction [°] 163 163 163 163 163
Input Initial Temperature [K] 301 303 303 303 303
data Solar Adjustment 1 0.82 0.82 0.82 0.82
Relative Humidity [%] 57 57 57 57 57
Specific Humidity [g Water.kg air’'] 7 8 8 8 8
LBC for Tand q open open open open open
LBC type
LBC for TKE open open open open open
Heat Transmission Walls [W.m'zK'l] 0.6 0.6 0.6 0.6 0.6
L Heat Transmission Roofs [W.m'ZK'll 0.6 0.6 0.6 0.6 0.6
Buildings
Albedo Walls 0.2 0.4 0.4 0.4 0.4
Albedo Roofs 0.2 0.4 0.4 0.4 0.4
Max temperature [K] --- - - 306.85 306.85
Time of Max temperature --- -—- - 16:00 16:00
Min temperature [K] - - --- 295.15 295.15
Simple | Time of Min temperature --- --- --- 04:00 04:00
Forcing | Max relative humidity [%] --- --- --- 76 76
Time of Max relative humidity - - - 04:00 04:00
Min relative humidity [%] - - - 39 39
Time of Min relative humidity - --- --- 17:00 17:00
Forcing - - - Hourly Min & Max
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Figure 5-2: Monitored and simulated air temperatures of BPI (scenarios: O- I-lI-lll- V),
simulated time period from 06:00 h on 22.07.2010 to 05:00 h on 23.07.2010

1200

1000 A

800

K [W.m72]

600

400

200

\) QO QO ) \) QO QO O
S & L &S

O © & O & & ©
S .S L LSS
NN SN RN T UN )

Time [h]

= measured BPI — () s | e || e [[[- IV

Figure 5-3: Monitored and simulated global radiation of BPI (scenarios: O- I-lI-lll- V),
simulated time period from 05:00 h on 22.07.2010 to 05:00 h on 23.07.2010

106



Computational Inquiry Results

36

T[°C]

20 T T T T T T T T T T T T T T T

e measured C*

Figure 5-4: Monitored and simulated air temperatures of C* (scenarios: 0- I-ll-lll- V),
simulated time period from 06:00 h on 22.07.2010 to 05:00 h on 23.07.2010
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Table 5-5: R2 and RMSE and CV (RMSE) in simulated calibration scenarios for C2 air

temperature
Scenarios 1 II I
d 0.93 0.94 0.98
CV(RMSE) 4.37 3.66 2.44
RMSE [K] 1.24 1.04 0.69

Table 5-6: R* and RMSE and CV (RMSE) in simulated calibration scenarios for S1 air

temperature
Scenarios I I I
d 0.75 0.78 0.86
CV(RMSE) 8.75 7.49 5.54
RMSE [K] 2.69 2.30 1.70

Table 5-7: R* and RMSE and CV (RMSE) in simulated calibration scenarios for S5 air

temperature
Scenarios I II III
d 0.63 0.57 0.83
CV(RMSE) 10.55 7.25 5.55
RMSE [K] 3.18 2.18 1.67

Table 5-8: R* and RMSE and CV (RMSE) in simulated calibration scenarios for P1 air

temperature
Scenarios | I I
d 0.96 0.80 0.93
CV(RMSE) 3.37 5.80 3.56
RMSE [K] 1.00 1.73 1.06
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5.2. Main Simulation Model Buildup

After receiving satisfying simulation results from the initial model focus was made,
as the next step on buildup of a main model. The main model was used to perform
simulations, results of which could be considered as describing the variation of
micro-climate conditions of the urban fabric of the city of the Vienna in an
acceptable realistic way.

To do so, an urban area, shown in figure 5-5 including a part of VUT complex with
several courtyards, wide North-South oriented streets, narrow North-South and
East-West oriented streets was selected which was supposed to be modeled using
ENVI-met. The domain boundaries were defined in a way to include the two
available stationary weather stations within the area as well. These weather stations
are the BPI weather station (see section 3.2.2) and Vienna inner city weather station
named “Wien Innere Stadt” (WIS). The WIS belongs to the central institute for
meteorology and geodynamic (ZAMG) and is located at the intersection of a wide
and a narrow street, on the terrace of the second floor of a tall building at a height
of approximately 9 m from ground level. In the following section the model, its
buildup in ENVI-met and the associated simulation approach are described in detail.
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Figure 5-5: Map of the simulated area (www.wien.at)
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5.2.1. Domain properties

The size of the model domain is about 76960 m? (296 mx260 m), out of which
around 42544 m* (55%) is occupied by buildings. The mean value of the model
buildings compactness (building volume/area) is around 4.85m. Most of the
buildings are considered as old buildings with light colored walls and dark roofs.
Pitched roofs comprise 60% of the roof areas. Ground surface is sealed by either
asphalt or single stones except for green areas, which consist of soil, and cover 18%
of the surface area. There is no vegetation in the streets. Green areas and trees
(total number of trees is 71) are mostly inside the courtyards. There is no green roof
in the area. Most part of the buildings is either allocated to academic affairs or
commercial use. The existing narrow streets within the domain are not supposed to
suffer a heavy traffic load. The above mentioned domain, selected as the simulation
model, is mapped in figures 5-5 and 5-6.

Figure 5-6: Arial picture from the simulated area (google. Map)

5.2.2. Model setting and sensitivity analysis

Considering the model area and based on the simulation software limitations the
finest possible resolution of the model grid could be 3 m for Ax and Ay and 2 m for
Az. Thus, to examine the sensitivity of the simulation results with respect to the grid
size, three identical models just with different grid sizes (Ax, Ay, Az), i.e. (3x3x2),
(4x4x2) and (5x5x2), were made. Each of three models was used for a simulation run
to simulate a clear and warm summer day (day: 13.07.2011).The weather data
collected by WIS, were used as input forcing weather data. The model with 3 m grid
size could not be used further, due to the error encountered in the path of
simulation, which is traced back to the model complexity and ENVI-met limitations,
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so it was ignored. Simulated temperatures for the locations BPI and WIS, were
compared with the measured data at those points to evaluate the accuracy of
models with 4 m and 5 m grid size, named 4m-w and 5m-w respectively.
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Figure 5-7: Observed and predicted air temperature at WIS, (simulated day: 13.07.2011)
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Figure 5-8: Observed and predicted air temperature at BPI, (simulated day: 13.07.2011)
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The results of simulations as they are shown in figures 5-6 and 5-7 (4m-w vs. 5m-w)
do not display significant difference from each other, but due to having higher
resolution and as a result to have more detailed outputs, 4 m grid size was selected
for further simulation surveys. As it mentioned before two stationary weather
stations are located within the model, i.e. WIS inside the canopy and the BPI above
the urban canopy, both close to the boundary of the model. Previous simulations
were conducted using the obtained data from WIS as input weather data for forcing.
An additional simulation named, 4m-b, based on the weather data monitored at BPI
as input data for forcing, using the model with 4 m grid size was performed to
evaluate the performance of ENVI-met regarding to the method of collecting the
input weather data for forcing. Since the model with 4 m grid size was selected for
further simulations the model with 5 m grid size was ignored for this evaluation.

As it mentioned in section 3.3.9, input air temperature/relative humidity for
implementing simple forcing were used to generate a 1D-profile for inflow
boundary. These data were referred to be valid at a height of 2 m. The associated
calculated indicators, shown in table 5-9 (4m-w vs. 4m-b), reveal that using the data
measured at higher levels for forcing decrease the accuracy of outputs within the
canopy up to 2%, while the outputs for higher levels are not affected significantly
and even are improved slightly (less than 0.5%).

Comparison between the results of simulations 4m-w, 5m-w and 4m-b showed the
best fitting results for investigating the micro-climate of the present model was
obtained from the model with 4 m grid size and forced by the data collected by WIS.
To reassure the model validity and to assess the accuracy of the model for other
possible days two more simulations were conducted, using the model with 4 m grid
size and WIS data for forcing, for two other warm and sunny days (clear sky
condition) in June and July 2011. The results showed, as given in table 5-10, a
relatively good match between the observed and the predicted air temperatures in
the model. The accuracy of the model within the canopy was considerably higher
than above the canopy. The reason is assumed to be the lack of the possibility for
wind speed and direction forcing by the used ENVI-met version. In the path of the
simulation wind speed and direction is considered to be constant. Since the wind
direction and speed within the canopy are modified by urban geometry, sudden
changes in wind direction and speed are attenuated inside the urban canyons.
Therefore the mean value of wind speed or the direction of prevailing wind can be
representative for whole simulation period within the canopy and the effect of this
simplification is less, comparing with above the urban canopy which is more
influenced by the current air velocity. Also the results demonstrate the accuracy of
collecting input data affect the outcomes. Since at the moment, ENVI-met is
programmed to calculate the inflow profile just based on the input data for one level
(2m), using the data collected in different levels can influence the results
significantly.
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Table 5-9: Indicators showing the of ENVI-met model performance for different input

weather data forcing

Model grid | Forced at BPI at WIS

Name size | by RMSE | CV d | RMSE | cv d
BPI-

4mb | 4m 148 | 533 | 095 | 124 | 435 | 097
data
Wis-

dmw | 4m 154 | 554 | 095 | 088 | 3.10 | 0.99
data
WiS-

smw | 5m | o | 159 | 574 | 095 | 078 | 275 | 0.99

Table 5-10: Indicators showing the ENVI-met model performance in comparison with
observed data for different days

Model at BPI at WIS
Name Date

RMSE cv d RMSE cv d
4m-w 13.7.2011 1.54 5.54 0.95 0.88 3.10 0.99
4m-w 12.7.2011 1.09 4.67 0.95 0.73 3.09 0.98
4m-w 22.6.2011 1.67 6.69 0.94 1.02 3.98 0.98
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5.3. Parametric Analysis

Due to limitations associated with the on-site measurements such as impossibility of
changing the pavement type of the area, some of important parameters necessary
for the description of the urban micro-climate variation, like the role of pavement
type or amount of vegetation, could not have been measured via empirical inquiries.
Hence, the effect of those parameters was investigated using numerical simulations.
Therefore nine scenarios pertaining to change in vegetation density, materials
properties and geometry of the urban fabric were defined:

* Increasing in the amount of vegetation:

—  V1:Trees;
— V2: Green roofs;
— V3: Combination of trees and green roof;

¢ Changing the materials properties:

— M1: Permeable pavements;
—  M2: White roofs;
—  M3: Light walls;

¢ Combination of change in materials properties and vegetation density:
— VM: trees and green roofs with permeable pavement;
e Different aspect ratios:

— H1: Lower aspect ratio;
— H2: Higher aspect ratio;

In this way, the simulation results concerning each of the above mentioned
scenarios were compared with those of obtained for the base case to depict the
effect of each.

To obtain a deeper understanding about the influence of the defined parameters on
the micro-climate of different urban spaces, the four following urban spaces were
selected in the model:

¢ “Wiedner Hauptstrasse”, a North-South oriented street
e “Paniglgasse”, an East-West oriented street

e “Apfelgasse”, a North-South oriented street

e Courtyard, a large courtyard surrounded by buildings,

These spaces are shown in figure 5-8 and their properties are described in
table 5-11.
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Table 5-11: The properties of the locations

location pavement vegetation orientation SVF
Wiedner Hauptst. Asphalt 0% N-S 0.35
Paniglg. Asphalt 0% E-W 0.22
Apfelg. Stone 0% N-S 0.18
Courtyard Stone 80% - 0.11

Figure 5-9: Different urban spaces survayed in the parametric analysis for the Main
Model

5.3.1. Main Model, Base case

The model described in the section 5.2.1, which was made and set based on the real
geometrical and material properties of the urban area, is used as the “Base Case” for
the parametric analysis. Simulations were performed for a time period starting of
5:00 h on July 13" to 4:00 h on July 14™ 2011. Sky was considered clear during the
simulation and associated weather data obtained from the WIS were used for
forcing. Air temperature during this day was fluctuating between 21.5°C and 33.5°C.
The average relative humidity was around 52% and the specific humidity was
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fluctuating between 10.5 to 12 g.kg™. For this day the average wind speed above the
canopy was around 2.5 m.s™* and the prevailing wind direction was from South-East
to North-West (for further information about input data see appendix B).

To evaluate the results of modifications and study of their effects on micro-climate
of the defined areas mean value of the outputs of all the grids inside the defined
borders for every area was calculated as represented value for respective urban
space. Furthermore the mean value of all the grids once for all the streets and once
for the whole area in the core of model except buildings (yellow area in figure 5-8)
was calculated. Then the results of every scenario were subtracted from base case
(current condition) to show the magnitude of modification done in the weather
condition.

Due to variation in characteristics of the locations, as it is seen in figures 5-10 and 5-
11, air temperature as well as the specific humidity varies within the model.
Likewise, the conclusions of the empirical inquiries in section 4.2.3 have shown that
locations with higher SVF are warmer during the day and cooler during the night,
reverse is valid for locations having lower SVF. “Wiedner Hauptstrasse” with a SVF of
about 0.35 has the highest SVF in the model area and is the warmest during the day
and the courtyard with a SVF equal to 0.11 has the least SVF; and that is the coolest
location during the day. SVF calculation for “Paniglgasse” and “Apfelgasse” are 0.22
and 0.18 respectively. The SVF mean value for the whole surveyed area (model
domain) is about 0.22.
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Figure 5-10: Simulated air temperature for defined locations at 1.4 m above the ground
level (the base case)
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Figure 5-11: Simulated specific humidity for defined locations at 1.4 m above the ground
level (the base case model)

5.3.2. V1:Vegetation change, trees

In this scenario to increase the amount of the vegetation (with reference to the base
case) 100 trees were added to the domain. Most of them were distributed within
the streets and a few in the courtyards (courtyards already had some trees). The
type of the trees used was Robinia with 12 m height and 7 m crown diameter, for
which default properties, defined by the program (for further information see
appendix E5), were used. The density of trees in the area has been increased in this
way from 21 trees/hectare to 50 trees/hectare. This scenario is shown in figure 5-12.

The results of this simulation are shown in Figure 5-13. It can be seen adding trees
has caused an air temperature decrease in the streets of about 0.7 K, and in the
whole model area of about 0.5 K. As mentioned in section 2.4, vegetation modifies
the micro-climate of the area by shading and evapotranspiration, both these factors
are related with solar radiation effect. Since “Wiedner Haupstrasse” as a wide street
and “Paniglgasse” as an East-West street are longer exposed to the solar radiation,
therefore by the additional trees their micro-climate is more influenced than that of
the “Apfelgasse” which is a narrow North-South street and the courtyard with the
lowest SVF.
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Besides, measurements done by (Dimitrova et al. 2014) show an average 0.5K
difference in air temperature between streets with and without trees which
approves the simulated results in this work.

Figure 5-12: view of the 3D model V1

Likewise, the evapotranspiration via trees has a strong correlation with the solar
radiation (see section 3.3.6. vegetation model). It can be seen in figure 5-14 that
additional trees caused an increase in the air specific humidity in the model area
after sunrise. The most cooled areas have accordingly more water vapor
concentration during the day. After the sunset the humidity differences in the whole
model area has dropped and stayed steady during the evening and the night.
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Figure 5-13: Air temperature differences between the base case and V1 (B - V1) at 1.4 m
above the ground level

In this scenario the air temperature and the humidity in the courtyard has not been
influenced significantly. Because this courtyard was already vegetated in the base
case and was already shaded by the trees so no more tree was added to this area.
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Figure 5-14: Water vapor concentration differences between the base case and the
scenario V1 (B - V1) at 1.4 m above the ground level

5.3.3. V2:Vegetation change, green roof

In the Base Case, there is no green roof in the model area and most of the roofs are
pitched. For this scenario just the capable roofs (flat roofs) were converted to green
roof. The roofs were identified using the “ Grun dachpotenzial ketoster” (Vienna City
Administration n.d.). At the end, green roof was implemented on 60% of the roof
areas within the model. By doing this, the selected vegetation type was grass with a
height of 18 cm and an albedo of about 0.2. The humidity of the soil is in its
maximum possible condition and plants never reach to the stress condition during
the simulation interval. The above mentioned scenario is shown in figure 5-15.
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Figure 5-15: view of 3D model of scenario V2

Green roofs alter the urban micro-climate via decreasing the surface temperature
(Gartland 2008) by shading the roof surface and using the sun energy for
evapotranspiration. Thus, the lower surface temperature leads to the lower air
temperature. Nevertheless figure 5-16 depicts a slight cooling in the air
temperature, about 0.3 K, for this scenario. This may have been caused by the
uniformity of buildings height.

The uniform building height decreases the possibility of mixing the air above the
canopy with the air inside the canopy. Consequently, in such urban configuration,
green roof, which influences the air layer above the roof surface, can hardly affect
the pedestrian level. Likewise, in this model as it is illustrated in figure 5-17, the air
passing above the buildings has the least interaction with the air within the canopy.

Since all of the roofs were not capable of replacing by green roof. Thus, a
homogeneous cooling effect because of the green roofs cannot be expected within
the model according to the wind direction scattering and the existing variation in the
density of the green roofs; so some areas may be affected more and some other
less. Concerning “Wiedner Hauptstrasse” and “Apfelgasse”, this could be the reason
why they are swayed more than other locations by the green roof, while the
courtyard is not affected considerably.
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Figure 5-16: Air temperature differences between base case and V2(B — V2) at 1.4 m
above the ground level

During the night while the magnitude of the short wave radiation is zero, the long
wave radiation heat flux is the major part of the energy balance equation. In the
absence of the solar radiation, the urban surfaces including buildings, the ground
and plant surfaces emit long wave radiation and lose heat. As mentioned in section
3.3.11, one of the short-comings of ENVI-met is that emitted Long wave radiation by
buildings and plants is calculated based on average temperature of surfaces within
the model. In terms of the green roof scenario, the covered roof surfaces by the
grass were not contributing to the warm up during the day as bare roofs could have
done, thus the average surface temperature within the model decreases comparing
to the base case model. Consequently the long wave radiation budget has been
underestimated within the canopy, where the surface temperature has not changed
significantly. Subsequently, the calculated amount of the released heat from the
surfaces to the sky was less compared with the base case resulting in higher surface
temperatures in the model area and accordingly the higher air temperature. This can
be the reason why during early morning, before the sunrise, the air temperature in
this scenario was higher than that of as in the base case.
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Figure 5-17: Vertical view of wind distribution in the scenario V2
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Figure 5-18: Water vapor concentration differences between the base case and the
scenario V2(B —V2) at 1.4 m above the ground level

122



Computational Inquiry Results

5.3.4. V3:Vegetation change, trees and green roof

In previous scenarios, V1 and V2, the effect of increase in amount of the vegetation
within the canopy layer (V1) and above it (V2) was surveyed, separately. This
scenario, V3, was defined to evaluate the effect of combining the two
aforementioned scenarios, V1 and V2, on the urban micro-climate within the model
area. To do so, as it is illustrated in figure 5-19, 100 trees with the same pattern as
V1 was added to the area, and the green roofs were implemented on all the possible
roof like as V2.

Figure 5-19: view of the 3D model after adding the trees and green roofs (scenario V3)

The results showed (figure 5-20) in this scenario the air temperature of all the
streets has decreased almost equally, about 1 K. Courtyard as like the first scenario
(trees) is not affected significantly due to the aforementioned reasons in section
5.3.2. Comparison among the results of V1, V2 and V3 showed as expected a
somehow cumulative effect of V1 and V2 can be considered in scenario V3. This may
especially be traced back to the fact that the cooling down mechanism in each of the
scenarios V1 and V2 are acting independent from each other in case of the scenario
V3 in affecting the air temperature in the model domain. But to come up with a
certain conclusion on the interactive influence of these two modifications more
measurements and investigations are needed.

In case of specific humidity, as it is shown in figure 5-21, the same discussion can be
applied. Besides, a reverse relationship between the air temperature and the specific
humidity could be observed, the more reduction in the air temperature the more
increase in water vapor concentration in the air, verifying the role of plants in
reducing the air temperature through evapotranspiration effect.
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Figure 5-20: air temperature differences between the base case and the model after
implementing additional trees and green roof (scenario V3), (B — V3) at
1.4 m above the ground level

0.5 T T T T T T T

‘_"DD
-~
o0
(o
<
-1.01 .
-1.5r -
1 1 1 1 1 1 1
5:00 7:00 10:00 13:00 16:00 19:00 22:00 1:00 4:00
Time [h]
— Wiedner Haupstrasse Apfelgasse Streets
Paniglgasee Courtyard Awerage

Figure 5-21: Water vapor concentration differences between the base case and the model
after implementing additional trees and green roof (scenario V3) (B —V3)
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5.3.5. M1: Material properties change, permeable pavement

In the main model (in the base case), 18% of the unbuilt area comprises of natural
soil, mostly placed inside the courtyards as a constituent of the gardens; and the rest
of the surface (i.e. 82%) is sealed (asphalt, stone). In scenario M1 the existing
pavements of the narrow streets, all the existing sealed surfaces of the courtyards
and the sidewalks of the wide streets have been replaced with a permeable
material. For this purpose, pervious concrete, with less water content capacity and
more hydraulic conductivity than loamy soil (for more details see Appendix E1) was
used. Through this implemented modification the fraction of the permeable surfaces
increased to 53% (of the unbuilt space). Figure 5-22 illustrates the scenario M1.

Figure 5-22: view of the 3D model after adding the permeable pavements (scenario M1)

Construction of permeable pavements causes a temperature reduction in the
ambient air through evaporation. This means that on hot days with lower relative
humidity the cooling effect of evaporation is more significant than it is on cooler
days.

Figure 5-23 depicts how the change in the perviousness of the pavements has
influenced the air temperature of the area. As it can be seen, the average air
temperature in all streets has been decreased 0.3 K to 1.4 K during the simulated
time. In “Paniglgasse”, which in this scenario is completely paved by permeable
materials, the observed cooling effect was around 1.7 K during the day and around
1K during the night time. In “Wiedner Hauptstrasse” just the pavement of the
sidewalks were changed. As a result the decrease in ambient air temperature was
less than that of in “Paniglgasse”, i.e. 1.4 K cooling during the day and about 0.6 K
during the night. “Apfelgasse”, which is parallel to “Wiedner Hauptstrasse” but with
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less width, shows a similar air temperature difference trend as in case of “Wiedner
Hauptstrasse” was observed, but with 0.2 K less cooling although its all of the
pavement had been changed.
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Figure 5-23: Air temperature differences-between the base case and the main model as
defined by scenario M1 (B — M1) at 1.4 m above the ground level

Overall air temperature reduction pattern in scenario M1 showed that the cooling
effect of permeable pavement integration in an urban fabric is somehow in direct
relation to the exposure of the paved areas to the solar radiation. The locations with
higher SVF or longer daily exposure time to the solar radiation (due to their
orientation), showed more reduction in the ambient air temperature. For example
“Wiedner Hauptstrasse” with a higher average SVF comparing to “Apfelgasse” (0.35
vs 0.18) showed more cooling, and “Paniglgasse” having a higher daily exposure time
with respect to that of “Wiedner Hauptstrasse” (or that of “Apfelgasse”) showed
more cool down as well. The extent of the implemented changes in the area is
another effective factor, caused dissimilar changes in the different locations.

As it can be understood from figure 5-24, like the other scenarios (V1, V2, V3), in
which the cooling of the ambient air was caused by evaporation, also in this scenario
the water vapor concentration in the environment has been increased in a reverse
relationship with the associated air temperature reduction. As it is shown in figure 5-
23 and 5-24, in the courtyard, which is widely vegetated and the major part of its
ground surface is covered by grass (70%), such a small change in the form of
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replacing its stone-pavement could not have caused a considerable change in its
ambient air temperature and humidity.
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Figure 5-24: Water vapor concentration differences the base case and the main model as
defined by scenario M1(B — M1) at 1.4 m above the ground level

5.3.6. VM: Combination of scenario V3 and M1 - increasing
vegetation and applying impermeable materials

Scenario VM was defined to evaluate the interaction between all the changes
modifying the urban micro-climate through evaporation. In order to do so, as it is
shown in figure 5-25, scenarios V3 and M1 were combined together to form VM. For
this purpose, trees and green roofs were added to the model area in the same
pattern as V3 and the existing pavements of the narrow streets, courtyards and the
sidewalk of the wide streets was replaced with permeable pavements as like as M1.

Studying of the air temperature changes caused by this scenario, as shown in figure
5-26, revealed the fact that although the observed air temperature difference
between VM and the Base Case is the largest among other scenarios, i.e. V1, V2, V3
and M1; while matching the expectations, it did not show a cumulative effect of the
mentioned scenarios. The reason could be traced back to the fact that, unlike
scenario V3, in this scenario, two types of modifications, i.e. increasing the extent of
vegetation (adding trees) and that of permeable pavements, were applied to the
canopy layer (within the canopy). Hence it may be concluded, the shades of the
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added trees has weakened the cooling effect of the additionally embedded
permeable pavements.

Figure 5-25: View of the 3D model after adding more trees and green roof as well as
changing the sealing to the permeable pavement (scenario VM)
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Figure 5-26: Air temperature differences between the base case and the model after
adding more trees and green roof as well as changing the sealing to the
permeable pavement (scenario VM), (B — VM) at 1.4 m above the ground
level
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Since all the changes, made in the area, mostly influence the micro-climate via
evaporation and partially by shading (in case of trees) consequently, as it is shown in
figure 2-27 a significant water vapor concentration increase (up to 1g.kg") was
observed in the model domain. The amount of increase in the air specific humidity
seemed to be dependent on the extent of the alteration applied, i.e. the more
changes applied, the higher increase in the air specific humidity could be noticed in
the model domain.
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Figure 5-27: Water vapor concentration difference between the base case and the model
after adding more trees and green roof as well as changing the sealing to
the permeable pavement (scenario VM), (B — VM) at 1.4 m above the
ground level

5.3.7. M2: Material properties change, white roofs

The aim of defining scenarios M2 and M3 was to evaluate the influence of increasing
the reflectivity of the urban surfaces, M2 for roof surfaces and M3 for the walls. In
the main model (in the base case) around 60% of the model area was occupied by
buildings, whose roofs were in dark colors with a reflectivity of about 0.3 (i.e. the
selected reflectivity in ENVI-met for the roof material in the base case was 0.3). To
match the above-mentioned goal, as illustrated in figure 5-28, in this scenario all
roof materials were replaced with a material having a reflectivity of 0.8. The results
of the performed simulations, as it is seen in figure 5-29, revealed a slight effect in
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terms of cooling down the ambient air temperature, i.e. the implemented
modification has just caused a slight decrease in the air temperature at the
pedestrian level. The observed reduction in the air temperature seemed to be
somehow identical in all streets (max. cool down of about 0.5 K); however the
courtyard and the consideration of an average value for the whole area showed
even a less cool down effect.

Figure 5-28: view of the 3D model after increasing the roofs reflections (scenario M2)

Since light-colored roofs reflect the major portion of the incident solar radiation
during the day, their surface temperature can be up to 40 K less than that of the
dark roofs with a 0.2 to 0.3 reflectivity (Gartland 2008). Therefore the ambient air
temperature in the vicinity of light-colored roofs would be less than that of in the
vicinity of darker roofs; and due to air movements it can even influence the
pedestrian level air temperature, as well (Gaffin et al. 2010). But depending on the
wind speed and distribution pattern its impact will vary among different locations, so
the cooling effect of light-colored roofs cannot be expected to be identical all
through the whole model domain. Thus it can be the reason why in this scenario
streets are more affected than the courtyards. On the other hand, during the night
when the shortwave radiation in the model energy balance (see equation 2-1) is
zero, reflectivity of the building surfaces could not play a role in this regard (under
the condition that the emissivity of the surfaces has not been changed, as it was the
case here), so it was expected that the ambient air temperature during the night to
be either slightly cooler or at least equal to that of as observed in the base case.
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Instead, as shown in figure 5-29, at some locations such as “Apfelgasse” even higher
temperatures during the night were observed. The reason could be traced back to
the existing limitations of ENVI-met by a correct consideration of the long wave
radiation contribution in the energy balance for a model in the path of its simulation.
As it had already been mentioned in section 5.3.3 (scenario V2),
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Figure 5-29: Air temperature differences between the base case and the model after
increasing roofs reflections (scenario M2), (B — M2) at 1.4 m above the
ground level

The results pertaining to changes in the specific humidity are illustrated in figure 5-
30. It can be seen that, unlike the air temperature, the water vapor concentration
level has not been affected by the applied modifications. Probably because in most
part of the area (streets) there is no source for evaporation neither before nor after
the applied modifications; so the changes in the air temperature hardly affected the
water vapor concentration level at any point. In the case of the surveyed courtyard,
despite the fact that it consisted of vegetation to a great extent and accordingly a
considerable source for evaporation, no significant change in the air specific
humidity could be observed. This observation was expected, since the air
temperature in the courtyard was not affected considerably as a result of the change
in the roof reflectivity level, which could not have affected the radiation budget
inside the canopy at this location. In any case in order to be able to make more
clarifications on this issue more surveys in terms of measurements and simulations
are necessary.
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Figure 5-30: Water vapor concentration difference between the base case and the model
after increasing roofs reflections (scenario M2), (B — M2) at 1.4 m above
the ground level

5.3.8. M3: Material properties change, light Walls

The aim of this scenario is to survey the effect of using materials with higher
reflectivity for the walls on the urban micro-climate. The total area of the buildings
walls in the model domain is about 130400 m”. In the real condition their material
and color varies in a wide range from the white plaster to the dark grey granite. But
for simplification purposes, a material having a reflectivity of 0.4 was assigned to all
the buildings in the Base Case. To match the goal of this scenario, as it is shown in
figure 3-31, the reflectivity of the walls material was increased to 0.7.

Opaque materials with a higher reflectivity are cooler than the others when they are
exposed to the short wave radiation, as they absorb less and accordingly reflect
more. Consequently it was expected that their adjacent air temperature to be
increased due to more reflected short wave radiation back into the neighboring air
space. This fact was confirmed through the results obtained by this scenario. As it
can be seen in figure 5-32, the walls with higher reflectivity caused higher air
temperature within the canopy. The increase in the reflectivity of the walls resulted
an increase in the magnitude of the global radiation inside the urban canopy and
accordingly a slight upsurge in the air temperature The increase in the air
temperature is strongly related to the solar radiation thus after the sunset a fast
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decrease could be observed, which approached to the value of the air temperature,
as observed in the Base Case.
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Figure 5-32: Temperature difference between the base case and the model after
increasing walls reflections (scenario M3), (B — M3) at 1.4 m above the
ground level
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Figure 5-33: Global radiation difference between the base case and the model after
increasing walls reflections (scenario M3), (B — M3) at 1.4 m above the
ground level

For the air specific humidity, as shown in figure 5-34, changing the walls reflectivity
did not have any effect in the streets. But a slight increase in the courtyards during
the day was observed. It could be caused by the increase in the short wave radiation
budget in the environment, which apparently has stimulated the plants to
evapotransprate more resulting in more water vapor release to the environment.
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Figure 5-34: Water vapor concentration difference between the base case and the model
after increasing walls reflections (scenario M3), (B — M3) at 1.4 m above
the ground level

5.3.9. H1: Aspect Ratio change, lower aspect ratio

Effect of height of the buildings on the urban micro-climate was the last evaluated
parameter in this study (scenarios H1 and H2). To investigate the possible effect, the
height of all the buildings was decreased 30%. Such a change in the height of the
buildings caused automatically a 30% decrease in the volume of the buildings as well
as in the surface area of buildings facades. Figure 5-35 shows a view of the 3D model
of above-mentioned scenario H1.

Decreasing the height of the buildings in one hand reduces the amount of the mass
in the area and accordingly causes a decrease in the heat storage in the model
domain. On the other hand such an act would increase the SVF pertaining to the
exposure of the urban surfaces to the solar radiation. The effect of changes in height
of buildings (change in SVF) on the amount of solar radiation striking urban surfaces
depends on the angle of incident radiation. When the height of sun is low its effect is
more significant. But when the sun height increases and incident solar radiation
angle become closer to the 90° the effect of buildings height decreases. Thus during
the morning and in the afternoon when the height of the sun is low, any reduction in
the height of the buildings results in a significant increase in the amount of incident
radiation and accordingly increase of the air temperature, but around noon time the
effect of the buildings masses is the dominating one, i.e. its decrease causes a slight

135



Computational Inquiry Results

drop in the air temperature. Likewise, during the night the higher SVF accelerates
the cooling of the ground and the buildings surfaces causing a reduction in the
ambient air temperature. The obtained simulation results for this scenario
confirmed the above mentioned argumentation. The profile of the air temperature
difference between the base case and this scenario (H1) is shown in figure 5-36.

Figure 5-35: view of the 3D model after decreasing the height of buildings to 70% of their
current condition (scenario H1)
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Figure 5-36: Air temperature differences between the base case and the model after
decreasing the height of the buildings to 70% of its current condition
(scenario H1), (B—H1) at 1.4 m above the ground level

Figure 5-37 illustrates the change in water vapor concentration caused by the recent
modification. The water vapor concentration differences, like the air temperature,
were fluctuating between below and above the zero during the day and night. The
courtyard was the only location with constant increase in the humidity, which could
be caused by the existing dense vegetation. Shorter buildings allow the plants to
receive more solar radiation and accordingly release more water vapor to the
environment resulting in an increase in the specific humidity.
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Figure 5-37: Water vapor concentration differences between the base case and the model
after decreasing the height of the buildings to 70% of its current condition
(scenario H1), (B—H1) at 1.4 m above the ground level

5.3.10. H2: Aspect Ratio change, higher aspect ratio

In this scenario by 30% increasing of the height of the buildings, the impact of the
higher aspect ratio was investigated. The view of 3D model of this scenario is
displayed by figure 5-38.

Figure 5-38: view of the 3D model after increasing the height of buildings up to 30%
(scenario H2)
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As it is seen in figure 5-39, higher buildings resulted in lower temperature in all the
locations during the day. On the contrary during the night the air temperature was
increased by about 0.5 K.
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Figure 5-39: Air temperature differences between base case and the model after
decreasing the height of buildings to 70% of its current condition (scenario
H2), (B—H2) at 1.4 m above the ground level

Air temperature drop during the day can be explained by lower sky view factor
induced by higher buildings. During the day higher buildings reduce the amount of
the incoming incident solar radiation inside the canyon. Since the solar radiation
constitute the major part of the energy of the urban energy balance equation (see
section 2.2.1) any reduction in the input radiation heat flux can result in drop in the
air temperature. On the other hand higher buildings limit the access of urban
surfaces to the sky during the night. This in turn causes trapping of the emitted long
wave radiation by the surfaces within the canopy (spaces between the building
surfaces), which subsequently avoids the cool down of the associated surfaces
during the night.

Based on the simulation results, the courtyard was not affected during the day as
much as the canyons probably due to its size and the existing trees. Increasing the
height of the buildings by 30% did not cause a big difference in sky view factor and
accordingly the magnitude of the incoming solar radiation pertaining to this space.
Therefore during the day the temperature was not changed significantly. The results
showed that during the night the courtyard became warmer comparing to the base
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case. It can be explained by the out-coming long wave radiation model used in ENVI-
met. As it mentioned in sections 3.3.11 and 5.3.3 the out-coming long wave
radiation heat, which causes the urban surfaces cool down, is calculated based on
the average surface temperature within the model area. Higher buildings and
accordingly lower sky view factor induce more shaded and cooler surfaces in the
whole model domain. As a result the model has calculated less emitted long wave
radiation from this space (due to the lower average surface temperature within the
model area although courtyard surfaces temperature did not change), which has led
to less cool down during the night compared to the base case.

Unlike the air temperature, water vapor concentration did not change considerably,
as shown in figure 5-40, because of the aspect ratio change implemented in this
scenario. The observed slight reduction in the air specific humidity may be traced
back to the fact that the air temperature reduction due to the implemented higher
aspect ratio has resulted in less evaporation in the area and accordingly less water
vapor concentration.
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Figure 5-40: Water vapor concentration difference between base case and the model
after decreasing the height of buildings to 70% of its current condition
(scenario H2), (B—H2) at 1.4 m above the ground level
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5.3.11. Overview, differences among all scenarios

The courtyards within the model domain either already contained vegetation and
permeable pavements or were too small to have them. Hence, the implemented
changes were mostly applied to the streets rather than courtyards. Therefore, to
have a more detailed analysis about the overall influence of the applied
modifications on the urban micro-climate, streets and the whole area were surveyed
separately through figures 5-41 and 5-42. As it is seen in figures 5-41 and 5-42, due
to above mentioned reason the effect of V1, V3, M1 and VM on the air temperature
in the streets (Figure 5-42) was about 0.5 K more than average influence of them on
the whole area (Figure 5-41). Another aspect regarding to the scenarios M2, M3, V2,
H1 and H2 was that, by all of these scenarios a more homogeneous influence on the
air temperature of the model area could be observed. The graphs showed that the
scenario VM, which is about the combination of adding more trees and green roof as
well as changing the ground surface sealing to the permeable pavement, has
affected the air temperature at most, comparing to the other scenarios.

The scenarios M1 and V3 caused approximately equal reduction in the air
temperature, but in different hours. The cooling effect of M1 was more during the
day, while V3 showed more cool-down in the area during the evening and the night.
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Figure 5-41: Average air temperature differences between scenarios and the base case
within the model domain (Base — Scenario)

141



Computational Inquiry Results

30 T T T T T T T

2.5 7

2.0 7

1.5 7

ATIK]

1.0

0.5

0.0

-0.5 L L L L L 1 I ]
5:00 7:00 10:00 13:00 16:00 19:00 22:00 1:00 4:00
Time [h]

V1
M2

V2 V3 M1 VM
M3 H1 H2

Figure 5-42: Average air temperature differences between scenarios and the base case
within the streets (Base — Scenario)

By the scenarios V2 and M2 it was about changes applied on the surface of the roofs,
hence their effect on the air temperature within the canopy layer was almost equal
and in the same pattern. In any case to get a deeper understanding on how the
applied changes through V2 and M2 would affect the microclimatic situation within
a model, more measurements and simulations are needed.

In the scenario M3 the effect of walls with higher reflectivity was considered. Based
on the achieved results, the scenario M3 showed a unique change in the
microclimatic condition in the model domain, through which a slight increase in the
air temperature was observed. Due to the modifications applied, an increase of
about 0.2 K in the air temperature during the day could be noticed. It was further
noticed that this difference (the temperature difference between M3 and the base
case) was immediately disappeared after the sunset.

Among the scenarios, H1 caused the least effect on the air temperature (max about
0.2 K reduction), while through H2 (increasing the buildings height) the air
temperature was decreased about 1 K during the day. However, during the night air
temperature has been increased via H2.

The same method was employed to study the specific humidity changes in all the
scenarios in figures 3-44 and 3-45.
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Figure 5-43: Average water vapor concentration differences between scenarios and the
base case within the model domain (Base — Scenario)
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Figure 5-44: Average water vapor concentration differences between scenarios and the
base case within the streets (Base — Scenario)

Figure 5-45 shows the average temperature differences between the base case and
the scenarios during the 24 hours for every location separately. “Paniglgasse” as an
East-West street was the most affected area by the modifications, meanwhile
“Wiedner Hauptstrasse” as wider North-South oriented street seemed to be less
affected, and “Apfelgasse” (parallel to “Wiedner Hauptstrasse”) was observed to be
the street influenced at least. This can be explained by their orientation and
exposure duration to the solar radiation. Since by most of the scenarios it was about
altering the radiation budget within the canyons, areas with more incoming
radiation (in terms of either higher intensities or more exposure time) got more
affected by any change applied in the associated radiation factors. On the other
hand in scenarios such as V2 (green roof), where the applied modifications had not
happened inside the canopy the changes in the air temperature were almost equal
throughout the whole areas. Concerning the courtyard, since the applied alterations
did not change its properties significantly, so the changes in the results were not
considerable and its air temperature was affected the least.
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Figure 5-45: Average cooling effect of the evaluated scenarios for every location during
24 hours

Figures 5-46 and 5-47 show the average temperature difference between the
current condition (the base case) and the different scenarios for the areas during the
day and the night, respectively. The day and the night hours were defined according
to the sunrise and sunset times in Vienna in the simulated date, from 5:00 h to
20:00 h was considered as the day and from 21:00 h to 4:00 h as the night. The
graphs depict, except M3 and H2, the increase in the reflectivity of the walls and
increasing the buildings height, other scenarios have cooling effect in the area during
the day as well as the night however the amount of the changes in the temperature
varies from day to night. The influence of the implemented modifications during the
day was more than night except in H1 (the lower aspect ratio). In case of H2,
increase of buildings height, the air temperature variation profile is different than
the other scenarios. This is the only case, in which the air temperature has increased
during the night in spite of a considerable decrease in that of during the day,
although the overall mean value showed that the total reduction in the air
temperature was more than its total nocturnal increase.
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Figure 5-46: Average cooling effect of the evaluated scenarios for every location during
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Figure 5-47: Average cooling effect of the evaluated scenarios for every location during

the night

By all of the analyzed scenarios the domain micro-climate was affected either by

changing the evapotranspiration or by altering the radiation budget within the urban

canopy. Addition of more plants as well as more permeable surfaces, in both cases,

reduced the air temperature by changing the amount of evaporation of the water

(as the associated latent heat is provided by the surroundings which includes the

ambient air) from the plants or the ground surface. Hence, any reduction of the air

temperature due to evaporation automatically

increased the water vapor

concentration in the environment. That is why, as it can be seen in figure 5-48 to 5-
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50, in the case of the trees, the permeable pavements and their combination, the
average water vapor difference between the scenarios and the base case showed an
increase of about 1 g/kg. The influence of modifications, which alter the radiation
budget in the associated areas, on the humidity depends on the existing local
condition. The humidity of locations without any source for evaporation, i.e. plants
or permeable pavement, were not affected by such modifications, but that of those
locations containing plants or permeable pavements was influenced depending on
the alteration of radiation budget. At such locations, reductions in the magnitude of
the radiation resulted in the reduction of the humidity as well, and an increase in
radiation budget caused a water vapor concentration rise in the area. Higher aspect
ratios proved such conditions, in which because of increased shaded areas in the
canyon and accordingly the reduction of the magnitude of the incoming radiation
the air temperature within the domain was decreased. This reduction in the ambient
air temperature led, intern, to a lower water evaporation in the associated
environment resulting in a lower air specific humidity.

0.5 T T T T T T T T T

LU U] D

Aqlgkgl
5
[62]

s
o
T
1

15 I I I I I I I I I
V1 V2 V3 M1 M M2 M3 H1 H2

scenarios

I wiedner HauptSt- Paniglg. Apfelg. - Courtyard- Streets Average

Figure 5-48: Average air specific humidity change for the evaluated scenarios for every
location during 24 hours
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Figure 5-49: Average air specific humidity
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Figure 5-50 Average air specific humidity change for the evaluated scenarios for every

location during the night
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6. Conclusion

This contribution presents the results of a monitoring and modeling study of the
urban micro-climate in the city of Vienna. The survey was performed in two parts:
empirical and computational inquires.

For the empirical analysis, required weather data was collected via measurements
conducted using mobile traverse method. This data was compared with the obtained
weather data from stationary weather stations located inside the investigated area.

Results of the on-site measurements suggested that micro-climatic conditions at
different locations vary considerably. Comparison between the (stationary)
reference point and the mobile weather station readings showed that within the
surveyed area (0.5 km?) air temperature varies about 2.5 K. Moreover, these
variations appeared to be related to certain characteristic features of the locations
(e.g., sky view factor, density of existing vegetation, etc.). Highest temperatures,
with about 2 K difference with the reference point, were monitored at open plazas
and parks (P3, G1, G2), whereas the shaded courtyards, (C1 and C2) and the streets
displayed the lowest temperatures during the day differing from the reference point
by around 2.4 K. The readings of the air temperature and solar irradiance showed a
significant congruence with the sky view factors. Likewise, trees affected the air
temperature (reduced) and humidity (increased) in the area, considerably, while the
grass fields and the water bodies showed less impact.

Also, further analyses showed that beside the geometrical and physical properties of
an urban fabric, general climate conditions, e.g. sky condition and wind speed, are
also affecting the urban microclimate variation within the city. Based on the
obtained results, the higher the wind speed above the urban canopy, the greater air
temperature differences between the reference point (BPI) and measurement spots
should be expected. Likewise, according to the results, the impact of the wind speed
on closed locations, e.g. on courtyards and on narrow canyons, is stronger than that
of on open spaces/ wider canyons.

Within the context of the computational inquiries a simulation model was generated
using a three dimensional urban micro-climate simulation tool, ENVI-met 4.0 (Bruse
1999). This model was used to simulate microclimatic conditions in a part of the city
of Vienna including a part of the area, in which the measurements pertaining to the
aforementioned empirical study had been done. Adjustment runs showed that the
quality of input data and utilizing appropriate weather data can improve the RMSE
of the predicted air temperature by about 1.9 K and reach to RMSE=1.29 K, while the
simulation model is not considerably sensible to grid size.
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The influence of four parameters including the density of vegetation, the extent of
permeable pavements, the reflectivity of the roofs/ the walls and the aspect ratio of
the canyons, was evaluated in nine scenarios. The results suggested modifications
within the urban canopy were more effective in influencing the relevant
microclimatic conditions than those implemented to the roof levels.

Likewise, combination of the alterations, which result in lower air temperature, can
enhance their cooling effect. As it was shown by the results, the maximum cooling
effect, about 2.7 K, was achieved through the scenario VM, increasing vegetation
and applying permeable pavement. The numerical simulations also showed that
increase in the amount of vegetation, (either within the canyon or above the roofs),
in the area of pervious pavements or in the reflectivity of the roof material could
cause a decrease in day time and night time air temperature during the hot summer
period. On the other hand changes in the canyon aspect ratio could lead to different
effects (decrease or increase) on the microclimatic condition during day and night.
Also replacing wall materials with those having a higher reflectivity led to a wall
surface temperature decrease, while at the same time a slight increase, of about
0.4 K, in the associated ambient air temperature during the day was observed.

Based on the obtained results, it can be concluded that the influence of the above-
mentioned parameters on microclimatic conditions is not only dependent on the
extent of the applied changes, but is also in direct relation to other characteristic
parameters of the location such as the orientation and the aspect ratio of the
canyon in the investigated area.
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7. Outlook

The urban micro-climate is influenced by the different meteorological, geographical
and urban characteristics as well as the human activities in the urban area. The
effect of some of these parameters was studied within the context of this work.
More simultaneous, on-site measurements, distributed in different locations while
taking into account all associated parameters, within a bigger time span can help
achievement of a deeper understanding concerning variations in an urban micro-
climate.

The urban micro-climate modeling is not only a low cost powerful predicting tool for
generating needed weather data along with the optimized associated effective
parameters concerning an investigation, but also it can provide more reliable inputs
for building performance simulation models. Therefore coupling of urban micro-
climate models with building performance simulation codes would enable designers
and engineers to achieve better and more effective evaluations and as a result
would lead to more accurate and optimized solutions for urban construction
projects. On the other hand buildings are one of the input energy resources in urban
energy balance equation (see section 2.2) coupling of the two above-mentioned
tools can provide more accurate input data for urban micro-climate modeling.
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Appendix A-1: Input data to run a simulation using

ENVI-met 4.0

Category Variable Unit
start day DD.MM.YYYY
start time HH:MM:SS
total simulation time h
output interval time receptors m
output interval time all other files m
Meteorology: | wind speed at 10m height m/s
Basic setting [ \yind direction deg
Roughness length at measurement site m
initial temperature of atmosphere K
specific humidity at 2500m g/kg
relative humidity in 2m height %
Meteorology: | hourly temperature K
simple forcing [ "hourly relative humidity %
Meteorology: | Adjustment factor for solar radiation 0.5-1.5
Further setting | cover of low cloud octas
cover of medium cloud octas
cover of high cloud octas
Turbulence scheme for 1D reference model diagnostic/
prognostic
Turbulence scheme for 3D main model diagnostic/
prognostic

Upper boundary conditions for TKE and
dissipation rate 3D model

open/ closed

Lateral boundary condition for temperature
and humidity

open/ closed

Lateral boundary condition for temperature
and humidity

open/ closed

Model timing

Sun height for switching dt(0) -> dt(1) deg
Sun height for switching dt(1) -> dt(2) deg
time step t0 S
time step t1 s
time step t2 S

Update Plant Processes

Update Surface Data

Update Radiation/Shadows

Update Flow Field
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Category Variable Unit
Soil and plants | Initial Temperature Upper Layer (0-20 cm) K
Initial Temperature Middle Layer (20-50 cm) K
Initial Temperature Deep Layer (below 50 cm) | K
Relative Humidity Upper Layer (0-20 cm) %
Relative Humidity Middle Layer (20-50 cm) %
Relative Humidity Deep Layer (below 50 cm) %
Transpiration model
Co2 background level ppm
Pollutant operation mode
dispersion | NO-03-NO2 chemistry
update interval for emission rates s
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Appendix A2: Required information to build an area

input file

Variable

Unit

number of grids

X

y

z

nesting

grid sizes

dx

dy

dz

telescoping factor

start telescoping after

location

latitude

longitude

Georeference

Co-ordinate of lower left grid x-value

Co-ordinate of lower left grid y-value

reference level above sea level for DEM=0

model rotation out of grid north

building

top of building

bottom of building

walls material

roof material

vegetation

plant type

DEM height

Terrain height

soil and surface

soil profile

soil profile for nesting grids

sources

source type
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Appendix A3: ENVI-met outputs, main data file
(Atmosphere)
Field Unit Meaning
Flow u m.s™” Wind speed u-component
Flow v m.s” Wind speed v-component
Flow w m.s’ Wind speed w-component
Wind Speed m.s’ Total wind speed
Wind Speed change | % Change of wind speed comp. to inflow
irecti f the wind fl lati
Wind direction deg direction .o the wind flow relative to
geographic north
pressure perturb Pa Relative Pressure Perturbation
Pot. Temperature K Potential Air temperature
Pot. T
O.t emperature K Potential Air temp. difference to inflow
(Diff K)
Pot. T t R
ot. Temperature K.h' Change of Air Temperature with time
Change
Spec. Humidity g.kg™ Specific Humidity Air
Relative Humidity % Relative Humidity of Air
TKE m’.s” Turbulent Kinetic Energy
Dissipation m’.s Dissipation of TKE
Vertical Exchange m2.sl Vertical Turbulent exchange coefficient
Coef. I. ' Km
Horizontal Exchange m2.sl Horizontal Turbulent exchange coefficient
Coef. ' Km
Absolute LAD m’.m’> Leaf Area Density
Direct SW Radiation | W.m™ Shortwave Direct Radiation
lef%lse:‘ SW W.m™? Shortwave Diffuse Radiation
Radiation
Refl.ec'fed W W.m? Shortwave Reflected Radiation
Radiation
Longwave Rad. W2 Longwave Radiation received from the
Environment ' environment
Sky-View-Factor i Sky-View-Factor (only buildings
Buildings considered)
Sky-View-Factor i Sky-View-Factor (buildings plus vegetation
Bld+ Vegetation considered)
Temperature Flux Km.st Temperature flux from vegetation per unit
leaf area
Vapor Flux (g.kg'l).m.s'l Vapor flux from vegetation per unit leaf
area
Water on leafs g.m? Amount of liquid water on leafs
Wall Temp Cell K Wall Temperature Wall x-axis
border x
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Field Unit Meaning
Wall Temp Cell K Wall Temperature Wall z-axis
border z
Leaf Temperature K Temperature of leafs in grid box
Mixing | h calcul f he TKE-
Local Mixing Length | m .|X|.ng fengt calculated from the
Dissipation
PMV Value - PMV value
PPD Value % Percentage People Dissatisfied
M Radi
ean Radiant K Mean Radiative temperature
Temperature
Gas/Particle m? Concentration of selected particle or gas in
concentration HE- microgram
Gas/Particle source ug.s'l Emission rate of particle or gas source in
microgram
Deposition velocity mm.s™ Deposition velocity (only at surfaces)
) Total f
Total Deposed Mass | pg.m? otal amount o mass deposed to ground
or leaf surface unit area since start
Deposed Mass time ug.m'zs'l Average Amount of mass deposed per
averaged Average hour
TKE normalized 1D -
TKE normalized EE' 1D
with 1D profile
Dissipation
normalized 1D -
Dissipation E.e'l_ld
normalized with 1D
profile
Km normalized 1D -
Vertical K., norm. Km.Km‘:L 1D
with 1D profile
TKE Mechanical 1 Turbulence Production due to wind shear
Kn-Km ~_1D .
Prod (tensor deformation)
Stomata Resistance | m.s™ Stomata resistance of plant
co2 mg.m’3 concentration (if A-gs model used
CO2 ppm concentration in ppm
kgt
Plant CO2 flux (::gs_lg ) flux per unit leaf area
Div Rlw Temp KRt Temperature change due to longwave flux
change ’ divergence
Local mass budget ug.(s.m’?) Local pollutant mass budget of grid cell (-:

net deposition)
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Appendix A4: ENVI-met outputs, main data file (Surface)

Field Unit Meaning
2 topo m Absolute height of model ground surface (always 0
—top in recent version)
T Surface K Ground surface temperature
T Surf
Di?‘:r ace K Difference of ground surface to reference surface
T Surf )
chaunrgaece K.h' Change of ground surface temperature
g Surface g.kg” Specific humidity of surface (available vapor)
uv above m.st Wind speed at the first grid level above ground
surface ' surface
ible h

?lil;s'b e heat W.m? Sensible heat flux into the air (+: towards air)
Exchange m2.sl Exchange coefficient for heat between sruface and
coef. heat ' air
Latent heat
ﬂauxen ca W.m?2 Sensible heat flux into the air (+: towards air)

. Heat flux into soil (+: directed towards deeper

| heat fl W.m?
Soil heat flux m layers)
Sw direct W.m?2 Direct shortwave radiation reaching ground
radiation ' surface
Sw diffuse W.m2 Diffuse shortwave radiation reaching ground
radiation ' surface
:;:Cr?:frt Value of Lambert's law for solar angle
Longwave
radiation W.m? Longwave radiation budget of ground surface
bud.
Longwave . . .
rad. from W.m2 Longwave radiation received from vegetation
veg;etation ’ layers above
Longwave
rad. from W.m?2 Longwave radiation received from buildings
environment
Water flux g.m?3s Water flux from/to the ground surface
Sky-Vi
FaZtolreW Sky View factor for z=0 (buildings only counted)
Building . o . - .
height m Height of building top (0 if no building assigned)
Surface
albedo Albedo of ground surface
SD:ep;:tlon mm.s™ Deposition flux of analyzed pollutant component
Mass . .
deposed ug.m Mass deposed at ground surface in pug
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Appendix A5: ENVI-met outputs, main data file (Buildings)

Field Unit Meaning
Temperature fagade nodel (outside) K
Temperature facade node2 K
Temperature fagcade node3 K
Temperature fagade node4 K
Temperature facade node5 K
Temperature fagade nodeb K
Temperature fagade node7(inside) K
longwave radiation emitted by facade W.m-?
uvw in front of facade m.s”
absorbed direct SW radiation W.m-?
incoming LW radiation W.m-?
air temperature in front of fagade K
sensibale heat transmission coefficient outside w.m-’Kk*
longwave energy balance W.m-?
heat flux through fagade w
temperature of building (inside) K
energy needed to keep T constant KWh

Appendix A6: ENVI-met outputs, main data file (Soil)

Field Unit Meaning
T K Soil temperature
ete m3.m?3 Volumetric Water Content
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Appendix A7: ENVI-met outputs, 1D-Model Model Files

(1D- inflow)

Field Unit Meaning

u m.s Wind speed u-component

% m.s” Wind speed v-component

T K Air temperature

q gkg?! Specific Humidity Air

Ri - Richardson Number

Kim m’.s Exchange Coefficient Impulse

E m’.s” Turbulent Kinetic Energy

€no m3.m’ Dissipation of TKE

E_prod Production of E

E_therm Thermal E production

E_trans Transport of E

Km_limit | m’.s Limit of Km if using E-€ model

L_diag m zﬂr)i;irr;i(l:_:ngth calculated using the diagnostic
|_prog m Mixing Length calculated from the E/e data
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Appendix A8: ENVI-met outputs, receptor files

Field Unit Meaning

Date Date of the model time (String)

Time Model time of clock at output (String)

Mod Time (min) Model time in min since start

z m Model height of data

u m.s” Wind speed u-component

v m.s* Wind speed v-component

w m.s” Wind speed w-component

W Speed m.s™ Total wind speed

W Dir Wind direction, 0=North, Rotation corrected

T K Air temperature

dT/dt K.h' Change of Air Temperature with time

q g.kg™ Specific Humidity Air

Q-rel % Relative Humidity Air

Kim-vert m2.s*t Vertical Exchange Coefficient Impulse

Kim-vertNrm Vertical Km normed with logarithmic law

Kn.hor m2s” Horizontal Exchange Coefficient Impulse

E m’.s? Turbulent Kinetic Energy

€ m’.s? Dissipation of TKE

TMRT K Mean Radiant Temperature

LAD m’.m> Leaf Area Density

Tieaf K Leaf Foliage Temperature (0 if no leafs)

H W.m2 Sensible Heat Flux from Leafs to Air (see
teaf ) remark)

LE eaf W.m? Latent Heat Flux from Leafs to Air (see remark)

rs m.s” Stomata Resistance (0 if no leafs)

co2 Mg.m?3 CO2 Concentration

CO2.fx mg.(kg.s)* | CO2 Flux at plants (if A-gs model used)

SW.dir W.m? Shortwave Direct Radiation (see remark)

SW.dif W.m? Shortwave Diffuse Radiation

Press.p Pa Pressure Perturbation

mass mg.m” Mass concentration

E.mech Mechanical Production of TKE

Re. warmin Kh Air temperature change due to longwave flux
tw- g ' divergence

SVF.bldg Sky-View factor (only buildings)
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Appendix B: Sim file for the Base case

%---- ENVI-met V4 main configuration file

%---- generated with ProjectWizard

Fileversion =4.0
JobID =Simulation

% Main data ...cccvveeeeeeeeiiiieeeee e

Wind Direction (0:N..90:E..180:5..270:W..) =150
Roughness Length z0 at Reference Point [m] =0.1
Initial Temperature Atmosphere [K] =303
Specific Humidity in 2500 m [g Water/kg air] =8
Relative Humidity in 2m [%] =52

% End main data ....ccoceeeveeniiiieeeeeee

[OUTPUTTIMING]

Name for Simulation (Text): =base

Area Input File to be used =C:\forced-final\base.in3
Filebase name for Output (Text): =B

Output Directory: =C:\forced-final\base

Start Simulation at Day (DD.MM.YYYY): =13.07.2011
Start Simulation at Time (HH:MM:SS): =3:00:00

Total Simulation Time in Hours: =25

Wind Speed in 10 m ab. Ground [m/s] =2.5

Output interval main files (min) =60.00
Output interval log files (min) =60.00
Include Nesting Grids in Output (0:n,1:y) =0
[SOLARADJUST]

Factor of shortwave adjustment (0.5 to 1.5) =0.82
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[TIMESTEPS]

Sun height for switching dt(0) -> dt(1)
Sun height for switching dt(1) -> dt(2)
Time step (s) for interval 1 dt(0)
Time step (s) for interval 2 dt(1)
Time step (s) for interval 3 dt(2)

[SIMPLEFORCE]

=40.00

=50.00

=1.00

=1.00

=1.00

Hour 00h [Temp, rH] = 301.55, 52.00
Hour 01h [Temp, rH] = 298.95, 62.00
Hour 02h [Temp, rH] = 297.15, 66.00
Hour 03h [Temp, rH] = 293.95, 71.00
Hour 04h [Temp, rH] = 294.25, 72.00
Hour 05h [Temp, rH] = 294.15, 72.00
Hour 06h [Temp, rH] = 294.85, 68.00
Hour 07h [Temp, rH] = 296.75, 65.00
Hour 08h [Temp, rH] = 298.70, 58.00
Hour 09h [Temp, rH] = 300.80, 53.00
Hour 10h [Temp, rH] = 301.65, 50.00
Hour 11h [Temp, rH] = 303.45, 46.00
Hour 12h [Temp, rH] = 304.35, 42.00
Hour 13h [Temp, rH] = 305.45, 39.00
Hour 14h [Temp, rH] = 305.75, 38.00
Hour 15h [Temp, rH] = 306.65, 37.00
Hour 16h [Temp, rH] = 307.05, 36.00
Hour 17h [Temp, rH] = 306.65, 37.00
Hour 18h [Temp, rH] = 305.95, 39.00
Hour 19h [Temp, rH] = 305.25, 42.00
Hour 20h [Temp, rH] = 304.35, 44.00
Hour 21h [Temp, rH] = 303.55, 47.00
Hour 22h [Temp, rH] = 302.65, 49.00

Hour 23h [Temp, rH] = 302.05, 50.00
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Appendix C1: Simulated air temperaturefor the base case

[K]

Hour Wi(:ldsr'ier. Paniglg. | Apfelg. Courtyard Streets a?tlela

4:00 294.8 295.27 294.88 295.95 295.03 | 295.31
5:00 294.7 295.16 294.77 295.75 294.92 | 295.16
6:00 295.41 295.84 295.41 296.2 295.59 | 295.77
7:00 296.92 297.29 296.91 297.26 297.07 | 297.12
8:00 298.74 299.2 298.53 298.52 298.89 | 298.79
9:00 300.75 301.13 300.34 299.96 300.85 | 300.58
10:00 302.02 302.06 301.33 300.77 301.93 | 301.59
11:00 303.74 303.31 302.9 301.9 303.37 | 302.92
12:00 304.85 304.11 303.91 302.76 304.3 303.85
13:00 305.77 304.85 304.77 303.59 305.12 | 304.69
14:00 306.02 305.19 305.06 304.03 305.43 | 305.03
15:00 306.4 305.7 305.59 304.59 305.91 305.5
16:00 306.55 306.09 305.93 304.96 306.2 305.79
17:00 306.16 305.92 305.73 304.86 305.96 | 305.57
18:00 305.43 305.38 305.19 304.43 305.35 | 305.01
19:00 304.48 304.45 304.45 303.78 304.46 | 304.19
20:00 303.59 303.63 303.63 303.07 303.62 | 303.39
21:00 302.9 302.97 302.94 302.51 302.94 | 302.76
22:00 302.18 302.29 302.22 301.94 302.24 302.1
23:00 301.64 301.78 301.68 301.49 301.71 301.6
0:00 301.19 301.35 301.24 301.11 301.28 | 301.19
1:00 299.47 299.81 299.51 299.89 299.63 | 299.69
2:00 298.01 298.44 298.05 298.69 298.21 | 298.35
3:00 295.68 296.34 295.73 296.94 295.98 | 296.29
4:00 295.38 295.94 295.45 296.39 295.63 | 295.87
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Appendix C2: Simulated air temperature for the V1 [K]

Hour Wi(:lner. Paniglg. | Apfelg. | Courtyard | Streets | All area
4:00 294.39 294.65 294.29 295.74 294.53 | 294.93
500 294.3 294.56 294.21 295.55 294.44 | 294.8
6:00 295.15 295.51 295.05 296.09 295.29 | 295.56
7:00 296.68 297.03 296.63 297.19 296.81 | 296.95
8:00 298.39 298.71 298.27 298.47 298.49 | 298.52
9:00 300.29 300.52 300.04 299.92 300.34 | 300.25
10:00 301.44 301.29 300.96 300.71 301.3 | 301.17
11:00 303.08 302.57 302.44 301.82 302.73 302.5
12:00 304.17 303.46 303.46 302.66 303.68 | 303.44
13:00 305.11 304.2 304.32 303.49 304.52 | 304.28
14:00 305.32 304.47 304.53 303.91 304.78 | 304.58
15:00 305.68 304.98 305.09 304.46 305.25 | 305.03
16:00 305.88 305.31 305.42 304.82 305.53 | 305.32
17:00 305.53 305.12 305.2 304.71 305.28 | 305.11
18:00 304.8 304.57 304.62 304.27 304.66 | 304.53
19:00 303.81 303.61 303.8 303.58 303.73 | 303.67
20:00 302.84 302.64 302.87 302.82 302.79 | 302.79
21:00 302.17 302 302.19 302.26 302.13 | 302.16
22:00 301.48 301.35 301.48 301.69 301.46 | 301.53
23:00 300.96 300.86 300.96 301.24 300.95 | 301.04
0:00 300.55 300.47 300.53 300.87 300.54 | 300.64
1:00 298.94 299.06 298.86 299.67 299.01 | 299.24
2:00 297.54 297.77 297.45 298.48 297.66 | 297.95
3:00 295.3 295.79 295.18 296.75 295.54 | 295.96
4:00 294.99 295.38 294.91 296.21 295.18 | 295.54
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Appendix C3: Simulated air temperature for the V2 [K]

Hour Wi(la-lir.\er. Paniglg. | Apfelg. | Courtyard | Streets a?«lela

4:00 294.7 295.31 295.03 296.03 295.03 | 295.28
500 294.59 295.18 294.9 295.81 294.9 295.12
6:00 295.28 295.87 295.51 296.26 295.56 | 295.72
7:00 296.75 297.27 296.92 297.24 296.99 | 297.03
8:00 298.58 299.17 298.46 298.43 298.8 298.66
9:00 300.51 300.97 300.14 299.8 300.64 | 300.37
10:00 301.69 301.8 301.05 300.6 301.62 | 301.31
11:00 303.16 302.94 302.38 301.67 302.88 | 302.52
12:00 304.26 303.71 303.33 302.53 303.79 | 303.44
13:00 305.17 304.45 304.18 303.35 304.61 | 304.28
14:00 305.54 304.85 304.56 303.81 305 304.69
15:00 305.96 305.34 305.1 304.36 305.5 305.15
16:00 306.15 305.75 305.46 304.74 305.82 | 305.45
17:00 305.82 305.62 305.31 304.67 305.62 | 305.27
18:00 305.13 305.13 304.84 304.28 305.06 | 304.76
19:00 304.18 304.19 304.16 303.63 304.19 | 303.95
20:00 303.3 303.39 303.42 302.93 303.37 | 303.17
21:00 302.59 302.74 302.76 302.36 302.69 | 302.52
22:00 301.85 302.05 302.04 301.75 301.98 | 301.84
23:00 301.3 301.53 301.51 301.29 301.44 | 301.33
0:00 300.86 301.11 301.08 300.91 301.01 | 300.92
1:00 299.29 299.7 299.54 299.78 299.51 | 299.54
2:00 297.89 298.39 298.18 298.63 298.16 | 298.25
3:00 295.69 296.41 296.06 296.97 296.07 | 296.31
4:00 295.32 295.95 295.68 296.39 295.65 | 295.83
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Appendix C4: Simulated air temperature for the V3 [K]

Hour Wi(la-lir.\er. Paniglg. | Apfelg. | Courtyard | Streets a?«lela

4:00 294.3 294.63 294.39 295.81 294.51 294.9
500 294.2 294.52 294.28 295.6 294.4 294.76
6:00 295.04 295.52 295.13 296.15 295.27 | 295.52
7:00 296.53 297.03 296.64 297.18 296.75 | 296.88
8:00 298.26 298.69 298.21 298.4 298.41 | 298.43
9:00 300.12 300.45 299.89 299.78 300.2 300.12
10:00 301.23 301.13 300.75 300.57 301.1 300.98
11:00 302.65 302.28 301.99 301.61 302.34 | 302.18
12:00 303.69 303.11 302.92 302.45 303.24 | 303.08
13:00 304.58 303.83 303.74 303.27 304.04 | 303.91
14:00 304.88 304.16 304.04 303.71 304.38 | 304.26
15:00 305.25 304.62 304.55 304.24 304.82 | 304.69
16:00 305.48 304.95 304.89 304.61 305.12 | 304.99
17:00 305.19 304.79 304.73 304.53 304.93 | 304.82
18:00 304.5 304.28 304.2 304.12 304.34 | 304.28
19:00 303.46 303.3 303.42 303.41 303.4 303.41
20:00 302.49 302.33 302.54 302.67 302.46 | 302.54
21:00 301.77 301.66 301.86 302.09 301.78 | 301.89
22:00 301.05 300.97 301.13 301.48 301.07 | 301.21
23:00 300.52 300.47 300.6 301.02 300.56 | 300.72
0:00 300.1 300.07 300.18 300.65 300.15 | 300.32
1:00 298.65 298.8 298.73 299.54 298.78 | 299.03
2:00 297.33 297.58 297.43 298.41 297.51 297.8
3:00 295.25 295.74 295.39 296.78 295.55 | 295.94
4:00 294.87 295.28 295.02 296.2 295.12 | 295.47
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Appendix C5: Simulated air temperature for the M1 [K]

Hour Wi(la-lir.\er. Paniglg. | Apfelg. | Courtyard | Streets a?«lela
4:00 294.51 294.99 294.85 296.02 294.78 | 295.15
500 294.37 294.81 294.69 295.8 294.62 | 294.96
6:00 294.99 295.31 295.25 296.24 295.17 | 295.48
7:00 296.4 296.55 296.61 297.23 296.51 | 296.72
8:00 298.11 298.03 298.08 298.42 298.1 298.19
9:00 299.96 299.64 299.75 299.78 299.82 | 299.82
10:00 301.02 300.47 300.63 300.56 300.74 | 300.72
11:00 302.49 301.61 301.9 301.62 301.99 | 301.93
12:00 303.55 302.42 302.76 302.46 302.89 | 302.82
13:00 304.42 303.19 303.56 303.27 303.71 | 303.64
14:00 304.78 303.59 303.97 303.73 304.09 | 304.05
15:00 305.25 304.14 304.56 304.29 304.62 | 304.55
16:00 305.48 304.51 304.94 304.68 304.94 | 304.87
17:00 305.18 304.36 304.78 304.6 304.74 | 304.69
18:00 304.49 303.87 304.29 304.2 304.18 | 304.16
19:00 303.6 303.18 303.65 303.57 303.42 | 303.45
20:00 302.75 302.45 302.93 302.9 302.64 | 302.71
21:00 302.03 301.8 302.25 302.33 301.96 | 302.07
22:00 301.28 301.11 301.51 301.73 301.24 | 301.39
23:00 300.75 300.63 300.99 301.28 300.73 300.9
0:00 300.33 300.24 300.58 300.91 300.32 300.5
1:00 298.8 298.9 299.05 299.76 298.88 | 299.15
2:00 297.44 297.67 297.71 298.6 297.57 297.9
3:00 295.28 295.76 295.58 296.91 295.52 | 295.97
4:00 294.94 295.35 295.24 296.34 295.15 | 295.53
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Appendix C6: Simulated air temperature for the VM [K]

Hour Wi(la-lir.\er. Paniglg. | Apfelg. | Courtyard | Streets a?«lela

4:00 294.12 294.2 294.23 295.86 294.21 294.7
500 293.99 294.05 294.08 295.64 294.06 | 294.53
6:00 294.68 294.68 294.75 296.12 294.72 | 295.13
7:00 296.1 295.97 296.18 297.1 296.08 | 296.38
8:00 297.7 297.34 297.67 298.27 297.58 | 297.78
9:00 299.43 298.81 299.25 299.62 299.18 | 299.33
10:00 300.38 299.6 300.05 300.4 300.04 | 300.19
11:00 301.69 300.66 301.21 301.44 301.2 301.33
12:00 302.66 301.42 302.01 302.26 302.04 | 302.18
13:00 303.61 302.14 302.74 303.05 302.85 | 302.98
14:00 304.03 302.48 303.09 303.51 303.22 | 303.38
15:00 304.51 302.99 303.68 304.05 303.73 | 303.88
16:00 304.75 303.32 304.05 304.45 304.04 | 304.19
17:00 304.45 303.18 303.89 304.39 303.84 | 304.02
18:00 303.77 302.74 303.41 304 303.29 | 303.52
19:00 302.86 302.11 302.78 303.36 302.54 302.8
20:00 301.97 301.33 302 302.66 301.71 | 302.02
21:00 301.28 300.71 301.35 302.09 301.06 | 301.39
22:00 300.59 300.06 300.65 301.49 300.39 | 300.74
23:00 300.08 299.59 300.15 301.03 299.9 300.26
0:00 299.68 299.23 299.75 300.66 299.51 | 299.87
1:00 298.24 297.97 298.26 299.55 298.15 | 298.59
2:00 296.94 296.8 296.95 298.41 296.9 297.38
3:00 294.87 294.97 294.86 296.76 294.93 | 295.52
4:00 294.53 294.57 294.55 296.19 294.57 | 295.08
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Appendix C7: Simulated air temperature for the M2 [K]

Hour Wi(la-lir.\er. Paniglg. | Apfelg. | Courtyard | Streets a?«lela

4:00 294.7 295.23 295.04 296.04 295.01 | 295.29
500 294.59 295.09 294.92 295.82 294.88 | 295.12
6:00 295.28 295.73 295.51 296.27 295.52 | 295.71
7:00 296.75 297.09 296.91 297.28 296.94 | 297.02
8:00 298.58 298.85 298.43 298.49 298.71 | 298.63
9:00 300.52 300.67 300.12 299.87 300.55 | 300.35
10:00 301.7 301.56 301.02 300.67 301.55 301.3
11:00 303.18 302.66 302.32 301.75 302.8 302.5
12:00 304.26 303.46 303.27 302.61 303.72 | 303.42
13:00 305.17 304.21 304.15 303.43 304.54 | 304.26
14:00 305.55 304.63 304.55 303.89 304.95 | 304.68
15:00 305.96 305.14 305.09 304.44 305.45 | 305.15
16:00 306.16 305.55 305.45 304.82 305.78 | 305.46
17:00 305.83 305.44 305.3 304.73 305.58 | 305.27
18:00 305.14 304.93 304.82 304.32 305.01 | 304.74
19:00 304.18 304.03 304.15 303.68 304.15 | 303.95
20:00 303.3 303.25 303.41 302.98 303.33 | 303.17
21:00 302.59 302.6 302.75 302.4 302.65 | 302.52
22:00 301.84 301.91 302.03 301.8 301.94 | 301.84
23:00 301.29 301.39 301.5 301.34 301.4 301.33
0:00 300.85 300.97 301.07 300.96 300.97 | 300.92
1:00 299.28 299.57 299.53 299.82 299.48 | 299.54
2:00 297.88 298.27 298.17 298.66 298.13 | 298.26
3:00 295.68 296.3 296.05 296.97 296.04 296.3
4:00 295.31 295.85 295.67 296.4 295.62 | 295.83
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Appendix C8: Simulated air temperature for the M3 [K]

Hour Wi(la-lir.\er. Paniglg. | Apfelg. | Courtyard | Streets a?«lela

4:00 294.8 295.27 294.88 295.95 295.03 | 295.31
500 294.7 295.16 294.77 295.75 294.92 | 295.16
6:00 295.58 296 295.48 296.29 295.72 295.9
7:00 297.2 297.55 297.03 297.42 297.3 297.36
8:00 299.08 299.52 298.7 298.73 299.18 | 299.07
9:00 301.11 301.48 300.53 300.19 301.17 | 300.89
10:00 302.39 302.4 301.52 301 302.25 301.9
11:00 304.1 303.62 303.06 302.12 303.67 | 303.22
12:00 305.22 304.43 304.1 302.98 304.61 | 304.16
13:00 306.14 305.17 304.99 303.82 305.43 305

14:00 306.38 305.5 305.26 304.24 305.74 | 305.34
15:00 306.72 305.99 305.77 304.78 306.19 | 305.78
16:00 306.85 306.37 306.12 305.13 306.47 | 306.06
17:00 306.46 306.2 305.92 305.01 306.23 | 305.84
18:00 305.71 305.65 305.39 304.55 305.61 | 305.25
19:00 304.65 304.6 304.6 303.87 304.62 | 304.34
20:00 303.67 303.71 303.72 303.1 303.7 303.47
21:00 302.96 303.03 303.01 302.54 303 302.81
22:00 302.22 302.34 302.28 301.96 302.29 | 302.15
23:00 301.67 301.82 301.73 301.5 301.75 | 301.63
0:00 301.22 301.39 301.28 301.12 301.31 | 301.22
1:00 299.5 299.84 299.54 299.9 299.66 | 299.72
2:00 298.03 298.47 298.08 298.71 298.23 | 298.38
3:00 295.71 296.36 295.76 296.95 296 296.31
4:00 295.4 295.96 295.47 296.41 295.65 | 295.89
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Appendix C9: Simulated air temperature for the H1 [K]

Hour Wi(la-lir.\er. Paniglg. | Apfelg. | Courtyard | Streets a?«lela
4:00 294.64 295.2 294.99 295.58 294.94 | 295.16
500 294.52 295.08 294.87 295.38 294.82 | 295.01
6:00 295.21 295.77 295.47 295.9 295.48 | 295.62
7:00 296.79 297.32 296.91 297.08 297.02 | 297.06
8:00 298.7 299.27 298.5 298.46 298.91 | 298.79
9:00 300.88 301.28 300.25 299.98 300.93 | 300.66
10:00 302.07 302.19 301.26 300.8 301.94 | 301.62
11:00 303.41 303.25 302.57 301.88 303.15 | 302.79
12:00 304.48 304.09 303.53 302.75 304.08 | 303.73
13:00 305.41 304.88 304.43 303.58 304.94 | 304.59
14:00 305.84 305.33 304.88 304.04 305.39 | 305.04
15:00 306.26 305.8 305.42 304.58 305.86 | 305.51
16:00 306.38 306.05 305.7 304.93 306.08 | 305.74
17:00 306.03 305.91 305.51 304.84 305.86 | 305.53
18:00 305.3 305.33 304.98 304.4 305.24 | 304.96
19:00 304.28 304.34 304.26 303.69 304.3 304.09
20:00 303.36 303.5 303.48 302.95 303.44 | 303.27
21:00 302.63 302.82 302.8 302.35 302.74 302.6
22:00 301.88 302.13 302.09 301.73 302.02 | 301.91
23:00 301.31 301.59 301.54 301.23 301.47 | 301.38
0:00 300.86 301.15 301.1 300.84 301.03 | 300.95
1:00 299.26 299.69 299.51 299.56 299.49 | 299.51
2:00 297.85 298.35 298.13 298.32 298.11 | 298.18
3:00 295.63 296.31 295.95 296.48 295.98 | 296.15
4:00 295.25 295.87 295.6 295.97 295.57 | 295.71
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Appendix C10: Simulated air temperature for the H2 [K]

Hour Wi(la-lir.\er. Paniglg. | Apfelg. | Courtyard | Streets a?«lela

4:00 294.95 295.45 295.21 296.51 295.25 | 295.53
500 294.82 295.31 295.08 296.25 295.11 | 295.36
6:00 295.46 295.88 295.64 296.61 295.7 295.86
7:00 296.83 297.12 296.98 297.47 297.01 | 297.02
8:00 298.54 298.71 298.46 298.54 298.64 | 298.44
9:00 300.35 300.4 300.07 299.81 300.37 | 300.01
10:00 301.33 301.15 300.94 300.6 301.25 | 300.87
11:00 302.82 302.14 302.14 301.65 302.46 | 302.02
12:00 303.97 303 303.12 302.51 303.42 | 302.95
13:00 304.89 303.79 303.99 303.34 304.27 | 303.78
14:00 305.25 304.2 304.36 303.81 304.66 | 304.18
15:00 305.68 304.75 304.92 304.36 305.18 | 304.66
16:00 305.9 305.15 305.3 304.74 305.52 | 304.99
17:00 305.63 305.12 305.19 304.67 305.38 | 304.87
18:00 305.01 304.72 304.75 304.28 304.88 | 304.42
19:00 304.15 303.91 304.13 303.68 304.09 | 303.72
20:00 303.34 303.2 303.43 303.02 303.35 | 303.02
21:00 302.67 302.59 302.8 302.48 302.71 | 302.44
22:00 301.95 301.95 302.1 301.91 302.03 | 301.81
23:00 301.42 301.45 301.58 301.47 301.51 | 301.33
0:00 300.99 301.06 301.17 301.11 301.1 300.95
1:00 299.47 299.74 299.69 300.09 299.67 | 299.69
2:00 298.1 298.49 298.35 299 298.35 | 298.47
3:00 295.96 296.61 296.29 297.46 296.33 | 296.65
4:00 295.55 296.13 295.87 296.82 295.88 | 296.15
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Appendix D1: Simulated specific humidity for the base
case [g.kg™]

Hour Wi(la-lir.\er. Paniglg. | Apfelg. | Courtyard | Streets al:ulala

4:00 10.82 10.718 10.81 10.64 10.774 | 10.724
5.00 10.772 10.671 10.761 10.599 10.727 10.68
6:00 10.718 10.614 10.717 10.633 10.673 | 10.661
7:00 11.309 11.131 11.328 11.11 11.236 | 11.195
8:00 11.509 11.287 11.497 11.36 11.415 | 11.394
9:00 11.926 11.625 11.875 11.734 11.792 | 11.766
10:00 11.873 11.551 11.788 11.701 11.723 11.706
11:00 11.973 11.627 11.848 11.764 11.799 | 11.784
12:00 11.626 11.347 11.504 11.59 11.483 | 11.516
13:00 11.41 11.159 11.288 11.457 11.28 11.334
14:00 11.271 11.042 11.164 11.36 11.156 | 11.216
15:00 11.372 11.156 11.291 11.397 11.265 11.304
16:00 11.322 11.136 11.257 11.36 11.229 | 11.268
17:00 11356 | 11.159 | 11.294 11.33 11.26 | 11.278
18:00 11.461 11.25 11.409 11.312 11361 | 11.339
19:00 11.736 11.503 11.701 11.372 11.63 11.536
20:00 11.735 11.525 11.716 11.37 11.643 | 11.542
21:00 11.912 11.687 11.9 11.467 11.816 | 11.687
22:00 11.836 11.622 11.822 11.419 11.745 11.625
23:00 11.7 11.498 11.685 11.316 11.614 | 11.504
0:00 11.769 11.551 11.754 11.338 11.676 11.553
1:00 11.991 11.751 11.977 11.485 11.89 11.744
2:00 11.629 11.445 11.612 11.272 11.551 11.45
3:00 10.629 10.567 10.612 10.601 10.602 | 10.597
4:00 10.753 10.631 10.741 10.559 10.701 | 10.648
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Appendix D2: Simulated specific humidity for the V1

[8-kg™]

Hour Wi(la-lir.\er. Paniglg. | Apfelg. | Courtyard | Streets al:ulala

4:00 10.943 10.876 10.952 10.696 10.909 | 10.826
5-00 10.894 10.828 10.902 10.654 10.861 | 10.782
6:00 10.944 | 1094 | 10.987 10.735 | 10.937 | 10.859
7:00 11.611 11.589 11.724 11.248 11.601 | 11.463
8:00 11.885 11.86 | 11.983 11.513 | 11.873 | 11.726
9:00 12.371 12.287 12.437 11.914 12.33 | 12.159
10:00 12.367 12.246 12.383 11.886 12.298 | 12.118
11:00 12.49 | 12305 | 12.465 11.957 | 12.377 | 12.193
12:00 12.145 | 12.005 | 12.097 11.786 | 12.051 | 11.923
13:00 11.924 | 11796 | 11.848 11.65 | 11.833 | 11.734
14:00 11.786 11.671 11.707 11.549 11.707 11.62
15:00 11.856 | 11.739 | 11.804 11571 | 11.782 | 11.678
16:00 11.774 11.69 11.737 11.528 11.716 | 11.622
17:00 11.769 | 11.685 | 11.751 11.484 | 11.714 | 11.608
18:00 11.816 | 11.716 | 11.818 11.449 | 11.757 | 11.628
19:00 11.974 | 11.806 | 11.997 11.475 | 11.891 | 11.729
20:00 11.958 | 11.817 | 11.989 11.468 | 11.889 | 11.725
21:00 12.128 11.978 12.176 11.569 12.057 | 11.869
22:00 12.043 | 11.904 | 12.087 11.519 | 11.978 | 11.801
23:00 11.898 11.768 11.936 11.409 11.837 | 11.672
0:00 11.961 | 11.814 | 12.006 1143 | 11.893 | 11.717
1:00 12.159 11.987 12.214 11.571 12.083 | 11.891
2:00 11.772 11.643 11.806 11.345 11.714 | 11.574
3:00 10.743 10.716 10.734 10.654 10.727 | 10.693
4:00 10.862 10.777 10.877 10.612 10.823 10.74
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Appendix D3: Simulated specific humidity for the V2

[8-kg™]

Hour Wi(la-lir.\er. Paniglg. | Apfelg. | Courtyard | Streets al:ulala

4:00 10.879 10.734 10.809 10.648 10.803 10.756
5-00 10.834 10.69 10.761 10.607 10.759 10.714
6:00 10.828 | 10.682 | 10.768 | 10.675 | 10.753 | 10.737
7:00 11.443 11.208 11.371 11.17 11.327 11.292
8:00 11.793 11.435 11.618 11.468 11.61 11.584
9:00 12.121 11.658 11.835 11.75 11.863 11.853
10:00 11.946 11.548 11.675 11.693 11.71 11.72
11:00 11.9 11.58 | 11.675 11.745 | 11.701 | 11.726
12:00 11635 | 11372 | 11.444 | 11622 | 11.472 | 11525
13:00 11423 | 11185 | 11.249 11.502 11.28 | 11.348
14:00 11.27 11.047 11.113 11.405 11.143 11.219
15:00 11.298 11.113 11.181 11.426 11.194 11.262
16:00 11.241 11.096 11.151 11.391 11.157 11.229
17:00 11.252 11.099 11.158 11.344 11.164 11.221
18:00 11332 | 11163 | 11.227 11.296 | 11.234 | 11.256
19:00 11.574 | 11373 | 11.451 11.32 11.456 | 11.418
20:00 11.643 | 11.424 | 11.501 11.327 | 11.516 | 11.46
21:00 11.865 11.6 11.701 11.428 11.718 11.628
22:00 11.86 11.596 | 11.705 11.419 11.722 | 11.625
23:00 11.746 11.495 11.603 11.33 11.617 11.525
0:00 11.808 11.542 11.661 11.346 11.673 11.568
1:00 11.999 | 11721 | 11.85 11.476 | 11.858 | 11.736
2:00 11.653 11.435 11.532 11.274 11.542 11.457
3:00 10.693 10.601 10.628 10.632 10.644 10.64
4:00 10.782 10.633 10.7 10.567 10.707 10.662
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Appendix D4: Simulated specific humidity for the V3

[8-kg™]

Hour Wi(la-lir.\er. Paniglg. | Apfelg. | Courtyard | Streets al:ulala

4:00 11.007 10.914 10.967 10.702 10.951 10.861
5-00 10.96 10.867 10.919 10.66 10.904 10.818
6:00 11.074 | 11.065 | 11.089 10.78 11.053 | 10.95
7:00 11.774 11.752 11.845 11.308 11.744 11.583
8:00 12.212 12.121 12.211 11.623 12.141 11.943
9:00 12.606 12.379 12.489 11.92 12.457 12.252
10:00 12.473 1227 | 12.323 11.856 1232 | 12127
11:00 12431 | 12274 | 12.288 11.91 12.294 | 12.121
12:00 12179 | 12.063 | 12.055 11.794 | 12.068 | 11.929
13:00 11.968 11.863 11.834 11.678 11.868 11.75
14:00 11.824 11.724 11.692 11.583 11.736 11.632
15:00 11.819 11.744 11.717 11.589 11.755 11.646
16:00 11.73 11.703 11.657 11.554 11.688 11.593
17:00 11.707 11.681 11.646 11.494 11.665 11.564
18:00 11.73 11.677 | 11.667 11.429 | 11.675 | 11.557
19:00 11.848 | 11704 | 1176 11.415 11.75 | 11.618
20:00 11.901 | 11.742 | 11.803 11.415 | 11.796 | 11.65
21:00 12.118 11.925 12.018 11.517 11.997 11.818
22:00 12.104 11.924 12.021 11.509 11.995 11.814
23:00 11.975 11.806 11.901 11.41 11.873 11.7

0:00 12.033 | 11.853 | 11.963 11.432 11.927 | 11.744
1:00 12.196 12 12.135 11.557 | 12.085 | 11.894
2:00 11.827 11.677 11.772 11.345 11.74 11.596
3:00 10.843 | 10.796 | 10.799 10.692 10.81 | 10.757
4:00 10.918 10.818 10.877 10.624 10.859 10.77
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Appendix D5: Simulated specific humidity for the M1

[8-kg™]

Hour Wi(la-lir.\er. Paniglg. | Apfelg. | Courtyard | Streets al:ulala

4:00 11.054 11.038 11.006 10.654 11.034 10.904
5-00 11.002 10.98 10.952 10.613 10.98 10.857
6:00 11.053 11.066 11.03 10.684 11.048 10.931
7:00 11.696 11.645 11.673 11.167 11.667 11.509
8:00 12.145 12.095 11.996 11.452 12.111 11.894
9:00 12.51 12.384 12.206 11.738 12.415 12.182
10:00 12365 | 12253 | 12.037 11.7 12.258 | 12.057
11:00 12.278 | 12225 | 12.057 11.772 | 12.197 | 12.037
12:00 12017 | 12032 | 1191 11.65 11.972 | 11.842
13:00 11.817 11.829 11.741 11.543 11.775 11.674
14:00 11.67 11.683 11.541 11.439 11.636 11.542
15:00 11.669 11.697 11.54 11.448 11.656 11.563
16:00 11.598 11.7 11.507 11.413 11.624 11.528
17:00 11.6 11.727 11.518 11.372 11.64 11.53
18:00 11.681 11.79 | 11.58 11.33 11.708 | 11.571
19:00 11.88 11.886 | 11.757 11351 | 11.855 | 11.687
20:00 11.934 11.9 11.787 11.348 | 11.889 | 11.708
21:00 12.155 12.061 11.983 11.444 12.083 11.868
92:00 12155 | 12,062 | 11.998 | 11.427 | 12.092 | 11.865
23:00 12.031 11.944 11.884 11.329 11.974 11.754
0:00 12.081 | 11.973 | 11.933 11.348 12.015 | 11.788
1:00 12.246 12.108 12.098 11.483 12.167 11.941
2:00 11.896 11.818 11.781 11.289 11.848 11.669
3:00 10.958 11.024 10.915 10.681 10.981 10.897
4:00 11.004 10.989 10.939 10.608 10.989 10.874

185



Appendices

Appendix D6: Simulated specific humidity for the VM

[g-kg™]

Hour Wi(la-lir.\er. Paniglg. | Apfelg. | Courtyard | Streets a?éla

4:00 11.188 11.273 11.191 10.712 11.215 11.045
5-00 11.135 11.214 11.135 10.67 11.16 10.995
6:00 11.261 11.458 11.333 10.781 11.341 11.154
7:00 11.972 12.188 12.105 11.308 12.064 11.814
8:00 12.446 12.653 12.519 11.619 12.528 12.224
9:00 12.86 12.929 12.832 11.902 12.868 12.533
10:00 12.773 12.884 12.714 11.868 12.79 12.454
11:00 12.767 12.859 12.664 11.918 12.763 12.437
12:00 12,551 | 12.686 | 12.457 11.805 | 12.563 | 12.26
13:00 12.337 12.483 12.224 11.7 12.356 12.085
14:00 12.183 12.351 12.081 11.599 12.222 11.961
15:00 12.187 12.373 12.11 11.596 12.24 11.975
16:00 12.098 12.339 12.068 11.558 12.185 11.926
17:00 12.076 12.344 12.077 11.502 12.179 11.912
18:00 12.103 12.37 12.108 11.443 12.2 11.917
19:00 12.21 12342 | 12178 | 11434 | 12.246 | 11.961
20:00 12.238 12.316 12.176 11.427 12.251 11.964
21:00 12.439 12.464 12.365 11.526 12.431 12.12
22:00 12.401 12.437 12.344 11.506 12.404 12.098
23:00 12.268 12.313 12.221 11.415 12.277 11.984
0:00 12307 | 12333 | 12.263 11.432 | 12.309 | 12.012
1:00 12.453 12.448 12.418 11.56 12.442 12.149
2:00 12.081 12.122 12.066 11.364 12.094 11.856
3:00 11122 | 11283 | 11.15 10.751 | 11.195 | 11.058
4:00 11.154 11.24 11.173 10.671 11.191 11.027
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Appendix D7: Simulated specific humidity for the M2

[8-kg™]

Hour Wi(la-lir.\er. Paniglg. | Apfelg. | Courtyard | Streets al:ulala

4:00 10.879 10.788 10.81 10.631 10.819 10.759
5-00 10.834 10.742 10.762 10.59 10.774 10.717
6:00 10.832 | 10.759 | 10.774 | 10.657 | 10.777 | 10.751
7:00 11.448 11.292 11.377 11.141 11.352 11.306
8:00 11.801 11.59 | 11.623 11.428 | 11.655 | 11.61
9:00 12.123 11.753 11.837 11.712 11.894 11.867
10:00 11.943 | 11635 | 11.681 11.655 11.737 | 11.733
11:00 11.893 | 11681 | 11716 | 11716 | 11.732 | 11.743
12:00 11.633 | 11.469 | 11.473 11.586 | 11.502 | 11.541
13:00 11.421 11.265 11.258 11.465 11.302 11.36
14:00 11.266 11.128 11.123 11.368 11.162 11.231
15:00 11.297 | 11.189 | 11.192 11.392 11.213 | 11.272
16:00 11.243 11.17 11.163 11.361 11.178 11.238
17:00 11.256 11.174 11.173 11.324 11.187 11.233
18:00 11339 | 11242 | 11244 | 11283 | 11.259 | 11.272
19:00 11.578 | 11.424 | 11.461 11.305 | 11.473 | 11.424
20:00 11.646 11.47 11.508 11.307 11.53 11.461
21:00 11.868 11.642 11.706 11.406 11.73 11.626
22:00 11.863 | 11.639 | 11.709 11393 | 11.733 | 11.621
23:00 11.743 11.531 11.598 11.297 11.621 11.515
0:00 11.808 11.581 11.66 11.318 11.68 11.561
1:00 11.998 11.75 11.85 11.451 | 11.863 | 11.728
2:00 11.652 11.465 11.531 11.249 11.547 11.451
3:00 10.695 10.638 10.632 10.609 10.655 10.639
4:00 10.783 10.664 10.702 10.548 10.714 10.659
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Appendix D8: Simulated specific humidity for the M3

[8-kg™]

Hour Wi(la-lir.\er. Paniglg. | Apfelg. | Courtyard | Streets al:ulala

4:00 10.82 10.718 10.81 10.64 10.774 10.724
5-00 10.772 10.671 10.761 10.599 10.727 10.68
6:00 10.738 | 10.626 | 10.727 10.756 | 10.689 | 10.72
7:00 11.339 11.147 11.343 11.303 11.259 11.282
8:00 11.545 11.306 11.516 11.591 11.442 11.498
9:00 11.963 11.645 11.895 11.978 11.819 11.874
10:00 11.908 | 11.569 | 11.805 11.937 11.748 | 11.808
11:00 12.002 | 11.644 | 11.863 11.98 11.821 | 11.878
12:00 11.652 | 11364 | 1152 11.8 11.504 | 11.607
13:00 11.432 11.177 11.301 11.654 113 11.419
14:00 11.29 11.059 11.177 11.556 11.175 11.296
15:00 11.389 11.17 11.301 11.581 11.28 11.377
16:00 11.337 11.146 11.264 11.532 11.242 11.333
17:00 11369 | 11.166 | 11.297 11.492 | 11.269 | 11.336
18:00 11471 | 11254 | 11.411 11.45 11.369 | 11.386
19:00 11.738 | 11503 | 11.702 11387 | 11.631 | 1154
20:00 11.734 | 11524 | 11715 11373 | 11.642 | 1154
21:00 11.911 11.685 11.899 11.468 11.814 11.685
22:00 11.835 11.621 11.821 11.42 11.744 11.623
23:00 11.7 11.497 11.684 11.318 11.614 11.503
0:00 11.769 11.55 11.754 11.34 11.676 11.552
1:00 11.992 | 11.751 | 11.977 | 11.487 11.89 | 11.744
2:00 11.629 11.445 11.612 11.273 11.551 11.45
3:00 10.629 10.567 10.612 10.602 10.602 10.597
4:00 10.753 10.63 10.741 10.559 10.7 10.647
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Appendix D9: Simulated specific humidity for the H1

[8-kg™]

Hour Wi(la-lir.\er. Paniglg. | Apfelg. | Courtyard | Streets al:ulala

4:00 10.881 10.741 10.805 10.731 10.81 10.772
5-00 10.836 10.698 10.758 10.688 10.766 10.73
6:00 10.824 | 10.681 | 10.752 10.729 | 10.754 | 10.736
7:00 11.478 11.221 11.36 11.28 11.354 11.31
8:00 11.815 11.443 11.601 11.594 11.632 11.596
9:00 12.184 11.686 11.869 11.888 11.923 11.892
10:00 12.001 11.577 11.733 11.863 11.767 11.763
11:00 11.925 | 11586 | 11.732 11.851 | 11.733 | 11.734
12:00 11.661 | 11373 | 11.493 11.712 115 | 11.532
13:00 11.451 1119 | 11.292 11.564 | 11.307 | 11.353
14:00 11.307 11.071 11.153 11.458 11.177 11.232
15:00 11.325 11.113 11.21 11.465 11.215 11.264
16:00 11.259 11.084 11171 11.408 11.169 11.22
17:00 11.268 | 11.099 | 11.184 11.372 11.179 | 11.217
18:00 11361 | 11177 | 11.267 11.348 | 11.262 | 11.268
19:00 11.609 114 | 11506 | 11.431 | 11.495 | 11.457
20:00 11.685 | 11.457 | 11.559 11.453 | 11.562 | 11.508
21:00 11.909 11.641 11.763 11.589 11.769 11.69
22:00 11.886 11.621 11.739 11.573 11.752 11.674
23:00 11.773 11.523 11.632 11.483 11.647 11.574
0:00 11.842 | 11581 | 11.699 11.52 11.712 | 11.63
1:00 12.036 11.766 11.894 11.67 11.902 11.807
2:00 11.681 11.468 11.562 11.421 11.576 11.511
3:00 10.703 | 10.607 | 10.633 10.679 | 10.654 | 10.655
4:00 10.797 10.648 10.712 10.648 10.724 10.69
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Appendix D10: Simulated specific humidity for the H2

[g-ke™]

Hour Wi(la-lir.\er. Paniglg. | Apfelg. | Courtyard | Streets al:ulala

4:00 10.838 10.741 10.78 10.541 10.775 10.697
5-00 10.793 10.696 10.733 10.502 10.73 10.657
6:00 10.783 | 10.697 | 10.737 10.566 | 10.721 | 10.673
7:00 11.345 11.171 11.304 10.974 11.243 11.154
8:00 11.67 11.43 11.533 11.242 11.514 11.42
9:00 11.948 11.579 11.72 11.524 11.729 11.656
10:00 11.776 11.476 11.567 11.472 11.586 11.54
11:00 11.761 | 11535 | 11615 11.543 | 11.606 | 11.568
12:00 11.51 11.34 | 11.385 11.447 | 11.387 | 11.383
13:00 11.309 | 11.159 | 11186 | 11.335 | 11.203 | 11.223
14:00 11.161 11.038 11.061 11.249 11.076 11.109
15:00 11.207 11.106 11.139 11.287 11.138 11.164
16:00 11.169 11.085 11.113 11.269 11.11 11.141
17:00 11.182 11.084 11.121 11.232 11.116 11.135
18:00 11.255 | 11.139 | 11.183 11.181 | 11.178 | 11.165
19:00 11478 | 11314 | 11.387 11.185 | 11.379 | 11.304
20:00 11.532 11.35 11.423 11.174 11.423 11.328
21:00 11.733 11.501 11.599 11.24 11.599 11.463
22:00 11.739 11.499 11.61 11.212 11.607 11.456
23:00 11.633 11.407 11.512 11.127 11.509 11.364
0:00 11.689 11.444 11.564 11.131 11.557 11.397
1:00 11.874 | 11.605 | 11.747 11.248 | 11.733 | 1155
2:00 11.557 11.353 11.455 11.093 11.448 11.314
3:00 10.655 | 10.596 | 10.605 10551 | 10.616 | 10.592
4:00 10.728 10.606 10.66 10.464 10.659 10.593
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Appendix E1: Database of soil type in ENVI-met

ID Description ns nfc nwilt matpot hydro-If Co b waerme-If
0 Default Soil (Loam) 0.451 0.24 0.155 -0.478 7 1.212 5.39 0
SD Sand 0.395 0.135 0.0068 -0.121 176 1.463 4.05 0
BS Smashed brick 0.395 0.135 0.0068 -0.121 176 2 4.05 0
PS Pervious Concrete 0.395 0.135 0.0068 -0.121 176 2 4.05 0
LS Loamy Sand 0.41 0.15 0.075 -0.09 156.3 1.404 4.38 0
SL Sandy Loam 0.435 0.195 0.114 -0.218 34.1 1.32 4.9 0
SO Silt Loam 0.485 0.255 0.179 -0.786 7.2 1.271 5.3 0
LE Loam 0.451 0.24 0.155 -0.478 7 1.212 5.39 0
TS Sandy Clay Loam 0.42 0.255 0.175 -0.299 6.3 1.175 7.12 0
TL Silty Clay Loam 0.477 0.322 0.218 -0.356 1.7 1.317 7.75 0
LT Clay Loam 0.476 0.325 0.25 -0.63 25 1.225 8.52 0
ST Sandy Clay 0.426 0.31 0.219 -0.153 2.2 1.175 10.4 0
TO Clay 0.482 0.367 0.286 -0.405 1.3 1.089 114 0
TF Peat 0.863 0.5 0.395 -0.356 8 0.836 7.75 0
ZB Cement Concrete 0 0 0 0 0 2.083 0 1.63
MB Mineral Concrete 0 0 0 0 0 1.75 0 2.33
AK Asphalt (with Gravel 0 0 0 0 0 2.214 0 1.16
AB Asphalt (with Basalt 0 0 0 0 0 2.251 0 0.9
GR Granite 0 0 0 0 0 2.345 0 4.61
BA Basalt 0 0 0 0 0 2.386 0 1.73
WW Water 0 0 0 0 0 0 0 0
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ID Description ns nfc nwilt matpot | hydro-If Co b waerme-If
BR Brick 0 0 0 0 0 2 0 1

CC Mineral concrete wet 0 0 0 0 0 1.75 0 2.33
WD Wood Planks 0 0 0 0 0 0.454 0 0.9

ID: the two-digit ID which links the soils with the profile data in PROFILES.DAT

ns: Volumetric water content at saturation in [m3.m'3]

nfc: Volumetric water content at field capacity in [m>.m™]

nwilt: Volumetric water content at wilting point (for the vegetation model) in [m>.m?]
matpot: Matrix Potential at saturation in [m]

hydr: Hydraulic conductivity at saturation in [10%.m.s™]

Cp: Volumetric Heat Capacity in [10%.J.m>.K™]

b: Clapp & Hornberger Constant

waerme-If: Heat Conductivity of the material in [W.m™".K™]
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Appendix E2: Database of soil profile in ENVI-met

ID 0| ST PP LO SD WwWw KK KG GG GS G2
Pavement Brick road Brick road Dark Granit Granit Pavement Granit
Description Default UT‘ Asphalt (Concrete), Loarny Sanf:ly Deep (red (yellow p ; ini
sealed Soil Road . Soil Soil Water avement (single stones) shining
used/ dirty stones) stones)

20-length 0.015 0.01 0.01 0.015 0.05 0.01 0.01 0.01 0.01 0.01 0.01
albedo 0.2 0.2 0.4 0 0 0 0.3 0.5 0.3 0.4 0.8
emissivity 0.98 0.9 0.9 0.98 0.9 0.96 0.9 0.9 0.9 0.9 0.9
1 LE AB ZB LE SD ww BR BR GR GR GR

2 LE AB ZB LE SD wWw BR BR GR GR GR

3 LE AB ZB LE SD ww BR BR SD GR GR

4 LE AB ZB LE SD ww SD SD LE GR GR

6 LE AB SD LE SD ww LE LE LE GR GR

8 LE AB LE LE LE ww LE LE LE MB LE

10 LE AB LE LE LE ww LE LE LE LE LE

20 LE AB LE LE LE ww LE LE LE LE LE

30 LE AB LE LE LE ww LE LE LE LE LE

soil profile 40 LE LE LE LE LE WWwW LE LE LE LE LE
50 LE LE LE LE LE ww LE LE LE LE LE

100 LE LE LE LE LE ww LE LE LE LE LE

150 LE LE LE LE LE ww LE LE LE LE LE

200 LE LE LE LE LE ww LE LE LE LE LE

250 LE LE LE LE LE ww LE LE LE LE LE

300 LE LE LE LE LE ww LE LE LE LE LE

350 LE LE LE LE LE ww LE LE LE LE LE

400 LE LE LE LE LE ww LE LE LE LE LE

450 LE LE LE LE LE ww LE LE LE LE LE
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ID wcC PC PG PL PD TB PS AR BA WD
Wet Concrete Concrete Concrete Terre battue . Asphalt road Basalt
Description Concrete TPef;?tocat Pavement Pavement Pavement (Smashed cZir:rIZ:: with red Brick I;/I\;cr:i(sj
TEST Gray Light Dark brick) coating Road
z0-length 0.01 0.01 0.01 0.01 0.01 0.01 0.01 0.01 0.01 0.01
Albedo 0.4 0.4 0.5 0.8 0.2 0.8 0.6 0.5 0.8 0.8
Emissivity 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9
1 cC ZB ZB ZB ZB BS PS AB BA WD
2 cC ZB ZB ZB ZB BS PS AB BA WD
3 CcC /B ZB ZB /B BS PS AB BA WD
4 CcC ZB ZB ZB ZB SD PS AB BA WD
6 SD SD SD SD SD LS LS AB BA WD
8 LE LE LE LE LE LS LS AK SD WD
10 LE LE LE LE LE LE LE AB LE WD
20 LE LE LE LE LE LE LE AB LE SD
30 LE LE LE LE LE LE LE AB LE LS
Soil profile 40 LE LE LE LE LE LE LE AB LE LE
50 LE LE LE LE LE LE LE LE LE LE
100 | LE LE LE LE LE LE LE LE LE LE
150 | LE LE LE LE LE LE LE LE LE LE
200 LE LE LE LE LE LE LE LE LE LE
250 | LE LE LE LE LE LE LE LE LE LE
300 | LE LE LE LE LE LE LE LE LE LE
350 | LE LE LE LE LE LE LE LE LE LE
400 LE LE LE LE LE LE LE LE LE LE
450 | LE LE LE LE LE LE LE LE LE LE
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Appendix E3: Database of materials in ENVI-met

ID Description tr?ii:(a:\ueI:s Absorption Transmission Reflection Emissivity sp;:;::ic co-lr-:iircr:ii: ty Density
B1 Brick: aerated 0.3 0.6 0 0.4 0.9 840 0.3 1000
B2 Brick: burned 0.3 0.6 0 0.4 0.9 650 0.44 1500
B3 Brick: reinforced 0.3 0.6 0 0.4 0.9 840 11 1920
B4 Brick: cp900 0.3 0.6 0 0.4 0.9 900 0.3 1000
B5 Brick: cp1000 0.3 0.6 0 0.4 0.8 1000 0.3 1000
B6 Brick: white 0.3 0.3 0 0.7 0.9 840 0.3 1000
C1 Concrete: heavyweight 0.3 0.7 0 0.3 0.9 840 1.3 2000
C2 Concrete: lightweight 0.3 0.7 0 0.3 0.9 840 0.2 620
c3 Concrete: hollow block 0.3 0.7 0 0.3 0.9 840 0.86 930
c4 Concrete: filled block 0.3 0.7 0 0.3 0.9 840 0.85 1260
c5 Concrete: cast dense 0.3 0.7 0 0.3 0.9 840 1.9 2500
C6 Concrete: cp900 0.3 0.7 0 0.3 0.9 900 0.85 1260
c7 Concrete: cp1000 0.3 0.7 0 0.3 0.8 1000 0.85 1260
C8 Concrete: Ref0.55 0.3 0.45 0 0.55 0.9 840 0.85 1260
c9 Concrete: Ref0.8 0.3 0.2 0 0.8 0.9 840 0.85 1260
MH Masonry: heavyweight 0.3 0.65 0 0.35 0.9 840 0.9 1850
Gl Heat protection glass 0.03 0.05 0.9 0.05 0.9 750 1 2500
G2 Plexiglas 0.02 0.05 0.9 0.05 0.9 1500 0.19 1180
G3 foamed glass 0.25 0.7 0 0.3 0.9 840 0.052 140
G4 clear float glass 0.02 0.05 0.9 0.05 0.9 750 1.05 2500
G5 glass brick surface 0.25 0.2 0.7 0.1 0.9 840 14 2500
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ID Description tr?ii:(a:\ueI:s Absorption Transmission Reflection Emissivity sp;:;::ic co?:ﬂ::i: ty Density
R1 Roofing: tile 0.05 0.5 0 0.5 0.9 800 0.84 1900
R2 Roofing: terracotta 0.05 0.5 0 0.5 0.9 840 0.81 1700
AL Aluminum 0.03 0.1 0 0.9 0.18 880 203 2700
Cu Copper 0.03 0.1 0 0.9 0.2 390 384 8600
IR Iron 0.02 0.4 0 0.6 0.25 530 72 7900
ST Steel 0.02 0.2 0 0.8 0.1 4800 45 800
PV PVC 0.02 0.3 0 0.7 0.9 1470 0.19 1200
PC Concrete, Photoactive 0.3 0.53 0 0.3 0.95 1000 1.3 1300
02 Air 0.01 0 1 0 0.96 1006 0.025 1.2041
So soil 0.3 0.95 0 0.05 0.98 1500 0 2700
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Appendix E4: Database of wall/roof type in ENVI-met

D Description Material Thickness

outer middle inner outer middle inner
SuU PVC Sun Sail PV PV PV 0.02 0.02 0.02
PC Concrete Wall, Photoactive PC Cc2 Cc2 0.1 0.1 0.1
Cc1 Concrete Wall (heavy) C1 Cc1 Cc1 0.1 0.1 0.1
C2 Concrete wall (light weight) Cc2 C2 C2 0.1 0.1 0.1
Cc3 Concrete wall (hollow block) Cc3 C3 Cc3 0.1 0.1 0.1
c4 Concrete wall (Filled block) c4 c4 c4 0.1 0.1 0.1
C5 Concrete Wall (cast dense) C5 C5 C5 0.1 0.1 0.1
Ccé6 Concrete Wall cp900 Ccé6 Ccé6 Ccé6 0.1 0.1 0.1
c7 Concrete Wall cp1000 c7 c7 c7 0.1 0.1 0.1
C8 Concrete roof Ref0.55 c8 C8 C8 0.1 0.1 0.1
(6°] Concrete roof Ref0.8 (o] Cc9 c9 0.1 0.1 0.1
G1 Heat Protection Glass (one layered) G1 G1 G1 0.01 0.01 0.01
G2 Plexiglas (one layered) G2 G2 G2 0.01 0.01 0.01
G3 Foamed Glass (one layered) G3 G3 G3 0.01 0.01 0.01
G4 Clear Float glass (one layered) G4 G4 G4 0.01 0.01 0.01
G5 Glass Bricks (one layered) G5 02 G5 0.02 0.02 0.02
AL Aluminum (single layer) Al Al Al 0.01 0.01 0.01
CuU Copper (single layer) Cu Cu Cu 0.01 0.01 0.01
IR Iron (single layer) IR IR IR 0.01 0.01 0.01
ST Steel (one layer) ST ST ST 0.02 0.02 0.02
B1 Brick wall (aerated) B1 B1 B1 0.15 0.15 0.15
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D Description Material Thickness

outer middle inner outer middle inner
B2 Brick wall (burned) B2 B2 B2 0.15 0.15 0.15
B3 Brick wall (reinforced) B3 B3 B3 0.15 0.15 0.15
B4 Brick wall cp900 B4 B4 B4 0.15 0.15 0.15
B5 Brick wall cp1000 B5 B5 B5 0.15 0.15 0.15
R1 Roofing: Tile R1 R1 R1 0.1 0.1 0.1
R2 Roofing: Terracotta R2 R2 R2 0.1 0.1 0.1
GH Heat protection glass (one air layer) G1 02 G1 0.5 0.5 0.5
So soil so so so 0.2 0.1 0.1
B6 Brick wall (white) B6 B6 B6 0.15 0.15 0.15
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Appendix E5: Database 3D plants in ENVI-met

ID Description I:I&:: :'j;: Albedo | rs_min | Height | Width | Depth :s I; xy_cells | z_cells | LAD RAD
amerikanische Gleditschie 0 1 0.18 0 6 2.8 1 6 2 0.1
6 amerikanische Gleditschie 0 1 0.18 0 10 7 0.8 1 7 10 2 0.1
B5 Gemeine Esche 0 1 0.18 0 20 11 1.2 1 11 20 1 0.1
BB Biergartenbaum 0 1 0.2 0 20 11 10 1 11 20 2 1
A4 Gr. Robinie 0 1 0.18 0 22 13 35 1 13 22 0.8 0.1
A3 kl. Robinie 0 1 0.18 0 12 7 1.5 1 7 12 0.5 0.1
B2 Blutbuche 0 1 0.18 0 25 15 1.4 1 15 25 1.5 0.1
DB doofer Baum 0 1 0.5 0 15 11 8 1 11 15 2.5 1
B3 Stieleiche 0 1 0.18 0 25 15 1.5 1 15 25 1.8 0.1
B1 Rotbuche 0 1 0.18 0 25 21 1.4 1 21 25 1.3 0.1
B8 Feld-Ulme 0 1 0.18 0 20 19 1.6 1 19 20 0.1
A9 Feldahorn 0 1 0.18 0 12 9 3 1 9 12 2 0.1
B6 Gold-Ulme 0 1 0.18 0 10 0.6 1 10 0.7 0.1
4 Gr. Robinie 0 1 0.18 0 22 13 3.5 1 13 22 2 0.1
A5 amerikanische Gleditschie 1 0 1 0.18 0 15 11 0.8 1 11 15 0.5 0.1
A6 amerikanische Gleditschie 2 0 1 0.18 0 10 7 0.8 1 7 10 0.3 0.1
B4 Hainbuche 0 1 0.18 0 20 15 1.5 1 15 20 1.7 0.1
B1 Rotbuche 0 1 0.18 0 25 21 1.4 1 21 25 2 0.1
B2 Blutbuche 0 1 0.18 0 25 15 1.4 1 15 25 0.1
3 KI. Robinie 0 1 0.18 0 12 7 1.5 1 7 12 0.1
KB komischer Baum 1 1 0.25 0 3 2 1 3 1
C1 Larche 0 2 0.18 0 25 11 2.5 1 11 25 0.5 0.1
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ID Description I::lapnet :'::: Albedo | rs_min | Height | Width | Depth :s : xy_cells | z_cells | LAD RAD
A2 Sommerlinde 1 0.18 0 25 15 1.3 1 15 25 1.3 0.1
A7 Spitzahorn 0 1 0.18 0 15 7 3.45 1 7 15 1.5 0.1
ca Fichte 0 2 0.18 0 25 13 1.3 1 13 25 0.5 0.1
B9 Palme 0 1 0.18 0 6 5 1 1 5 6 0.5 0.1
B8 Platane 0 1 0.18 0 30 21 1.5 1 21 30 1.1 0.1
Cc2 Kiefer 0 2 0.18 0 25 11 2 1 11 25 0.7 0.1
B7 Sandbirke 0 1 0.18 0 6 7 14 1 7 6 0.9 0.1
Cc3 Weilltanne 0 2 0.18 0 30 11 1.5 1 11 30 0.7 0.1
Al Winterlinde 0 1 0.18 0 20 13 1.3 1 13 20 0.1

Sommerlinde 0 1 0.18 0 25 15 1.3 1 15 25 0.1
7 Spitzahorn 0 1 0.18 0 15 7 3.45 1 7 15 0.1
A8 Bergahorn 0 1 0.18 0 30 21 2 1 21 30 1.3 0.1
1 Winterlinde 0 1 0.18 0 20 13 1.3 1 13 20 1 0.1
CcC Hasel-Tree 0 1 0.6 0 15 5 2 1 5 15 1 0.1
JU Judas Tree 0 1 0.6 0 5 3 2 1 3 5 0.8 0.1
PW Palm Washingtonia 0 1 0.6 0 5 3 2 1 3 5 0.8 0.1
PI Pine Tree 0 2 0.8 0 4 5 2 1 5 4 2 0.1
AC Acacia 0 1 0.6 0 2 3 2 1 3 2 0.1
TA Tamarix Gallica 0 1 0.6 0 2 3 2 1 3 2 0.8 0.1
PR Prunus Avium 0 1 0.6 0 5 3 2 1 3 5 1 0.1
w3 kl. Robinie-winter 0 1 0.1 0 12 7 1.5 1 7 12 0.3 0.1
R3 Kl. Robinie dense 0 1 0.18 0 12 7 1.5 1 7 12 3 0.1
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