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Coalitional games serve as a model for multi-agent systems in which the agents have the possibility to form coalitions in order to achieve certain goals. Alternating-Time Temporal Logic (ATL) is a well established logic for the formalization of such games in the case that the players always have perfect information about the actual state of the game. Regarding games of imperfect information no such "standard" logic seems to exist, but several approaches can be found in recent literature.

In this thesis we discuss and compare some of these approaches with respect to expressivity, complexity, and problems. As it turns out, in the case of memoryless agents some very expressive logics exist which allow one to describe various notions of strategic abilities in coalitional games. Quite on the contrary, the assumption of perfect recall soon leads to the problem that reasonably meaningful logics for such games are undecidable. As our own contribution to the topic, we present an attempt to defuse this problem by approximating such an undecidable logic by decidable ones.
Kurzfassung

Koalitions-Spiele dienen als Modell für Multi-Agenten-Systeme, in denen die Agenten die Möglichkeit haben, Koalitionen zu bilden um bestimmte Ziele zu erreichen. Alternating-Time Temporal Logic (ATL) ist eine etablierte Logik zur Formalisierung solcher Spiele für den Fall dass die Spieler durchgehend perfekte Information über den tatsächlichen Zustand des Spiels besitzen. Für Spiele mit imperfekter Information scheint keine derartige „Standard“-Logik zu existieren, aber in aktueller Literatur finden sich verschiedenste Ansätze.
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In this thesis we consider logics which can be used to specify and formalize coalitional games of imperfect information. Rather than jumping right into the details of what these games and logics are, we start with an informal introduction into the basic concepts and ideas we are interested in.

Surely everyone knows what a game is, but there are very different forms in which one can formalize them. In game theory one often models games using game trees, which nicely visualize the possible actions of each player in every situation of the game, and whose meaning is often clear at first sight. For example, suppose that one is presented the game tree in Figure 1.1. One easily understands that in this game player 1 first has to pick “rock”, “paper” or “scissors”, followed by player 2 making the same decision. Moreover, one grasps that the game ends in a tie if both players pick the same item, and that otherwise “rock” beats “scissors”, “scissors” beats “paper”, and “paper” beats “rock”.

Figure 1.1: A game tree.
beats “rock”. It is therefore not hard to realize that this game tree describes a very unfair variant of the well-known game rock-paper-scissors.

However, in this thesis we will describe games not by game trees but rather by automata-like structures. Such a structure for an unfair rock-paper-scissors game similar to the one above could roughly look like Figure 1.2 (rigorous definitions of the used game structures will be given in Chapter 2).

This picture probably needs some more explanation than the tree above. The game starts in the topmost state, in which player 1 has to choose (r)ock, (p)aper or (s)cissors, while player 2 has to (w)ait. After player 1 has made his decision, player 2 is to decide. If he picks the same item, the game moves back into the topmost state, and the game continues. If he picks a different item, either he or player 1 wins the game, depending on his decision.

This example illustrates two nice features of the game structures we will use: Firstly, the players in our game models choose their next moves in each situation simultaneously (albeit in the above example always one of the two players has no move other than “wait” available), which allows us to model a more general class of games. Secondly, possibly never-ending games can often be described by using a game structure with only a finite number of states. Note that this is not possible using a game tree: If we allow the players in the unfair rock-paper-scissors game to continue playing whenever a tie occurs (which is of course usual practice in standard rock-paper-scissors), then we need an infinite tree in order to describe this, in spite of the very simple rules of the game.

We now turn to the question what a coalitional game is. Basically every game can be viewed as a coalitional game, by just assuming that the players are allowed to cooperate (i.e., form coalitions) in order to achieve certain goals. Of course, in this context it is
always assumed that they are not only allowed to work together but also have some mechanism at hand which enables them to agree on a strategy.

Our main emphasis in this thesis then lies on the question what coalitions of players in a given game can achieve (as opposed to the question what they want to achieve). For example, in the unfair rock-paper-scissors game in Figure 1.2 on the preceding page, player 2 has complete control over the outcome of the game. He can win the game if he wants to, or he can let player 1 win. Apart from that, if he likes the game so much that he wants it to run forever, he can simply achieve this by always making the same choice as player 1. However, suppose that we change the rules of this game a bit, such that after having chosen rock, player 1 is allowed to change his mind and switch to scissors simultaneously with player 2 making his decision (this is depicted in Figure 1.3). In this game, none of the two players alone can ensure that he will win, nor that he will lose, nor that the game runs forever. Hence, in order to achieve one of these goals, the players will have to form a coalition.

Having explained what a coalitional game is, we can now clarify what logics for coalitional games are. By such logics we mean languages (equipped with appropriate semantics) which can be used to express certain properties of coalitional games, like, e.g., “player 2 on his own cannot ensure that the game runs forever, but together with player 1 he can”. One well-established logic of this kind is “Alternating-Time Temporal Logic” (ATL), which we will formally introduce in Chapter 3. This logic allows one to speak about the powers of coalitions by the use of cooperation modalities \( \langle A \rangle \), which have the intuitive meaning of “coalition \( A \) has a strategy which ensures ...”. Moreover, ATL contains temporal operators \( \bigcirc \), \( \Box \), and \( \mathcal{U} \), which allow one to express the temporal notions “in the next state of the game”, “always”, and “until”, respectively. For
example, the above-mentioned example “player 2 on his own cannot ensure that the
game runs forever, but together with player 1 he can” could be expressed in ATL by a
formula of the form

$$\neg\langle\langle\{2\}\rangle\rangle \square game\_runs \land \langle\langle\{1, 2\}\rangle\rangle \square game\_runs.$$  

The semantics of ATL rests on an assumption which we have also implicitly made
in the above examples, namely that the players have *almost* perfect information
about the game. That is, we have assumed that

1. all players know exactly how the game structure looks (i.e., they know the “rules”
of the game, the possible moves in each situation and their results, the prefer-
ences/utilities/winning conditions of the other players, etc.), and, moreover,

2. all players know at each point during the game the exact state of the game (i.e.,
they know “where they are” in the game structure).

While we will in this thesis always take the first assumption for granted, we will later
omit the second one, which leads to *coalitional games of imperfect information*. Note
that this is not be confused with games of *incomplete information*, in which the first
condition is violated (cf., e.g., [Mye82]).

Imperfect information shows up very naturally in various kinds of games. For ex-
ample, consider a card game like *bridge*: Of course, we may assume that every bridge
player knows the rules of the game, but during the game he certainly does not always
know the exact state of the game since he cannot see the other players’ cards.

We can modify our rock-paper-scissors example from Figure 1.2 on page 2 a bit by
adding imperfect information like it is done in Figure 1.4 on the next page. Here, the
dashed line is meant to enclose the states which player 2 cannot distinguish. In this
game player 1 has to choose first, but he is allowed to do so behind his back, so that
player 2 knows nothing about his decision. Hence, this is an “asynchronous” variant of
standard rock-paper-scissors.

When constructing logics which formalize games of imperfect information, the main
difficulties are of conceptual nature. One problem that one has to deal with is the ques-
tion what it should actually mean that a coalition can enforce something. For perfect
information games, this is rather simple. Under the assumption of perfect information,
a coalition $A$ has a strategy to reach a certain goal iff the players in $A$ know that they

---

1We will clarify later what this “almost” means.

2Knowledge of this game is neither presumed nor required before reading on. However, if you are
have such a strategy, which is also equivalent to knowing the strategy itself. In contrast, it was pointed out in [Jam04a] and [JÅ07] that when dealing with games of imperfect information, things are more subtle. There it was argued that (at least) four different types of strategic ability can be considered:

(A1) The players in coalition $A$ have the possibility to behave in such a way that the other players cannot avoid that $A$’s goal is achieved. However, this behaviour may have no executable specification due to the lack of information of the players in $A$, i.e., the players have to “guess” the right moves in each situation.

(A2) The players in $A$ have an executable strategy to reach their goal, but they do not necessarily know that such a strategy exists.

(A3) The players in $A$ know that they have an executable strategy in order to achieve their goal. However, they may not know what this strategy looks like (this is sometimes referred to as a strategy “de dicto” [JvdH04, JÅ07]).

(A4) The players in $A$ have an executable strategy to reach their goal, and moreover they know (i.e., can identify) this strategy (this is often called a strategy “de re” [JvdH04, JÅ07]).

Moreover, in the latter two types of strategic ability, there are different ways in which the notion “the players in $A$ know” can be understood. It can (at least) mean three different things (we will formalize this in Section 2.7):

- If they communicate and exchange their knowledge, then they know (“distributed knowledge”).

Figure 1.4: An automaton-like game structure with imperfect information. The dashed line encloses the states which player 2 cannot distinguish.
• Each of the players in $A$ knows individually (“everyone’s knowledge”).

• Everyone in $A$ knows, and moreover everyone in $A$ knows that everyone in $A$ knows, and moreover everyone in $A$ knows that everyone in $A$ knows that everyone in $A$ knows, etc. (“common knowledge”).

Another question which arises when dealing with games of imperfect information is whether or not the players are assumed to remember the complete history of the game. For ATL this question is inessential, since the resulting semantics for both scenarios coincide (see Section 3.2). But if one generalizes the ATL semantics to imperfect information games in the most direct way, then the memory of the players makes a significant difference. Hence, we will in Chapters 4 and 5 collect and discuss logics for coalitional games of imperfect information both under the assumption of perfect recall and under the assumption of imperfect recall.

As we will see, the assumption of perfect recall soon leads to the problem that reasonably meaningful logics for such games are undecidable. Our own contribution to the topic will thus be an attempt to defuse this problem by at least approximating such a logic by decidable ones. This will be done in Chapter 6, where it will also become more clear what we mean by one logic approximating another.
In this section we introduce the game models which are most widely used in recent research papers on logics for coalitional games (cf., e.g., [AHK98, Gor01, AHK02, vdHW03a, Sch04, Ågo06, JÅ07]) and will thus frequently occur in the subsequent chapters, namely alternating (epistemic) transition systems and concurrent (epistemic) game structures.

In order to avoid unnecessary case distinctions, we choose our definitions such that the two game models only differ in the way in which the possible moves of the players and the resulting transitions are represented. We want to remark that our definitions thus slightly differ from the ones in recent literature here and there, but this concerns only minor variations which lead to equivalent models (e.g., some authors let the set of players be an arbitrary finite set while others identify the players with natural numbers, a discrepancy which is inessential for our purpose).

2.1 Alternating transition systems

Definition 2.1 (Alternating transition system). An alternating transition system (ATS, for short) is a 5-tuple \( \langle \Pi, \Sigma, Q, \pi, \delta \rangle \) with the following components:

- \( \Pi \) is a finite, non-empty set of propositions.
- \( \Sigma \) is a finite, non-empty set of players (or agents). We may always assume that \( \Sigma = \{1, \ldots, k\} \), where \( k \) is the number of players. Each set \( A \subseteq \Sigma \) is called a coalition.
2.1. Alternating transition systems

- \( Q \) is a finite, non-empty set of states.

- \( \pi : Q \to 2^\Pi \) is a labelling function which maps each state to the set of propositions that are true in the state.

- \( \delta : \Sigma \times Q \to 2^{2^Q} \) maps a player and a state to a non-empty set of choices, where a choice is simply a set of states. We say that the choices in \( \delta(a, q) \) are enabled for player \( a \) in \( q \).

Alternating transition systems are game models which are inspired by the notion of \((\alpha\text{-})effectivity\) in game theory: A player \( a \) is said to be effective for a set \( S \) of game states iff \( a \) can pick a move which ensures that the next state of the game will lie in \( S \) \cite{Bez98}. This is exactly the meaning of the function \( \delta \) in the definition above: If \( S \in \delta(a, q) \), then \( a \) is effective for \( S \) in state \( q \).

This should make clear how an ATS models a game: Whenever the system is in state \( q \), each player \( a \in \Sigma \) chooses a set \( \alpha_a \in \delta(q, a) \). The next state of the game then has to lie in the intersection of all choices. Since we are only interested in deterministic games, we will at all times assume that the choices of the players always determine a unique state of the game, i.e., that for every state \( q \in Q \) and every set \( \{ \alpha_a \mid a \in \Sigma \} \) of choices \( \alpha_a \in \delta(q, a) \), the intersection \( \bigcap_{a \in \Sigma} \alpha_a \) is a singleton, \( \bigcap_{a \in \Sigma} \alpha_a = \{ q' \} \) (note that this particularly implies that each player has always at least one choice available). We note that this induces in a natural way a deterministic transition function \( o \) which defines for each state \( q \in Q \) and each tuple \( (\alpha_a)_{a \in \Sigma} \) of choices which are enabled in \( q \) the next state \( q' = o(q, (\alpha_a)_{a \in \Sigma}) \) of the system. We will refer to this transition function instead of \( \delta \) whenever it seems useful.

Alternating transition systems model games sometimes called \textit{almost perfect information games} \cite[Chapter 20]{vBBW05}: The players are assumed to have at all times perfect information about the current state of the game, the only uncertainty about the progress of the game arising from the fact that all players choose their next moves simultaneously without knowing what the other players will do.

\textit{Example 2.2.} Consider the following simple 2-player game: Each player has a coin and simultaneously each of them turns his coin to heads or tails. If their choices coincide then they win the game, otherwise they play another round.

This game can be modelled using an ATS in the following way: The set of players is \( \Sigma = \{1, 2\} \) and the set of propositions is \( \Pi = \{\text{win}\} \). The states of the game are given by \( Q = \{ht, hh, th, tt, s\} \), where \( ht \) is the state in which player 1 has chosen heads and player 2 has chosen tails, \( hh \) is the state in which both players have chosen
heads, and so on. $s$ is the initial state of the game in which the players have not yet chosen anything. In state $s$ the possible choices for the players are given by $\delta(1, s) = \{\{ht, hh\}, \{tt, th\}\}$ and $\delta(2, s) = \{\{hh, th\}, \{ht, tt\}\}$, respectively. In the states $ht$ and $th$ the players have lost a round of the game, and then both only have the choice of playing again, i.e., $\delta(1, ht) = \delta(1, th) = \delta(2, ht) = \delta(2, th) = \{s\}$. On the other hand, in states $hh$ and $tt$ the players have won the game, i.e., $\pi(hh) = \pi(tt) = \{\text{win}\}$, and in this case the game is over (which is modelled by $\delta(1, hh) = \delta(2, hh) = \{hh\}$ and $\delta(1, tt) = \delta(2, tt) = \{tt\}$, i.e., the game loops forever in the respective winning state). A graphical representation of this ATS is given in Figure 2.1a.

Of course, since we are eventually interested in games of imperfect information, we will need structures which allow to model games in which the players do not always know “where they are”, i.e., in which they do not always have perfect information about the current state of the game. This can be done by extending alternating transition systems to alternating epistemic transition systems:

**Definition 2.3 (Alternating epistemic transition system).** An alternating epistemic transition system (AETS, for short) is a 6-tuple $\langle \Pi, \Sigma, Q, (\sim_a)_{a \in \Sigma}, \pi, \delta \rangle$ with the following components:

- $\Pi, \Sigma, Q, \pi, \text{ and } \delta$ are as in Definition 2.1
- For each $a \in \Sigma$, $\sim_a \subseteq Q \times Q$ is an equivalence relation on $Q$. We require that $\delta(a, q) = \delta(a, q')$ whenever $q \sim_a q'$.
The relations \( \sim_a \) are called *epistemic accessibility relations* which model the uncertainty of the players about the actual state of the game, i.e., it is understood that \( q_1 \sim_a q_2 \) iff \( a \) cannot distinguish \( q_1 \) from \( q_2 \) (which also explains why each \( \sim_a \) should be an equivalence relation).

Note that the requirement that \( \delta(a, q) = \delta(a, q') \) whenever \( q \sim_a q' \), which was first imposed in [vdHW03b], simply means that players have the same choices in indistinguishable states, which is a reasonable restriction since players should not be able to distinguish principally indistinguishable states by their available choices.

**Example 2.4.** Think of a 4x4 chessboard on which a single king is positioned. There are two players, the first one of which has control over the vertical position (1-4) of the king, while the second one controls the horizontal position (a-d). At every point of the game, each player is allowed to change the king’s position by exactly one row/column or leave it untouched. We assume that the players cannot see the chessboard, and hence player 1 does not know in which of the columns the king is positioned, while player 2 does not know anything about the vertical position.

This can be modelled using an AETS in the following way: The set of states, which represent the position of the king, is given by \( Q = \{a1, a2, a3, a4, b1, b2, \ldots, d4\} \). To player 1 all pairs of states are indistinguishable which differ only in the horizontal position, i.e., \( xy \sim_1 x'y' \) iff \( y = y' \) (for \( x, x' \in \{a, b, c, d\} \) and \( y, y' \in \{1, 2, 3, 4\} \)). Similarly, \( xy \sim_2 x'y' \) iff \( x = x' \). We let the model include the set of propositions \( \Pi = \{p1, \ldots, p4, pa, \ldots, pd\} \), which encode the information in which row/column each state is: E.g., \( \pi(a1) = \{pa, p1\} \), \( \pi(a2) = \{pa, p2\} \), and so on.

The choices of player 1 at each state mirror the fact that he has the control over the vertical position of the king: At each state \( x1 \) (for \( x \in \{a, b, c, d\} \)), his possible choices are \( \{a1, b1, c1, d1\} \) (leave the king untouched) and \( \{a2, b2, c2, d2\} \) (move the king one row up). In row 2 (i.e., in each of the states \( x2 \)) player 1 has three different choices, namely \( \{a1, b1, c1, d1\} \) (move the king one row down), \( \{a2, b2, c2, d2\} \) (leave the king untouched), and \( \{a3, b3, c3, d3\} \) (move the king one row up). Similarly, the choices for player 1 at rows 3 and 4 are defined, and analogously the possible choices for player 2 at each column. It is clear that in this way the choices of both players at each state uniquely determine the next state of the game.

This ATS is depicted in Figure 2.2 on the next page. We omitted the labels of the transitions in this picture, but from the description above it should be clear which pair of choices leads to which transition.

Assuming a fixed ATS, we will use the following notation: Given a player \( a \in \Sigma \) and a state \( q \in Q \), we denote the equivalence class of \( q \) with respect to \( \sim_a \) by \([q]_a\), i.e.,
2.2 Concurrent game structures

Definition 2.5 (Concurrent game structure). A concurrent game structure (CGS, for short) is a 7-tuple \( \langle \Pi, \Sigma, Q, \pi, \text{Act}, d, o \rangle \) with the following components:

- \( \Pi \) is a finite, non-empty set of propositions.
- \( \Sigma \) is a finite, non-empty set of players (or agents). We may always assume that \( \Sigma = \{1, \ldots, k\} \), where \( k \) is the number of players. Each set \( A \subseteq \Sigma \) is called a coalition.
- \( Q \) is a finite, non-empty set of states.

\[ [q]_a := \{ q' \in Q \mid q \sim_a q' \} \]. We will sometimes call \([q]_a\) an \( a \)-view, since it is the set of states in which the game could possibly be from \( a \)’s point of view if the actual state of the game is \( q \). Furthermore, we let \( Q_a \) be the set of all \( a \)-views, i.e., \( Q_a := \{ [q]_a \mid q \in Q \} \). Clearly, this is always a partition of \( Q \).
• \( \pi : Q \rightarrow 2^\Pi \) is a labelling function which maps each state to the set of propositions that are true in the state.

• \( \text{Act} \) is a finite, non-empty set of actions (sometimes also called choices).

• \( d : \Sigma \times Q \rightarrow 2^{\text{Act}} \setminus \{\emptyset\} \) defines non-empty sets of actions available to the players at each state. We say that the choices in \( d(a, q) \) are enabled for player \( a \) in state \( q \).

• \( o \) is a deterministic transition function which defines for each state \( q \in Q \) and each tuple \( (\alpha_a)_{a \in \Sigma} \) of actions which are enabled in \( q \) (i.e., \( \alpha_a \in d(a, q) \) for all \( a \)), the next state \( q' = o(q, (\alpha_a)_{a \in \Sigma}) \) of the system.

CGSs model games in a very similar way as ATSs, but in an even more direct manner: Whenever the system is in state \( q \), each player \( a \in \Sigma \) chooses an enabled action \( \alpha_a \in d(q, a) \). These choices then lead the game into the next state \( q' = o(q, (\alpha_a)_{a \in \Sigma}) \). Like ATSs, CGSs model games of almost perfect information.

Example 2.6. The coin game from Example 2.2 can be represented using a CGS in the following very simple way: As in the ATS representation, we have \( \Sigma = \{1, 2\} \) and \( \Pi = \{\text{win}\} \), but the set of states is now simply given by \( Q = \{s, w\} \), where \( s \) is the initial state of the game in which the players have not yet made their decision, and \( w \) represents the state in which the players have won the game (hence we set \( \pi(w) = \{\text{win}\} \)). The set of possible actions is \( \text{Act} = \{\text{heads}, \text{tails}, \text{do_nothing}\} \). In state \( s \) the actions heads and tails are enabled for both players, i.e., \( d(1, s) = d(2, s) = \{\text{heads}, \text{tails}\} \), while they do not have any choice in the winning state, i.e., \( d(1, w) = d(2, w) = \{\text{do_nothing}\} \).

The transition function is given by \( o(s, (\text{heads}, \text{heads})) = o(s, (\text{tails}, \text{tails})) = w \), i.e., coinciding choices lead the players into the winning state, and \( o(s, (\text{heads}, \text{tails})) = o(s, (\text{tails}, \text{heads})) = s \), i.e., differing choices force the players to play again. If they reach the winning state then the game is over, which is modelled by the fact that in this state the only possible transition is \( o(w, (\text{do_nothing}, \text{do_nothing})) = w \) (i.e., the game loops in \( w \) forever). A graphical representation of this CGS is given in Figure 2.1b on page 9.

In order to also have a more complex example at hand for future reference, we can also turn the rock-paper-scissors variant from Figure 1.3 (in which player 1 is allowed to change his mind after having chosen rock) into a CGS. We omit the formal definitions in this case, but a graphical representation of this CGS is given in Figure 2.3 on the next page.

Again, we will eventually be interested in modelling imperfect information games. An extension of CGSs for this purpose is the following:
Definition 2.7 (Concurrent epistemic game structure). A concurrent epistemic game structure (CEGS, for short) is a 8-tuple $\langle \Pi, \Sigma, Q, (\sim_a)_{a \in \Sigma}, \pi, \Act, d, o \rangle$ with the following components:

- $\Pi, \Sigma, Q, \pi, \Act, d,$ and $o$ are as in Definition 2.5.
- For each $a \in \Sigma$, $\sim_a \subseteq Q \times Q$ is an equivalence relation on $Q$. We require that $d(a, q) = d(a, q')$ whenever $q \sim_a q'$.

Like in the case of alternating transition systems the relation $\sim_a$ is understood to contain the pairs of states which player $a$ cannot distinguish. For each $q \in Q$ and $a \in \Sigma$ we define $[q]_a$ and $Q_a$ as in Section 2.1. Again, the requirement that $d(a, q) = d(a, q')$ whenever $q \sim_a q'$ ensures that players cannot distinguish states solely by their available choices.

Example 2.8. Figure 2.4 on the following page depicts a CEGS for the asynchronous variant of rock-paper-scissors which we informally described in the introduction (compare Figure 1.4). The dotted lines enclose the states which player 2 cannot distinguish.

2.3 Remarks on the game models

Note that both game models do not explicitly contain any terminal states: In each state, all players have at least one choice available, and these choices lead the game into
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Figure 2.4: CEGS for the asynchronous rock-paper-scissors variant.

A new state, i.e., each game runs forever. This convention is used throughout in the literature on logics for coalitional games, cf. the references in the beginning of this chapter. The deeper reason for this (probably) lies in the fact that otherwise arbitrarily ridiculous statements like “player 1 can ensure that in all subsequent states player 2 will have a whale in his mouth” could become true, namely in states for which there are no subsequent states (which, of course, makes perfect sense from the logical point of view, but is still somewhat irritating).

Of course, as we have already seen in the above examples, it is nevertheless possible to represent the fact that a game is over by introducing states in which each player has only one choice available (e.g., “do_nothing”), and where the only possible transition leads again to (i.e., the game “loops” in forever).

Apart from the lack of terminal states in our game structures, it might seem surprising that there is no built-in notion of “winning” and “payoff/utility” in A(E)TSs and C(E)GSs. This is mainly due to the fact that (as already mentioned in the introduction) we are primarily interested in formalizing what coalitions of players in such games can achieve and completely neglect what they want to achieve.

But of course, information about winning conditions as well as payoffs/utilities can easily be encoded in the propositions in . In [vdHJW05] for example the authors suggested to introduce propositions \( u_i \geq v \) (“the utility for player \( i \) is at least \( v \)”) for all possible utilities \( v \) and all players \( i \), which are then assigned to the corresponding states via \( \pi \). Using this simple idea, they were even able to construct a logic which allows to express game-theoretic concepts such as Nash Equilibria and Pareto Optimality in
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CGS-like game structures. However, since our emphasis lies on completely different questions, we will not go into detail here.

2.3.1 CGSs vs. ATSs

We briefly discuss the relationship between concurrent game structures and alternating transition systems. We concentrate on the perfect information game structures, but the same relationships hold analogously for the epistemic variants.

While ATSs have the nice property that effectivities of players are explicitly represented in the structure, CGSs are often more natural to read due to the fact that the possible actions can bear meaningful names. Also, CGSs are smaller in most cases (compare e.g. the coin game example, Figures 2.1a and 2.1b). This can be made more precise: Clearly, for each ATS \( \langle \Pi, \Sigma, Q, \pi, \delta \rangle \) there exists an isomorphic CGS \( \langle \Pi, \Sigma, Q, \pi, Act, d, o \rangle \) which can simply be constructed by setting \( Act := 2^Q \) and \( d := \delta \), and letting \( o \) be the transition function which is induced by \( \delta \) (as described in Section 2.1). However, the inverse does not hold, i.e., there are ATSs for which there is no isomorphic CGS [Jam04b, Section 2.7.4]. Furthermore, given an informal specification of a game, a CGS which satisfies this specification is usually easier to construct than an ATS. This is due to the fact that the set of actions \( Act \) and the transition function \( o \) in a CGS can basically be chosen arbitrarily, while \( \delta \) in an ATS has to satisfy the constraint that the choices of all players always determine a unique state.

2.4 Computations

After having defined our game structures (which basically only represent the “rules” of a game), we can now turn to computations in those structures (which correspond to games which are being played). In the following we do not need to make any distinction between A(E)TSs and C(E)GSs, since we have defined the transition function \( o \) also for A(E)TSs (compare Section 2.1).

**Definition 2.9 (Computation).** A computation in an A(E)TS or C(E)GS \( \mathcal{G} \) is an infinite sequence \( \lambda = q_0q_1q_2 \ldots \) of states of \( \mathcal{G} \) with the property that for all \( i \geq 0 \) there is a transition from \( q_i \) to \( q_{i+1} \), i.e., for all \( i \geq 0 \) there is a tuple \( (\alpha_a)_{a \in \Sigma} \) of choices, each \( \alpha_a \) being enabled for player \( a \) in \( q_i \), such that \( q_{i+1} = o(q_i, (\alpha_a)_{a \in \Sigma}) \). A finite computation (or history) is a finite prefix of a computation.

If \( \lambda = q_0q_1q_2 \ldots \) is a computation, we use the following notation to refer to states and prefixes of \( \lambda \): \( \lambda[i] := q_i \) (note that numbering always starts with 0), and \( \lambda[0..i] := \)
2.5 Strategies

A strategy is a conditional plan for a player which uses his information about the history of the game in order to decide which action he should take in each situation. Of course, the amount of information a player \( a \) can use in such a strategy depends on

- whether or not \( a \) has perfect information about the game, and
- whether or not \( a \) is able to remember (his view of) the history of the game.

Following [Sch04] we will thus define four different types of strategies, one for each combination of those options.

In order to define those strategies simultaneously for alternating (epistemic) transition systems and concurrent (epistemic) game structures, we let \( C \) be the set of principally possible choices in the respective game structure, i.e., \( C = 2^Q \setminus \{\emptyset\} \) in an A(E)TS, and \( C = \text{Act} \) in a C(E)GS.

**Definition 2.10 (IR strategy).** A perfect information and perfect recall strategy (for short, an IR strategy) for a player \( a \in \Sigma \) in an A(E)TS or C(E)GS is a function \( f_a : Q^+ \rightarrow C \) with the property that each history \( \lambda = q_0 \ldots q_n \in Q^+ \) is mapped to a choice which is enabled for \( a \) in \( q_n \).

Hence, an IR strategy is a strategy for a player who has perfect information about the game and can remember the complete game history: If player \( a \) has decided to follow the strategy \( f_a \), then he will, given that the game went through history \( \lambda \), choose the action \( f_a(\lambda) \).

**Remark 2.11.** Actually, in game theoretic terms IR strategies do not model perfect recall. In game theory, perfect recall usually means that the players do not only remember what they knew in past states of the game, but also the actions they chose in the past [Mye97]. However, in the logics for coalitional games which we will consider in this thesis, this deviation is inessential.

**Definition 2.12 (Ir strategy).** A perfect information and imperfect recall strategy (for short, an Ir strategy) for a player \( a \in \Sigma \) in an A(E)TS or C(E)GS is a function
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\( f_a : Q \rightarrow C \) with the property that for all states \( q \in Q \) the choice \( f_a(q) \) is enabled for player \( a \) in \( q \).

Ir strategies allow a player to base his next choice at each point only on the current state of the game, but not on the rest of the game history. That is, if the game went through history \( \lambda = q_0 \ldots q_n \), then an Ir strategy \( f_a \) dictates player \( a \) to choose action \( f_a(q_n) \). Hence, this is a strategy for a player without memory but with perfect information about the game.

Remark 2.13. It might seem odd that we define IR and Ir strategies also in AETSs and CEGSs, even if in these game structures players are not assumed to have perfect information about the game. It is clear that in AETSs and CEGSs such strategies might not actually be executable to the players: It might happen that they assign different choices to two states (or histories) which are indistinguishable to the player, in which case he does not know which choice is the correct one in the current situation.

Nevertheless, it makes sense to consider perfect information strategies also in games of imperfect information: If a player \( a \) has a perfect information strategy to achieve a certain goal, then this means that he can at least “guess” the right behaviour in each situation. In particular, this implies that the other players have no strategy to avoid \( a \)'s goal.

Definition 2.14 (iR strategy). An imperfect information and perfect recall strategy (for short, an iR strategy) for a player \( a \in \Sigma \) in an AETS or CEGS is a function \( f_a : Q_a^+ \rightarrow C \) with the property that each sequence \([q_0]_a \ldots [q_n]_a \in Q_a^+\) is mapped to a choice which is enabled for \( a \) in the states of \([q_n]_a\).

Given the history \( \lambda = q_0 \ldots q_a \), a player \( a \) who has decided to follow the iR strategy \( f_a \) will choose the action \( f_a([q_0]_a \ldots [q_n]_a) \). Hence, this type of strategy allows \( a \) to choose his next move depending on the whole history of the game, but taking into account \( a \)'s uncertainty, i.e., the strategy assigns the same choice to all histories which are indistinguishable to \( a \). This is also referred to as a uniform perfect recall strategy [JvdH04, Jam06], and such a strategy is (in contrast to IR strategies) always executable to a player with perfect recall.

Definition 2.15 (ir strategy). An imperfect information and imperfect recall strategy (for short, an ir strategy) for a player \( a \in \Sigma \) in an AETS or CEGS is a function \( f_a : Q_a \rightarrow C \) with the property that for all \( a \)-views \([q]_a \in Q_a\) the choice \( f_a([q]_a) \) is enabled for player \( a \) in the states of \([q]_a\).
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An \( ir \) strategy is a uniform strategy for a player without memory, i.e., given a history \( \lambda = q_0 \ldots q_n \), strategy \( f_a \) dictates player \( a \) to choose the action \( f_a([q_n]_a) \). Due to this uniformity, such a strategy is always executable to \( a \).

Now that we know what a strategy for an individual player is, we define strategies also for coalitions:

**Definition 2.16 (Strategy for a coalition).** An \( XY \) strategy (where \( X \in \{i, I\} \) and \( Y \in \{r, R\} \)) \( f_A \) for a coalition \( A \subseteq \Sigma \) is a tuple of \( XY \) strategies \((f_a)_{a \in A}\), one for each player.

### 2.6 Outcomes

In this section, we will define what an outcome of a strategy is. In order to avoid case distinctions we will for this purpose view all four types of strategies as functions \( f_a : Q^+ \to C \). In particular, if \( \lambda = q_0 q_1 \ldots q_n \) is a sequence of states, we set

- if \( f_a \) is an \( Ir \) strategy: \( f_a(\lambda) := f_a(q_n) \),
- if \( f_a \) is an \( iR \) strategy: \( f_a(\lambda) := f_a([q_0]_a[q_1]_a \ldots [q_n]_a) \),
- if \( f_a \) is an \( ir \) strategy: \( f_a(\lambda) := f_a([q_n]_a) \).

**Definition 2.17 (Outcome).** A computation \( \lambda \) is an outcome of a strategy \( f_A = (f_a)_{a \in A} \) from state \( q \) if it is a possible computation starting in \( q \) under the restriction that the members of \( A \) stick to their strategies, i.e., if \( \lambda[0] = q \) and for each \( i \geq 0 \) there exist choices \( \alpha_a \) for the players \( a \in \Sigma \setminus A \), each \( \alpha_a \) being enabled for \( a \) in \( \lambda[i] \), such that \( \lambda[i + 1] = o(\lambda[i], (\alpha_a)_{a \in \Sigma}) \), where \( \alpha_a = f_a(\lambda[0..i]) \) for all \( a \in A \). We denote the set of outcomes from state \( q \) of strategy \( f_A \) by \( \text{out}(q, f_A) \), and if \( S \) is a set of states we write \( \text{out}(S, f_A) \) as a shorthand notation for \( \bigcup_{q \in S} \text{out}(q, f_A) \).

Note that for each strategy \( f_\Sigma = (f_a)_{a \in \Sigma} \) the set of outcomes \( \text{out}(q, f_\Sigma) \) is a singleton, i.e., if all players have chosen a strategy then the outcome of the game is uniquely determined.

### 2.7 Group knowledge

As described above, the knowledge of individual players about the current state of the game in AETSSs and CEGSSs is modelled by the epistemic accessibility relations \( \sim_a \). But
of course, when considering such games, one will also be interested in what groups of players know. As already mentioned in the introduction, one can distinguish (at least) three different types of group knowledge. This knowledge will also be represented by epistemic relations, and these can directly be obtained from the individual relations $\sim_a$:

**Definition 2.18 (Epistemic relations for group knowledge).** Given a fixed AETS or CEGS, the following relations are derived from the epistemic relations $(\sim_a)_{a \in \Sigma}$:

- $\sim_{DA}$ is, for $A \subseteq \Sigma$, defined as the intersection of the relations $\sim_a$ belonging to the players in $A$, i.e., $\sim_{DA} := \bigcap_{a \in A} \sim_a$. This relation describes distributed knowledge among the players of $A$. Note that also $A = \emptyset$ is possible, in which case this definition has to be understood as $\sim_{DA} := Q \times Q$.

- $\sim_{EA}$ is, for $A \subseteq \Sigma$, defined as the union of the relations $\sim_a$ belonging to the players in $A$, i.e., $\sim_{EA} := \bigcup_{a \in A} \sim_a$. This relation describes everyone’s knowledge among the players of $A$. Note that in this case we interpret the empty union as the diagonal of $Q \times Q$, i.e., $\sim_{EA} := \{(q, q) \mid q \in Q\}$.

- $\sim_{CA}$ is, for $A \subseteq \Sigma$, defined as the transitive closure of $\sim_{EA}$. This relation describes common knowledge among the members of $A$.

We shortly explain what these different forms of group knowledge express: Distributed knowledge among the players of $A$ is the knowledge the players in $A$ have if they communicate and exchange their individual knowledge. That is, if one of the players in $A$ can distinguish $q$ from $q'$, then the group can. Everyone’s knowledge among a coalition $A$ is of course the knowledge that every player in $A$ has, i.e., $q_1 \not\sim_{EA} q_2$ iff all players in $A$ can distinguish $q_1$ from $q_2$. Finally, common knowledge among a coalition $A$ describes the notion of “everyone in $A$ knows, and everyone in $A$ knows that everyone in $A$ knows that everyone in $A$ knows, etc.”.

Note that these different types of group knowledge are not specific to coalitional games, they are used in various kinds of epistemic logics (cf., e.g., [vBBW05] Chapters 18 and 20).

In the rest of this thesis, we will use the following notation when referring to group knowledge: If $q \in Q$ and $K_A = C_A$, $K_A = E_A$, or $K_A = D_A$, we write $[q]_{K_A}$ for the set of states which are “$K_A$-indistinguishable” from $q$, i.e., $[q]_{K_A} := \{q' \in Q \mid q' \sim_{K_A} q\}$. Moreover, if $S$ is a set of states, we write $[S]_{K_A}$ as a shorthand notation for $\bigcup_{q \in S} [q]_{K_A}$, i.e., $[S]_{K_A}$ contains the states of $Q$ which are $K_A$-indistinguishable from at least one state of $S$. 

---
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CHAPTER 3

Alternating-time temporal logic (ATL)

Since basically all of the logics for imperfect information games which we will consider in this thesis are based on (or at least inspired from) Alternating-Time Temporal Logic (ATL), we will in this chapter shortly introduce this logic. As already mentioned in the introduction, ATL is a logic which formalizes coalitional games of almost perfect information, i.e., games where the players are assumed to know in each situation exactly the actual state of the game but choose their next moves simultaneously, which leads to a certain lack of information about the possible progress of the game.

ATL was introduced by Rajeev Alur, Thomas Henzinger and Orna Kupferman in [AHK97, AHK98] where their proposed semantics where based on alternating transitions systems. In later work (e.g. in [AHK02]) they used concurrent game structures instead, probably because the original semantics had some undesirable properties when generalizing them to imperfect information games (as will be discussed in Section 4.1.3). In this chapter we will present the ATL syntax and both semantics and discuss some properties of this logic.

3.1 Syntax

The logic ATL is defined with respect to a finite set $\Pi$ of propositions and a finite set $\Sigma = \{1, \ldots, k\}$ of players. An ATL formula is one of the following:

- $p$, where $p \in \Pi$ is a proposition.
- $\neg \varphi$, where $\varphi$ is an ATL formula.
3.2. Semantics

- $\varphi_1 \lor \varphi_2$, where $\varphi_1$ and $\varphi_2$ are ATL formulas.
- $\langle\langle A \rangle\rangle \varphi$, where $A \subseteq \Sigma$ is a set of players and $\varphi$ is an ATL formula.
- $\langle\langle A \rangle\rangle \Box \varphi$, where $A \subseteq \Sigma$ is a set of players and $\varphi$ is an ATL formula.
- $\langle\langle A \rangle\rangle \varphi_1 \mathcal{U} \varphi_2$, where $A \subseteq \Sigma$ is a set of players and $\varphi_1$ and $\varphi_2$ are ATL formulas.

The additional Boolean connectives $\land$ and $\rightarrow$ as well as the truth constants $\top$ and $\bot$ can of course be defined from $\neg$ and $\lor$ in the usual manner. Note that we usually write $\langle\langle a_1, \ldots, a_i \rangle\rangle$ instead of $\langle\langle \{a_1, \ldots, a_i\} \rangle\rangle$.

The operator $\langle\langle A \rangle\rangle$ is a cooperation modality which acts as a path quantifier: it selects sets of outcomes which result from a strategy of $A$, i.e., $\langle\langle A \rangle\rangle \varphi$ has the intended meaning “there is a strategy for coalition $A$ which ensures $\varphi$”. The operators $\bigcirc$ (“next”), $\Box$ (“always”) and $\mathcal{U}$ (“until”) are temporal operators.

**Remark 3.1.** Note that in ATL formulas each cooperation modality is always directly followed by a temporal operator, and each temporal operator is always directly preceded by a cooperation modality. If one omits this restriction, one obtains the logic $\text{ATL}^*$ (see Section 3.5).

### 3.2 Semantics

We will first present the “new” ATL semantics as defined in [AHK02]: ATL formulas, defined with respect to the set $\Pi$ of propositions and the set $\Sigma = \{1, \ldots , k\}$ of players, are interpreted over the states of a CGS $G = \langle \Pi, \Sigma, Q, \pi, \text{Act}, d, o \rangle$. We write $G, q \models \varphi$ to indicate that the state $q$ in $G$ satisfies the formula $\varphi$ (however, if $G$ is clear from the context, we just write $q \models \varphi$).

The satisfaction relation $\models$ is defined, for all states $q$ of $G$, inductively as follows:

- $(S_p)$ \hspace{1em} $q \models p$, for a proposition $p \in \Pi$, iff $p \in \pi(q)$.
- $(S\neg)$ \hspace{1em} $q \models \neg \varphi$ iff $q \not\models \varphi$.
- $(S\lor)$ \hspace{1em} $q \models \varphi_1 \lor \varphi_2$ iff $q \models \varphi_1$ or $q \models \varphi_2$.
- $(S\bigcirc)$ \hspace{1em} $q \models \langle\langle A \rangle\rangle \varphi$ iff there exists an $IR$ strategy $f_A = (f_a)_{a \in A}$ for the players in $A$, such that all outcomes $\lambda \in \text{out}(q, f_A)$ satisfy $\lambda[1] \models \varphi$. 
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\((S\Box)\) \(q \models \langle\langle A\rangle\rangle \Box \varphi\) iff there exists an IR strategy \(f_A = (f_a)_{a \in A}\) for the players in \(A\), such that for all outcomes \(\lambda \in \text{out}(q, f_A)\) and all positions \(i \geq 0\) we have \(\lambda[i] \models \varphi\).

\((S\U)\) \(q \models \langle\langle A\rangle\rangle \varphi_1 U \varphi_2\) iff there exists an IR strategy \(f_A = (f_a)_{a \in A}\) for the players in \(A\), such that for all outcomes \(\lambda \in \text{out}(q, f_A)\) there exists a position \(i \geq 0\) such that \(\lambda[i] \models \varphi_2\) and for all positions \(0 \leq j < i\) we have \(\lambda[j] \models \varphi_1\).

Remark 3.2. Note that in the case \(A = \emptyset\) the cooperation modality acts as a universal quantifier over all possible computations, i.e., e.g., \(q \models \langle\langle \emptyset\rangle\rangle \Box \varphi\) iff \(\lambda[i] \models \varphi\) for all computations \(\lambda\) with \(\lambda[0] = q\) and all positions \(i \geq 0\).

Given a concurrent game structure \(G = (\Pi, \Sigma, Q, \pi, \text{Act}, d, o)\), a set \(q\) in \(Q\), and an ATL formula \(\varphi\), the model checking problem for ATL asks whether \(G, q \models \varphi\). We say that \(\varphi\) is valid in \(G\) iff \(\varphi\) is satisfied in all states of \(Q\). Moreover, we say that \(\varphi\) is valid iff \(\varphi\) is valid in every CGS.

Remark 3.3. In the above semantics it is actually sufficient to consider memoryless strategies, i.e., if one replaces the term “IR strategy” in \((S\Box)\), \((S\U)\), and \((S\U)\) by “Ir strategy”, then this still yields the same satisfaction relation \(\models\) [AHK02]. This is an interesting observation, since it means that all properties of coalitional games (or states in such games) which can be specified by ATL formulas do not depend on whether or not the players are assumed to remember the history of the game.

Example 3.4. As a first simple example, let \(G\) be the concurrent game structure for the coin game depicted in Figure 2.1b on page 9. In this game, we have \(s \not\models \langle\langle 1\rangle\rangle \top U \text{win}\) and \(s \not\models \langle\langle 2\rangle\rangle \top U \text{win}\), i.e., none of the players alone can ensure that they will eventually win. On the other hand, the players can of course cooperate in order to win the game, i.e., it holds that \(s \models \langle\langle 1, 2\rangle\rangle \Box \text{win}\), which is justified by the strategy \((f_1, f_2)\) with \(f_1(s) = f_2(s) = \text{tails}\).

In state \(w\), the players have won and the game stays in this state forever. Hence, e.g., it holds that \(w \models \langle\langle \emptyset\rangle\rangle \Box \text{win}\).

Moreover, the formula \(\langle\langle 1, 2\rangle\rangle \Box \langle\langle \emptyset\rangle\rangle \Box \text{win}\) is valid in \(G\), since it is satisfied in both \(s\) and \(w\).

Example 3.5. As a more complex example, let \(G\) be the concurrent game structure for the rock-paper-scissors variant in Figure 2.3 on page 13. In this game, one has e.g. \(q_1 \not\models \langle\langle 2\rangle\rangle \top U \text{win}_2\), i.e., player 2 has no winning strategy. However, if the game is in state \(q_4\) (i.e., if player 1 has chosen scissors in the first step), then player 2 has complete
control over what happens next: It holds that $q_4 \models \langle\langle 2 \rangle\rangle \bigcirc \text{win}_1$, $q_4 \models \langle\langle 2 \rangle\rangle \bigcirc \text{win}_2$, and $q_4 \models \langle\langle 2 \rangle\rangle \bigcirc \text{tie}$.

If the players cooperate then they can decide to play forever without one of them winning, i.e., the formula $\langle\langle 1, 2 \rangle\rangle \boxdot (\neg \text{win}_1 \land \neg \text{win}_2)$ is satisfied in all states except $q_5$ and $q_6$.

As a last example, consider the formula $(\neg \text{win}_1 \land \langle\langle 1, 2 \rangle\rangle \boxdot \text{win}_1) \rightarrow \langle\langle 1, 2 \rangle\rangle \boxdot \text{win}_2$, which expresses that if player 1 has not yet won but can win in one step if the players cooperate, then the players can also decide to let player 2 win instead. This formula is valid in $\mathcal{G}$, since it is satisfied in all states of $\mathcal{G}$.

We will later also evaluate ATL formulas in CEGSs, by just “ignoring” the epistemic relations $(\sim_a)_{a \in \Sigma}$. In order to emphasize the fact that ATL formulas are evaluated using $IR$ strategies (rather than imperfect information strategies, as one might expect in a CEGS), we then mark the cooperation modalities with the letters “$IR$”, i.e., we write $\langle\langle A \rangle\rangle_{IR} \bigcirc \varphi$, $\langle\langle A \rangle\rangle_{IR} \boxdot \varphi$, and $\langle\langle A \rangle\rangle_{IR} \varphi_1 \mathcal{U} \varphi_2$ instead of $\langle\langle A \rangle\rangle \bigcirc \varphi$, $\langle\langle A \rangle\rangle \boxdot \varphi$, and $\langle\langle A \rangle\rangle \varphi_1 \mathcal{U} \varphi_2$, respectively. We will then also refer to ATL as ATL$_{IR}$. This convention has been suggested by Schobbens in [Sch04].

### 3.3 Discussion

As the authors of [AHK02] already mention, ATL is actually a “multi-agent generalization” of CTL (cf. Appendix B for a short overview of this logic). That is, ATL defined with respect to a single player, i.e., $\Sigma = \{1\}$, can be viewed as CTL in the following way: The Kripke structures which occur in the semantics of CTL can just be interpreted as concurrent game structures for a single player. The existential path quantifier $E$ of CTL has then the same meaning as $\langle\langle 1 \rangle\rangle$, and the universal path quantifier $A$ of CTL matches the modality $\langle\langle \emptyset \rangle\rangle$ of ATL. Moreover, the temporal operators $\bigcirc$, $\boxdot$, and $\mathcal{U}$ of ATL correspond to the operators $X$, $G$, and $U$ of CTL.

Due to this relationship it is not surprising that, like CTL (compare Theorem B.1 in Appendix B), ATL can be completely axiomatized:

**Theorem 3.6 (Axiomatizability of ATL [GvD06]).** ATL is completely axiomatizable. The axiomatic system consisting of the following axioms and rules of inference is sound and complete with respect to the semantics given in Section 3.2 (i.e., an ATL formula $\varphi$ is derivable in this system iff $\varphi$ is valid):

**Axioms ($A, A_1, A_2 \subseteq \Sigma$):**
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(TAUT) All (or “enough”) propositional tautologies.

(⊥) \( \neg \langle \langle A \rangle \rangle \bigcirc \bot \).

(⊤) \( \langle \langle A \rangle \rangle \bigcirc \top \).

(Σ) \( \neg \langle \langle \emptyset \rangle \rangle \bigcirc \neg \varphi \rightarrow \langle \langle \Sigma \rangle \rangle \bigcirc \varphi \).

(S) \( \langle \langle A_1 \rangle \rangle \bigcirc \varphi_1 \land \langle \langle A_2 \rangle \rangle \bigcirc \varphi_2 \rightarrow \langle \langle A_1 \cup A_2 \rangle \rangle \bigcirc (\varphi_1 \land \varphi_2) \) for disjoint \( A_1 \) and \( A_2 \).

(FP □) \( \langle \langle A \rangle \rangle \Box \varphi \leftrightarrow \varphi \land \langle \langle A \rangle \rangle \bigcirc \langle \langle A \rangle \rangle \Box \varphi \).

(GFP □) \( \langle \langle \emptyset \rangle \rangle \Box (\theta \rightarrow (\varphi \land \langle \langle A \rangle \rangle \bigcirc \theta)) \rightarrow \langle \langle \emptyset \rangle \rangle \Box (\theta \rightarrow \langle \langle A \rangle \rangle \Box \varphi) \).

(FP U) \( \langle \langle A \rangle \rangle \varphi_1 U \varphi_2 \leftrightarrow \varphi_2 \lor (\varphi_1 \land \langle \langle A \rangle \rangle \bigcirc \varphi_1 U \varphi_2) \).

(LFP U) \( \langle \langle \emptyset \rangle \rangle \Box ((\varphi_2 \lor (\varphi_1 \land \langle \langle A \rangle \rangle \bigcirc \theta)) \rightarrow \theta) \rightarrow \langle \langle \emptyset \rangle \rangle \Box ((\langle \langle A \rangle \rangle \varphi_1 U \varphi_2 \rightarrow \theta) \).

Rules of inference:

(Modus Ponens) \( \frac{\varphi_1 \varphi_2 \rightarrow \varphi_2}{\varphi_1 \varphi_2 \varphi_1} \).

(⟨⟨∅⟩⟩ □ -Monotonicity) \( \frac{\langle \langle A \rangle \rangle \bigcirc \varphi \rightarrow \langle \langle A \rangle \rangle \bigcirc \varphi_2}{\langle \langle A \rangle \rangle \bigcirc \varphi_1 \langle \langle A \rangle \rangle \bigcirc \varphi_2} \).

(⟨⟨∅⟩⟩ □ -Necessitation) \( \frac{\varphi}{\langle \langle \emptyset \rangle \rangle \Box \varphi} \).

We will not even sketch the very involved proof\(^1\) of the completeness part of this statement. However, the soundness of the given axiomatic system is easy to check: Each of the axioms is valid in every CGS, and the given rules of inference clearly preserve validity.

We shortly comment on some of the axioms: (⊥) simply expresses that there is always a next state, i.e., each game runs forever. (Σ) describes that everything which is reachable at all (in one step) can be reached by the grand coalition of all players. Axiom (S) expresses the fact that disjoint coalitions with distinct goals can combine their strategies in order to achieve both goals at the same time. Note that this is clearly not true for coalitions which are not disjoint, since in this case the strategies for different goals might conflict with each other. Axiom (FP □) states that \( \langle \langle A \rangle \rangle \Box \varphi \) is a fixpoint of the operator \( F(X) = \varphi \land \langle \langle A \rangle \rangle \bigcirc X \), while (GFP □) expresses that it is the greatest fixpoint of \( F(X) \). Similarly, (FP U) means that \( \langle \langle A \rangle \rangle \varphi_1 U \varphi_2 \) is a fixpoint of the operator \( F(X) = \varphi_2 \lor (\varphi_1 \land \langle \langle A \rangle \rangle \bigcirc X) \), while (LFP U) states that it is the least fixpoint.

A nice feature of ATL which makes it interesting for practical applications is the fact that model checking can be done in polynomial time:

\(^1\)the main part of the 25 pages of [GvD06]
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**Theorem 3.7 (ATL model checking complexity [AHK02]).** The ATL model checking problem is P-complete, and can be solved in time $O(m \cdot \ell)$ for a game structure with $m$ transitions and an ATL formula of length $\ell$.

Note, however, that this result does not necessarily imply that model checking ATL formulas in CGSs is computationally easy. In fact, it has a well-known catch: In practice, multi-agent models are seldom explicitly given in terms of their states and transitions, instead one uses specification languages which permit very succinct specifications of models. As an example, in [vdHLW06] a language called Simple Reactive Modules Language (SRML) was considered, which can be used in combination with the model checker MOCHA [AHM+98] in order to check ATL formulas in CGSs. This language allows one to represent CGSs by defining sets of propositions which are under the control of the players, and in addition a set of rules which describe the circumstances under which the players are allowed to change the values of single propositions. The states of the system are then implicitly given by all possible combinations of truth values for the propositions, and the possible choices and transitions at each state are described by the rules. Given such a succinct representation of a CGS, it turns out that the model checking problem is EXPTIME-complete in terms of the size of the model description [vdHLW06]. However, in the rest of this thesis all complexity results will be given in terms of the size of an explicitly given model.

As a final remark in this section, we want to mention that independently of [AHK98] and [AHK02], a second logic for coalitional games of almost perfect information (simply called “Coalition Logic”) was developed in [Pau02]. But since this logic can simply be viewed as the fragment of ATL in which the only temporal operator is $\bigcirc$, we will not go into detail here.

### 3.4 Alternative semantics

We now shortly present the original semantics of ATL from [AHK98]: In these semantics, ATL formulas, defined with respect to the set $\Pi$ of propositions and the set $\Sigma = \{1, \ldots, k\}$ of players, are interpreted over the states of an ATS $\mathcal{G} = (\Pi, \Sigma, Q, \pi, \delta)$. Again, if $\mathcal{G}$ is fixed, we write $q \models \varphi$ in order to indicate that state $q$ in $\mathcal{G}$ satisfies the formula $\varphi$.

The satisfaction relation $\models$ is defined, for all states $q$ of $\mathcal{G}$, inductively by the same rules as for the “new” semantics, i.e., by rules $(S_p)$-$(S_{\bigcirc})$ from Section 3.2. Note, though, that in this case an $IR$ strategy for a coalition $A$ is of a different type as in the “new” semantics, i.e., it is a tuple $f_A = (f_a)_{a \in A}$, where $f_a : Q^+ \to 2^Q$ (compare Section 2.5).
rather than $f_a : Q^+ \to Act$ as for CGSs. However, this distinction does not affect the rules $(S_p^*) (S_u^*)$ since we defined strategies and outcomes for ATSs and CGSs in a compatible way (see Definitions 2.10 and 2.17).

Example 3.8. Let $G$ be the ATS for the coin game from Example 2.2 which is depicted in Figure 2.1a on page 9. Like in the corresponding CGS semantics, we have $s \not\models \langle\langle 1 \rangle\rangle \top \cup \text{win}$ and $s \not\models \langle\langle 2 \rangle\rangle \top \cup \text{win}$, i.e., none of the players alone can ensure that they will eventually win. But of course, the players can cooperate in order to win the game, i.e., it holds that $s \models \langle\langle 1, 2 \rangle\rangle \bigodot \text{win}$, which is for example justified by any strategy $(f_1, f_2)$ with $f_1(s) = \{hh, ht\}$ and $f_2(s) = \{hh, th\}$.

In contrast to Example 3.4, where the CGS based semantics is used, the formula $\langle\langle 1, 2 \rangle\rangle \bigodot \langle\langle \emptyset \rangle\rangle \Box \text{win}$ is not valid in $G$ in this case: The formula is not satisfied in the states $th$ and $ht$, since the players need two time steps to win from each of these states.

3.5 ATL*

In [AHK02] a more expressive logic called ATL* was introduced, in which not every occurrence of a temporal operator has to be directly preceded by a cooperation modality. Examples of such formulas are, e.g., $\langle\langle A \rangle\rangle \bigodot \bigodot \varphi$, expressing that $A$ can enforce that after two computation steps $\varphi$ is satisfied, and $\langle\langle A \rangle\rangle \neg(\varphi_1 \cup \varphi_2)$, expressing that $A$ can avoid that $\varphi_1$ holds until $\varphi_2$ becomes true. This leads to a higher expressiveness, but has two disadvantages. Firstly, one has to make a distinction between “state formulas”, which can be evaluated in a single state, and “path formulas”, which have to be evaluated on computation paths. Secondly, for this logic the memory of players is important, i.e., one cannot simply modify the semantics of ATL* to use $Ir$ instead of $Ir$ strategies without changing the satisfaction of formulas, other than for ATL (compare Remark 3.3). This makes the model checking problem for ATL* computationally harder:

Theorem 3.9 (ATL* model checking complexity [BDJ10]). Model checking ATL* is 2-EXPTIME-complete in the number of transitions in the model and the length of the formula.

However, we will only refer to ATL* in some informal remarks, hence we will not go into detail here.
Since the ATL semantics are in their original formulation based on IR strategies (even though one could also use Ir strategies without changing the satisfaction relation at all, compare Remark 3.3), i.e., it is assumed that the players can remember the whole history of the game, it comes as no surprise that this assumption was also made in the first logics which were introduced as attempts to generalize ATL to imperfect information games.

In the following we will collect and discuss three of these logics.

4.1 ATEL

*Alternating-Time Temporal Epistemic Logic* (ATEL) was introduced by Wiebe van der Hoek and Michael Wooldridge in [vdHW03a]. This logic extends ATL to games with imperfect information and includes knowledge modalities which allow to express what players or groups of players know in each state of the game.

4.1.1 Syntax

Like ATL, ATEL is defined with respect to a finite set \( \Pi \) of propositions and a finite set \( \Sigma = \{1, \ldots, k\} \) of players. An ATEL formula is one of the following:

- \( p \), where \( p \in \Pi \) is a proposition.
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- \(\neg \varphi\), where \(\varphi\) is an ATEL formula.
- \(\varphi_1 \lor \varphi_2\), where \(\varphi_1\) and \(\varphi_2\) are ATEL formulas.
- \(\langle \langle A \rangle \rangle \bigcirc \varphi\), \(\langle \langle A \rangle \rangle \Box \varphi\), or \(\langle \langle A \rangle \rangle \varphi_1 \varphi_2\), where \(A \subseteq \Sigma\) is a set of players and \(\varphi, \varphi_1, \varphi_2\) are ATEL formulas.
- \(K_a \varphi\), where \(a \in \Sigma\) is a player and \(\varphi\) is an ATEL formula.
- \(E_A \varphi\) or \(C_A \varphi\), where \(A \subseteq \Sigma\) is a set of players and \(\varphi\) is an ATEL formula.

The additional Boolean connectives \(\land\) and \(\rightarrow\) and the truth constants \(\top\) and \(\bot\) can be defined from \(\neg\) and \(\lor\) as usual.

The intended meaning of \(K_a \varphi\) is “player \(a\) knows that \(\varphi\)”, whereas the modalities \(E_A\) and \(C_A\) express everyone’s knowledge and common knowledge among the players of \(A\), respectively.

4.1.2 Semantics

ATEL formulas, defined with respect to a set \(\Pi\) of propositions and a set \(\Sigma = \{1, \ldots, k\}\) of players, are evaluated in the states of an AETS \(G = (\Pi, \Sigma, Q, (\sim_a)_{a \in \Sigma}, \pi, \delta)\). As always, we write \(G, q \models \varphi\) (or just \(q \models \varphi\), if \(G\) is clear from the context) to indicate that the state \(q\) in \(G\) satisfies the formula \(\varphi\).

The satisfaction of formulas of the form \(p\) (\(p \in \Pi\)), \(\neg \varphi\), \(\varphi_1 \lor \varphi_2\), \(\langle \langle A \rangle \rangle \bigcirc \varphi\), \(\langle \langle A \rangle \rangle \Box \varphi\), and \(\langle \langle A \rangle \rangle \varphi_1 \varphi_2\) is defined exactly like in the “old“ ATL semantics (see Section 3.4). For the remaining cases the satisfaction relation \(\models\) is defined as follows (where \([q]_a\), \([q]_{E_A}\), and \([q]_{C_A}\) denote the sets of \(\sim_a\)-indistinguishable states, \(\sim_{E_A}\)-indistinguishable states, and \(\sim_{C_A}\)-indistinguishable states, cf. Sections 2.1 and 2.7):

\[(S_{K_a}) \quad q \models K_a \varphi \iff \text{all } q' \in [q]_a \text{ satisfy } q' \models \varphi.\]

\[(S_{E_A}) \quad q \models E_A \varphi \iff \text{all } q' \in [q]_{E_A} \text{ satisfy } q' \models \varphi.\]

\[(S_{C_A}) \quad q \models C_A \varphi \iff \text{all } q' \in [q]_{C_A} \text{ satisfy } q' \models \varphi.\]

Note that the modality \(K_a\) is actually redundant, since it can be represented both as \(E_{\{a\}}\) and as \(C_{\{a\}}\).

Example 4.1. Consider the asynchronous rock-paper-scissors variant in Figure 2.4 (note that this Figure actually represents a CEGS, but it can easily be reinterpreted as an AETS since at each state one of the two players has only one action available). In this game,
one has of course \( q_1 \models \langle \langle 1 \rangle \rangle \top U \text{win}_1 \), i.e., player 1 has no strategy which ensures that he will eventually win. On the other hand, we have \( q_4 \models \langle \langle 2 \rangle \rangle \text{win}_2 \), i.e., in state \( q_4 \) player 2 has a winning strategy (namely picking “rock”). It should be noted that even though player 2 even knows in \( q_4 \) that he has a winning strategy (i.e., it holds that \( q_4 \models K_2 \langle \langle 2 \rangle \rangle \text{win}_2 \)), he can not identify this strategy (because the strategy which achieves \text{win}_2 in one step is different for each of the states \( q_2, q_3, \) and \( q_4 \)).

We give another example in order to illustrate the use of the knowledge modalities for group knowledge:

**Example 4.2.** Consider the chess game from Example 2.4 which is depicted in Figure 2.2 on page 11. In this game, it holds that \( b_2 \models K_1 p_2 \) and \( b_2 \models K_2 p_b \). Hence, it also holds that \( b_2 \models E_{\{1,2\}} (p_b \lor p_2) \), i.e., both players know that the king is either in column \( b \) or in row 2. However, this is not common knowledge (i.e., \( b_2 \not\models C_{\{1,2\}} (p_b \lor p_2) \)). In particular, it does not hold that \( b_2 \models E_{\{1,2\}} E_{\{1,2\}} (p_b \lor p_2) \), because \( b_2 \not\sim_{E_{\{1,2\}}} c_2 \) and \( c_2 \sim_{E_{\{1,2\}}} c_3 \) and \( c_3 \not\models p_b \lor p_2 \).

As an example which combines group knowledge and strategic abilities, consider the formula \( C_{\{1,2\}} (\neg p_a \land \neg p_1 \rightarrow \langle \langle 1,2 \rangle \rangle \text{win}_1 \lor p_c \land p_3) \). This formula expresses that it is common knowledge among the players that, as long as the king is neither in row 1 nor in column \( a \), they can reach position \( c_3 \) in one step if they work together. This formula is valid in this game, since the formula \( \neg p_a \land \neg p_1 \rightarrow \langle \langle 1,2 \rangle \rangle \text{win}_1 \lor p_c \land p_3 \) is.

### 4.1.3 Discussion

At first sight, ATEL seems to be a very promising generalization of ATL to imperfect information games, since it allows one to formalize strategic abilities of coalitions in imperfect information games and in addition the modalities \( K_a, E_A, \) and \( C_A \) can be used to describe different notions of knowledge of the players in the game. Moreover, the model checking problem for ATEL is not harder than the one for ATL:

**Theorem 4.3 (ATEL model checking complexity [vdHW03a]).** The model checking problem for ATEL is P-complete.

However, as Wojciech Jamroga noted in [Jam04a], ATEL suffers a serious problem: The logic does not formalize the strategic abilities of agents under incomplete information which were probably intended, because \( IR \) strategies are used in the semantics. Hence, the players are assumed to be able to make their choices for every history independently, completely neglecting the question whether the players can distinguish these histories or not. For example, in the rock-paper-scissors game in Figure 2.4 on page 14 it holds
that $q_1 \models \langle\langle 2 \rangle\rangle \top \mathcal{U} \text{win}_2$, which expresses that player 2 has a winning strategy in $q_1$ and is justified by any strategy $f_2$ with $f_2(q_1,q_2) = p$, $f_2(q_1,q_3) = s$, and $f_2(q_1,q_4) = r$. But of course, player 2 does not have an executable winning strategy in this game, because he cannot distinguish the states $q_2$, $q_3$, and $q_4$, on which the above strategy depends.

Hence, it turns out that ATEL formalizes only the strategic ability $[\langle A \rangle \phi]$ (compare the overview of strategic abilities on page 5), i.e., $\langle\langle A \rangle\rangle \phi$ is true iff the players in $A$ may happen to enforce $\phi$, i.e., if they have the possibility to behave in such a way that the other players cannot avoid $\phi$.

The above problem could of course be overcome by using $iR$ instead of $IR$ strategies. But, as Jamroga mentions in [Jam04a], then another problem of ATEL shows up, which derives from the fact that its semantics are based on AETs: Of course, if one uses $iR$ strategies, one has to impose the restriction that in each AET the condition $\delta(a,q) = \delta(a,q')$ whenever $q \sim_a q'$ holds, i.e., the same actions must be available in all states which are indistinguishable to a player. However, this is problematic, which we illustrate in the following example:

Example 4.4. Cleopatra’s taster is called to the palace in order to check a cake for poison. Of course, he has no other choice than trying a piece. If the cake is poisoned, this will get him two days at the hospital, while otherwise nothing bad will happen.

An AET for this scenario certainly has to include two states cake\_poisoned and cake\_ok, which are indistinguishable to the taster. Furthermore, one will need two states taster\_ill and taster\_ok, which represent the outcomes of the tasting. Due to the description of the game and the fact that there is only one player, the choice $\{\text{taster\_ill}\}$ certainly has to be enabled in state cake\_poisoned, and $\{\text{taster\_ok}\}$ has to be available in state cake\_ok. If we require the same actions to be available in indistinguishable states, this would mean that also $\{\text{taster\_ill}\}$ has to be available in state cake\_ok and $\{\text{taster\_ok}\}$ in cake\_poisoned, which does not fit the game description.

This does not mean that the given scenario cannot be described by an AET. Instead of the choices above, one could enable the choice $\{\text{taster\_ok, taster\_ill}\}$ both in cake\_ok and in cake\_poisoned, and introduce a second player (“fate”) which chooses the correct outcome in each of the states. But of course, this is a bit artificial.

The problem in this example is the fact that in AETs actions are just given as sets of outcomes, while in many games the same action started in two different states leads to different outcomes.

Jamroga thus concludes that some relation of “subjective unrecognizability” is necessary over the players’ choices to tell which decisions will be considered the same in which states. This suggests that CEGSs are more suitable as game models for games.
of imperfect information, since in these game structures every choice simply bears a “label”, and choices with the same label represent the same action from each player’s point of view.

4.2 ATL\textsubscript{iR}

Alternating-Time Temporal Logic with Perfect Recall and Imperfect Information, denoted by ATL\textsubscript{iR}, was defined by Schobbens in [Sch04]. It is a very basic generalization of ATL to imperfect information games, which uses exactly the same syntax as ATL. However, in order to mark explicitly the distinction from ATL, the cooperation modalities are marked with the letters “\textit{iR}” as a subscript, i.e., ATL\textsubscript{iR} formulas starting with a cooperation modality are of the form $⟨⟨A⟩⟩\textsubscript{iR} ⃝\varphi$, $⟨⟨A⟩⟩\textsubscript{iR} □\varphi$, and $⟨⟨A⟩⟩\textsubscript{iR} \varphi_1 U \varphi_2$.

4.2.1 Semantics

ATL\textsubscript{iR} formulas, defined with respect to the set $Π$ of propositions and the set $Σ = \{1, \ldots, k\}$ of players, are interpreted in the states of a concurrent epistemic game structure $G = ⟨Π, Σ, Q, (¬_a)_{a∈Σ}, π, Act, d, o⟩$. As usual, we write $G, q \models φ$ (or just $q \models φ$) to indicate that the state $q$ in $G$ satisfies the formula $φ$.

The satisfaction of formulas of the form $p$ ($p ∈ Π$), $¬φ$, and $φ_1 ∨ φ_2$ is defined exactly like in ATL (see ($S_p$), ($S¬$), and ($S∨$) in Section 3.2). For the remaining cases the satisfaction relation $|=\ $ is defined as follows:

$(S_⃝)$ $q \models ⟨⟨A⟩⟩\textsubscript{iR} ⃝ φ$ iff there exists an iR strategy $f_A = (f_a)_{a∈A}$ for the players in $A$, such that all outcomes $λ ∈ out([q]_{E_A}, f_A)$ satisfy $λ[1] \models φ$.

$(S□)$ $q \models ⟨⟨A⟩⟩\textsubscript{iR} □ φ$ iff there exists an iR strategy $f_A = (f_a)_{a∈A}$ for the players in $A$, such that for all outcomes $λ ∈ out([q]_{E_A}, f_A)$ and all positions $i ≥ 0$ we have $λ[i] \models φ$.

$(S_U)$ $q \models ⟨⟨A⟩⟩\textsubscript{iR} \varphi_1 U \varphi_2$ iff there exists an iR strategy $f_A = (f_a)_{a∈A}$ for the players in $A$, such that for all outcomes $λ ∈ out([q]_{E_A}, f_A)$ there exists a position $i ≥ 0$ such that $λ[i] \models \varphi_2$ and for all positions $0 ≤ j < i$ we have $λ[j] \models \varphi_1$.

Remark 4.5. Actually, Schobbens defines the semantics of ATL\textsubscript{iR} as a relation between formulas and computations rather than single states. This is due to the fact that in [Sch04] he bases his considerations not on the language of ATL but on the more general ATL* (compare Section 3.5). But since in ATL\textsubscript{iR} each of the temporal operators $⃝$, $□$, and $U$ is always directly preceded by a cooperation modality $⟨⟨A⟩⟩\textsubscript{iR}$, it suffices.
to evaluate these formulas in single states. In particular, it holds that $\lambda \models \varphi$ for a computation $\lambda$ (using Schobben’s original definition) iff $\lambda[0] \models \varphi$ (using the above definition) for every ATL$_{iR}$ formula $\varphi$. This can easily be shown by induction over the structure of $\varphi$.

We want to point out a mistake in the original definition of the ATL$_{iR}$ semantics from [Sch04]: Instead of using the phrase “... such that for all outcomes $\lambda \in \text{out}(\langle q \rangle_{E_A, f_A})$ ...” as in ($S'$), ($S'$), and ($S'_{U}$) above, Schobbens employs the formulation “... such that $\forall a \in A, \forall q' \sim_a q, \forall \lambda \in \text{out}(q', f_A)$ ...”, which means that the respective satisfaction conditions for $\langle \|$ , $\square$, and $U$ always trivially hold if $A$ is empty. This has the counter-intuitive effect that the empty coalition can achieve anything, e.g., $\langle \langle \emptyset \rangle \rangle_{iR} \perp U \perp \text{win}$, which was certainly not intended. This is also the reason why we defined $\sim_{E}$ to be the diagonal of $Q \times Q$ instead of the empty set (see Definition 2.18).

**Example 4.6.** Consider the asynchronous rock-paper-scissors variant in Figure 2.4. It holds that $q_1 \not\models \langle \langle 2 \rangle \rangle_{iR} U \text{win}_2$, which expresses that player 2 has no winning strategy, as it should be in this game. Also player 1 cannot ensure that player 2 will win, i.e., $q_1 \not\models \langle \langle 1 \rangle \rangle_{iR} U \text{win}_2$. However, the players can cooperate in order to achieve this, i.e., it holds that $q_1 \models \langle \langle 1, 2 \rangle \rangle_{iR} U \text{win}_2$, which is justified e.g. by any $iR$ strategy $(f_1, f_2)$ with $f_1([q_1]_1) = p$ and $f_2([q_1][q_3]_2) = s$.

In the above example we did not actually need the assumption that the players can use the whole game history in order to make their decisions. We now give an example where memory is important:

**Example 4.7.** Consider the following 1-player game: Along a circular corridor there are 1000 doors, one of which is the entry to a treasure chamber, while all other doors lead to rooms full of deadly traps. Indiana Jones is placed somewhere in the corridor, but he does not know where. He is only allowed to walk in clockwise direction and at some point open one door in order to grab the treasure. The only additional information he gets is the fact that one door is white while all others are black, and that the treasure is behind the 50th door in counter-clockwise direction from the white door. The CEGS for this game is depicted in Figure 4.1 on the following page.

Indiana Jones certainly has an $iR$ strategy which ensures that he will find the treasure (i.e., we have $d_j \models \langle \langle 1 \rangle \rangle_{iR} U \text{rich}$, for $0 \leq j \leq 999$): He just has to walk clockwise until he finds the white door, and then he continues and opens the 950th black door he
encounters, which is achieved by the strategy $f_1$ defined by

$$f_1(\lambda) = \begin{cases} 
  \text{open}, & \text{if } \lambda = [d_0][d_1][d_50][d_0][d_0][d_0][d_0][d_0][d_0][d_0], \\
  \text{arbitrary many times}, \\
  \text{enjoy}, & \text{if } \lambda = \lambda' d_{\text{treasure}} \text{ for some } \lambda', \\
  \text{rip}, & \text{if } \lambda = \lambda' d_{\text{trap}} \text{ for some } \lambda', \\
  \text{walk}, & \text{else}. 
\end{cases}$$

Also, no matter what happens, Indiana can always decide to stop walking, i.e., the formula $\langle\langle \emptyset \rangle\rangle_{iR} \Box \langle\langle 1 \rangle\rangle_{iR} \circ (\text{rich} \lor \text{dead})$ is valid in this game. However, in most situations he cannot control which of the events (“rich” or “dead”) will occur, i.e., the formula $\langle\langle 1 \rangle\rangle_{iR} \circ \text{rich} \lor \langle\langle 1 \rangle\rangle_{iR} \circ \text{dead}$ is not valid in this game (actually it is only satisfied in the states $d_{\text{trap}}$, $d_{\text{treasure}}$, and $d_{50}$).

### 4.2.2 Discussion

$ATL_{iR}$ is probably the simplest generalization of $ATL$ to games of imperfect information. The main emphasis lies on expressing the abilities of coalitions under imperfect information and perfect recall. More refined notions like the knowledge of players cannot be expressed.

Note that the definitions of the semantics of $\langle\langle A \rangle\rangle_{iR}$ (see $(S'_{\Box})$, $(S'_{\square})$, and $(S'_{U})$ above) use the epistemic relation $\sim_{E_A}$ to specify the set of states from which a strategy has to be successful, i.e., $\langle\langle A \rangle\rangle_{iR} \varphi$ holds in a state iff there exists a uniform perfect recall strategy of which all players in $A$ know that it will ensure $\varphi$. Hence, these semantics
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describe the strategic ability \([A4]\) where “the players in \(A\) know” is understood as everyone’s knowledge. Note in particular, that thus an “everyone’s knowledge” operator \(E_A\) like in \(\text{ATEL}\) could also be defined in \(\text{ATL}_{iR}\) by \(E_A\varphi := \langle\langle A\rangle\rangle_{iR} \varphi U \varphi\).

Even though \(\text{ATL}_{iR}\) is so simple, it seems that it is actually not simple enough to work with in practice. Since the introduction of ATL it has been conjectured that the model checking problem of \(\text{ATL}_{iR}\) is undecidable \([\text{AHK97, Sch04, JÅ07}]\). This fact has very recently been proved by Cătălin Dima and Ferucio Laurențiu Tiplea:

**Theorem 4.8 ([DT11]).** The model checking problem for \(\text{ATL}_{iR}\) is undecidable.

They prove their result by a rather involved reduction from the non-halting problem, i.e., given a Turing machine \(M\), they construct a 3-player CEGS \(G(M)\) containing a state \(q\) with the property that the formula \(\langle\langle 1,2\rangle\rangle_{iR} \square p\) is satisfied in \(q\) iff \(M\) does not halt. Hence, they actually prove that the model checking problem is undecidable even for the fragment of \(\text{ATL}_{iR}\) with 3 players which only consists of formulas of the form \(\langle\langle A\rangle\rangle_{iR} \square p\).

**Remark 4.9.** Actually, they prove their result for a slightly modified version of \(\text{ATL}_{iR}\): When evaluating formulas of the form \(\langle\langle A\rangle\rangle_{iR} \bigcirc \varphi\), \(\langle\langle A\rangle\rangle_{iR} \bigcirc \varphi\), and \(\langle\langle A\rangle\rangle_{iR} \varphi_1 U \varphi_2\) in a state \(q\), they do not use the relation \(\sim_{E_A}\) but only require that an \(iR\) strategy \(f_A = (f_a)_{a \in A}\) for the players in \(A\) exists, such that the respective conditions for \(\bigcirc\), \(\square\), and \(U\) are satisfied for all outcomes \(\lambda \in \text{out}(q, f_A)\). Hence their variant of \(\text{ATL}_{iR}\) actually describes the strategic ability \([A2]\) i.e., only the existence of an \(iR\) strategy is important, regardless of whether the players in \(A\) know that it exists.

But of course, model checking an \(\text{ATL}_{iR}\) formula \(\varphi\) under these modified semantics can easily be reduced to model checking \(\varphi\) under the \(\text{ATL}_{iR}\) semantics given in Section 4.2.1 by a suitable modification of the considered CEGS. Hence their undecidability result is clearly transferable to the usual definition of \(\text{ATL}_{iR}\).

Apart from the fact that \(\text{ATL}_{iR}\) is undecidable, there is also a little flaw in the semantics: In fact, even though \(\text{ATL}_{iR}\) allows players to use \(iR\) strategies in order to achieve their goals, it actually does not capture all of the abilities of players with perfect recall in imperfect information games. As an example, consider again the rock-paper-scissors game from Figure 2.4. As we have seen in Example 4.6, it holds that \(q_1 \models \langle\langle 1,2\rangle\rangle_{iR} \bigcirc \text{win}_2\), which is justified e.g. by any \(iR\) strategy \((f_1, f_2)\) with \(f_1([q_1]_1) = p\) and \(f_2([q_1]_2[q_3]_2) = s\). If the players use this strategy, the game will pass through state \(q_3\) and then reach the winning state, and it would thus be logical that also
4.3 ATL\textsuperscript{D}\textsubscript{iR}

Alternating Time Logic with Knowledge and Communicating Coalitions has been introduced by Dima, Enea, and Guelev in [DEG10]. They use the acronym ATL\textsuperscript{D}\textsubscript{iR} for this logic in order to emphasize the fact that it uses distributed knowledge, imperfect information, and perfect recall.

ATL\textsuperscript{D}\textsubscript{iR} has two nice features: Firstly, this logic uses perfect recall not only in the semantics of the cooperation modalities but for the evaluation of all subformulas (i.e., formulas are evaluated in histories rather than in single states), and hence it really reflects the powers of players under the assumption of perfect recall (in contrast to ATL\textsubscript{iR}, compare Section 4.2.2). Secondly, it uses strategies which allow the players to base their choices on the distributed knowledge among the coalition members, which is to our knowledge a novel idea.

4.3.1 Game arenas

Other than all other logics considered in this thesis, formulas of ATL\textsuperscript{D}\textsubscript{iR} are interpreted in so-called game arenas:

**Definition 4.10 (Game arena).** A game arena is a game structure which is given by a 7-tuple \( \langle \Sigma, Q, (Act_a)_{a \in \Sigma}, \delta, Q_0, (\Pi_a)_{a \in \Sigma}, \pi \rangle \) with the following components:
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- $\Sigma$ is a finite, non-empty set of agents (or players). We may always assume that $\Sigma = \{1, \ldots, k\}$, where $k$ is the number of players. Each set $A \subseteq \Sigma$ is called a coalition.

- $Q$ is a finite, non-empty set of states.

- For each $a \in \Sigma$, $\text{Act}_a$ is a set of actions available to player $a$. We set $\text{Act}_A := \prod_{a \in A} \text{Act}_a$ and write $\text{Act}$ for $\text{Act}_\Sigma$.

- $d : Q \times \text{Act} \rightarrow (2^Q \setminus \{\emptyset\})$ is the transition relation. We write $q \xrightarrow{c} r$ for transitions $(q, c, r) \in d$.

- $Q_0 \subseteq Q$ is the set of initial states.

- For each $a \in \Sigma$, $\Pi_a$ is a set of atomic propositions which are observable to $a$. Given $A \subseteq \Sigma$, we set $\Pi_A := \bigcup_{a \in A} \Pi_a$, and we write $\Pi$ for $\Pi_\Sigma$.

- $\pi : Q \rightarrow 2^\Pi$ is the state-labelling function. Moreover, we define $\pi_A : Q \rightarrow 2^{\Pi_A}$, for $A \subseteq \Sigma$, by putting $\pi_A(q) := \pi(q) \cap \Pi_A$.

\textbf{Remark 4.11.} We remark that the above definition deviates from the original one from \cite{DEG10} in terms of the names of the game arena components. Our naming convention is supposed to informally reflect the relation to A(E)TSs and C(E)GSs.

We want to point out the main differences between AETSS/CEGSs and game arenas: First of all, game arenas do not contain any epistemic relations. The knowledge of the players is implicitly defined by the observability of variables, as we will see later. Moreover, there is no notion of enabled actions in game arenas: Every action of $\text{Act}_a$ is available to player $a$ at each point of the game. Finally, game arenas do not necessarily describe deterministic games. This is due to the fact that $d$ can be an arbitrary relation rather than a function.

\textbf{Runs, strategies, and outcome}

We now collect some definitions which will be needed in the semantics of ATL$_{iR}$:

An element $c \in \text{Act}$ is called an action tuple. If $c = (c_a)_{a \in \Sigma}$ and $A \subseteq \Sigma$, we denote by $c|_A$ the restriction of $c$ to the players in $A$, i.e., $c|_A := (c_a)_{a \in A}$.

A run is a sequence of transitions $q'_i \xrightarrow{c_i} q''_i$ with the property that $q'_{i+1} = q''_i$. We write $\lambda = (q_i \xrightarrow{c_i} q_i)_{1 \leq i \leq n}$ and $\lambda = (q_i \xrightarrow{c_i} q_i)_{i \geq 1}$ for finite and infinite runs, respectively. The length $|\lambda|$ of a finite run $\lambda$ is the number of its transitions. A run is initialized if $q_0 \in Q_0$. 
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Remark 4.12. Note that, other than computations in A(E)TS and C(E)GS, runs in game arenas “store” the actions of all users during the game. This definition makes it possible to use the agents’ memory about their past actions when evaluating formulas in game arenas.

Given a run \( \lambda = q_0 \xrightarrow{c_1} q_1 \xrightarrow{c_2} \ldots \), we define \( \lambda[i] := q_i \), \( \text{act}(\lambda, i) := c_{i+1} \), and \( \lambda[0..i] := q_0 \xrightarrow{c_1} q_1 \xrightarrow{c_2} \ldots \xrightarrow{c_i} q_i \).

As already mentioned, game arenas contain no epistemic relations. The indistinguishability of states (and thus also of runs) is implicitly given by the observability of propositions to the players:

Two finite runs \( \lambda \) and \( \lambda' \) are indistinguishable to coalition \( A \), denoted by \( \lambda \sim_A \lambda' \), iff

- the lengths of \( \lambda \) and \( \lambda' \) coincide, i.e., \( |\lambda| = |\lambda'| \),
- the actions of \( A \) in \( \lambda \) and \( \lambda' \) coincide, i.e., \( \text{act}(\lambda, i)|_A = \text{act}(\lambda', i)|_A \) for all \( i < |\lambda| \), and
- the observations of \( A \) in \( \lambda \) and \( \lambda' \) coincide, i.e., \( \pi_A(\lambda[i]) = \pi_A(\lambda'[i]) \) for all \( i \leq |\lambda| \).

We now introduce the new type of strategy which Dima, Enea, and Guelev use in their logic:

**Definition 4.13 (\( iR^D \) strategy).** A strategy for a coalition \( A \) in a game arena is a function \( f_A : (2^{\Pi A})^+ \rightarrow \text{Act}_A \). We say that such a strategy is an \( iR^D \) strategy for \( A \), since it is an imperfect information and perfect recall strategy which uses the distributed knowledge of the players in \( A \).

**Remark 4.14.** In [DEG10], strategies for a coalition \( A \) where actually defined to be of the type \( f_A : (2^{\Pi A})^* \rightarrow \text{Act}_A \). However, requiring a strategy to assign an action to the “empty” history corresponds to the players having a plan for what to do before the game starts, which is certainly not necessary.

Maybe it is not clear at first sight how \( iR^D \) strategies should be interpreted in terms of “real-life” games. We refer to Section 4.3.4 for a short discussion.

**Definition 4.15 (Outcome).** An initialized infinite run \( \lambda \) is an outcome of a strategy \( f_A \) for coalition \( A \) iff \( \lambda \) is compatible with \( f_A \), i.e., iff \( f_A(\pi_A(\lambda[0]) \ldots \pi_A(\lambda[i])) = \text{act}(\lambda, i)|_A \) for all \( i \). We write \( \text{out}(f_A) \) for the set of all outcomes of \( f_A \).
4.3.4 Syntax

Like all logics considered so far, ATL$_{iR}^D$ is defined with respect to a set $\Sigma$ of players and a set $\Pi$ of propositions. In the following, we mark all cooperation modalities with the letters $iR$ as a subscript and $D$ as a superscript in order to make the distinction to other logics clear, even though this was not done in [DEG10]. An ATL$_{iR}^D$ formula is one of the following:

- $p$, where $p \in \Pi$.
- $\neg \varphi$ or $\varphi_1 \land \varphi_2$, where $\varphi, \varphi_1, \varphi_2$ are ATL$_{iR}^D$ formulas.
- $\langle\langle A \rangle\rangle_{iR}^D \varphi$, $\langle\langle A \rangle\rangle_{iR}^D \varphi_1 U \varphi_2$, or $\langle\langle A \rangle\rangle_{iR}^D \varphi_1 W \varphi_2$, where $\varphi, \varphi_1, \varphi_2$ are ATL$_{iR}^D$ formulas and $A \subseteq \Sigma$ is a set of players.
- $K_A \varphi$, where $\varphi$ is an ATL$_{iR}^D$ formula.

Here $W$ denotes the so-called weak until operator (sometimes also called unless), which is used in various temporal logics (cf., e.g., [Eme90]). The knowledge modality $K_A$ (which should not be confused with $K_a$ from ATEL) refers to distributed knowledge among the players of $A$ under the additional assumption that the players’ knowledge enhances during the game depending on the history. This will become more clear in the next section.

4.3.5 Semantics

ATL$_{iR}^D$ formulas, defined with respect to a set $\Sigma$ of players and a set $\Pi$ of propositions, are evaluated in a game arena $G = (\Sigma, Q, (\text{Act}_a)_{a \in \Sigma}, \delta, Q_0, (\Pi_a)_{a \in \Sigma}, \pi)$ with $\bigcup_{a \in \Sigma} \Pi_a = \Pi$. However, formulas are evaluated in infinite runs rather than in single states, in contrast to ATEL and ATL$_{iR}$.

We write $(G, \lambda, i) \models \varphi$ in order to indicate that at the $i$-th position of run $\lambda$ in the game arena $G$ the formula $\varphi$ is satisfied. As usual, if the game arena $G$ is clear from the context, we do not explicitly refer to it in the notation, i.e., we just write $(\lambda, i) \models \varphi$ in that case.

The satisfaction relation $\models$ for a fixed game arena $G$ is defined in the following way:

- $(\lambda, i) \models p$ iff $p \in \pi(\lambda[i])$.
- $(\lambda, i) \models \varphi_1 \land \varphi_2$ iff $(\lambda, i) \models \varphi_1$ and $(\lambda, i) \models \varphi_2$.
- $(\lambda, i) \models \neg \varphi$ iff $(\lambda, i) \not\models \varphi$. 
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- $(\lambda, i) \models \langle\langle A\rangle\rangle^D_{iR} \bigcirc \varphi$ iff there exists an $iR^D$ strategy $f_A$ for coalition $A$ such that $(\lambda', i + 1) \models \varphi$ for every outcome $\lambda' \in \text{out}(f_A)$ which satisfies $\lambda[0..i] \sim_A \lambda'[0..i]$.

- $(\lambda, i) \models \langle\langle A\rangle\rangle^D_{iR} \varphi_1 U \varphi_2$ iff there exists an $iR^D$ strategy $f_A$ for coalition $A$ such that for every $\lambda' \in \text{out}(f_A)$ which satisfies $\lambda[0..i] \sim_A \lambda'[0..i]$ there exists a $j \geq i$ such that $(\lambda', j) \models \varphi_2$ and for all positions $i \leq k < j$ we have $(\lambda', k) \models \varphi_1$.

- $(\lambda, i) \models \langle\langle A\rangle\rangle^D_{iR} \varphi_1 W \varphi_2$ iff there exists an $iR^D$ strategy $f_A$ for coalition $A$ such that for every $\lambda' \in \text{out}(f_A)$ which satisfies $\lambda[0..i] \sim_A \lambda'[0..i]$ one of the following two situations occurs:
  
  1. there exists a $j \geq i$ such that $(\lambda', j) \models \varphi_2$ and for all positions $i \leq k < j$ we have $(\lambda', k) \models \varphi_1$, or
  
  2. $(\lambda', k) \models \varphi_1$ for all $k \geq i$.

- $(\lambda, i) \models K_A \varphi$ iff $(\lambda', i) \models \varphi$ for all initialized infinite runs $\lambda'$ which satisfy $\lambda[0..i] \sim_A \lambda'[0..i]$.

We say that a formula $\varphi$ is valid in a game arena $G$ iff $(G, \lambda, 0) \models \varphi$ for all initialized infinite runs in $G$.

Given an $\text{ATL}^D_{iR}$ formula $\varphi$ and a game arena $G$, the model checking problem for $\text{ATL}^D_{iR}$ asks whether $\varphi$ is valid in $G$.

**Remark 4.16.** From the above semantics it is clear that the temporal operator $\Box$ (“always”) can also be defined in $\text{ATL}^D_{iR}$, via $\langle\langle A\rangle\rangle^D_{iR} \Box \varphi := \langle\langle A\rangle\rangle^D_{iR} \varphi W \bot$.

**Example 4.17.** We can view the chess game from Example 2.4 which is depicted in Figure 2.2 on page 11 as a game arena. In order to do this, we just define the sets $\Pi_1$ and $\Pi_2$ of variables which are observable to player 1 and 2, respectively, as $\Pi_1 := \{p_1, p_2, p_3, p_4\}$ and $\Pi_2 := \{p_a, p_b, p_c, p_d\}$. The sets of actions for the players are $\text{Act}_1 := \{\text{down, stay, up}\}$ and $\text{Act}_2 := \{\text{left, stay, right}\}$, and the transition relation $d$ is defined in correspondence with the game description in Example 2.4 in the obvious way. As the set $Q_0$ of initial states we can take (e.g.) the set of all states.

If $\lambda$ is any run in this game which starts in state $a1$ (i.e., $\lambda[0] = a1$), then one has for example $(\lambda, 0) \models K_{\{1\}} \neg \langle\langle 1, 2 \rangle\rangle^D_{iR} p_2 U p_3$, i.e., player 1 knows that it is not possible to reach the third row without crossing the second one. On the other hand, player 2 does not know this, i.e., $(\lambda, 0) \not\models K_{\{2\}} \neg \langle\langle 1, 2 \rangle\rangle^D_{iR} p_2 U p_3$, because in his view $\lambda[0]$ could also be $a3$ or $a4$.  
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As another example, consider $\langle\langle 1, 2\rangle\rangle_{iR}^D \circ (\langle\langle 1, 2\rangle\rangle_{iR}^D \square p_1 \lor \langle\langle 1, 2\rangle\rangle_{iR}^D \circ (p_c \land p_4))$.
This formula expresses that the two players can cooperate in order to either reach the first row in one step and then stay there forever, or reach state $c4$ in two steps. This formula is valid in this game, since it is satisfied in every run.

4.3.4 Discussion

Due to the fact that ATLD_{iR}^D formulas are evaluated in runs rather than in single states, ATLD_{iR}^D really captures strategic abilities of players with perfect recall in imperfect information games: A formula of the form $\langle\langle A\rangle\rangle_{iR}^D \phi$ is satisfied (at some point of a run), if there is a uniform strategy of which the players in $A$ know (at this point of the run) that it will ensure $\phi$. This is (almost) the strategic ability $[A4]$ where the term “the players in $A$ know” is understood as distributed knowledge, with the only exception that also the strategy of the players may depend on their distributed knowledge.

We now briefly discuss this new type of strategy which is used in ATLD_{iR}^D. Like the authors in [DEG10] note, the use of strategies which depend on distributed knowledge requires some care: Pursuing such a strategy requires the coalition members to communicate during the game, which of course enhances the knowledge of the individual players, and it is not entirely clear what the information of each player should look like as soon as the coalition stops to cooperate. In fact, the “correct” behaviour depends on the considered game. We give an informal example:

Example 4.18. Consider a turn-based card game, where in each round every player has to pick a card from his hand which he wants to play. The uncertainty of each player about the actual game state derives from the fact that he can only see his own cards. Then two different scenarios are imaginable:

- First, think of a game in which all cards are distributed among the players before the game starts. If a coalition $A$ in such a game decides to cooperate using a strategy which depends on their distributed knowledge, they have to exchange their knowledge (i.e., tell each other which cards they have). When the coalition later decides to break off their cooperation, then each of the players in $A$ still knows the cards of the other players and can use this information for the rest of the game. In this case, the individual knowledge of each player of $A$ should be replaced by their distributed knowledge, i.e., the players can use the coalition’s knowledge even after the coalition split up.

- Now, think of a game in which only a part of the cards is distributed in the beginning, and after each round every player has to pick up a new card from the deck.
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If a coalition $A$ in such a game decides to cooperate, they have to keep each other up-to-date on which cards they have as long as they pursue their strategy. In this case, when the coalition splits up and they stop to communicate, the players in $A$ no longer know all cards of their earlier companions. Hence, the knowledge of each player after the breakup will be different from the coalition’s distributed knowledge.

This example shows that there are different ways in which communication can affect the knowledge of players in a game, and such subtle differences can just not be encoded in the game structures we consider.

In [DEG10], the authors circumvent this problem by providing a mechanism which allows a coalition to use a strategy depending on their distributed knowledge without actually having to communicate: Their idea is to equip each coalition with a virtual supervisor who collects the members’ information and returns the appropriate actions to achieve their goal.

While this interpretation may seem a bit artificial, $\text{ATL}_{iR}^D$ has one important advantage over $\text{ATL}_{iR}$:

**Theorem 4.19 (ATL$_{iR}^D$ model checking [DEG10]).** The model checking problem for $\text{ATL}_{iR}^D$ is decidable.

Dima, Enea, and Guelev prove this result by presenting an algorithm which constructs a sequence of game arenas and uses certain tree automata in order to check subformulas and replace them with new propositions. Since this algorithm is very involved, we will not go into detail at this point. However, we will later use Theorem 4.19 in order to prove the decidability of the logic $\text{ATL}_{iR}^C$ which we will construct in order to approximate $\text{ATL}_{iR}$ (see Section 6.2).
As we have seen in the previous chapter, it seems to be difficult to come up with a logic for games of imperfect information and perfect recall which has both a meaningful interpretation and a decidable model checking problem. Hence, it is natural to consider instead games in which it is assumed that the players have no memory at all. One might argue that this is an unrealistic assumption for many applications, but still it is not so far-fetched to consider such logics:

First of all, in practice (e.g., when modelling multi-agent systems) the players mostly will have bounded memory. As noted in [JvdH04], in cases where a bound on the memory is known, one can actually model the whole system as a memoryless game, by encoding the memory of the players directly in the states of the system.

As Schobbens remarks in [Sch04], another field of application of imperfect recall is the approximation of imperfect information games with perfect recall: Clearly, if a coalition \( A \) has a memoryless strategy to achieve a certain goal, then \( A \) can also achieve this goal under the assumption of perfect recall. Hence, considering the powers of coalitions without memory leads to a lower bound of what coalitions with perfect recall can achieve (we will pursue this idea a bit further in Chapter 6).

Due to the above arguments it certainly makes sense to consider logics for coalitional games with memoryless players. In the following sections, we thus collect and discuss three of such logics.
5.1 ATL$_{ir}$

In [Sch04], Schobbens defines Alternating-Time Temporal Logic with Imperfect Recall
and Imperfect Information (ATL$_{ir}$). Like the perfect recall variant ATL$_{iR}$ (see Section 4.2),
this logic uses exactly the same syntax as ATL. However, in order to avoid confusion,
the cooperation modalities $\langle\langle A \rangle\rangle$ are marked with the letters “$ir$” as a subscript,
i.e., ATL$_{ir}$ formulas starting with a cooperation modality are of the form $\langle\langle A \rangle\rangle_{ir} \bigcirc \varphi$,
$\langle\langle A \rangle\rangle_{ir} \Box \varphi$, and $\langle\langle A \rangle\rangle_{ir} \varphi_1 \mathcal{U} \varphi_2$.

5.1.1 Semantics

ATL$_{ir}$ formulas, defined with respect to the set $\Pi$ of propositions and the set $\Sigma = \{1, \ldots, k\}$ of players,
are interpreted in the states of a concurrent epistemic game structure $G = (\Pi, \Sigma, Q, (\sim_a)_{a \in \Sigma}, \pi, \text{Act}, d, o)$. We write $G, q \models \varphi$
to indicate that the state $q$ in $G$ satisfies the formula $\varphi$, or just $q \models \varphi$ if $G$ is clear from the context.

The satisfaction of formulas of the form $p$ ($p \in \Pi$), $\neg \varphi$, and $\varphi_1 \lor \varphi_2$ is defined
exactly like in ATL (see $(S_p)$, $(S_{\neg})$, and $(S_{\lor})$ in Section 3.2). For the remaining cases
the satisfaction relation $\models$ is defined as follows:

$(S'_{\bigcirc})$ $q \models \langle\langle A \rangle\rangle_{ir} \bigcirc \varphi$ iff there exists an $ir$ strategy $f_A = (f_a)_{a \in A}$ for the players in $A$,
such that all outcomes $\lambda \in \text{out}([q]_{E_A}, f_A)$ satisfy $\lambda[1] \models \varphi$.

$(S'_{\Box})$ $q \models \langle\langle A \rangle\rangle_{ir} \Box \varphi$ iff there exists an $ir$ strategy $f_A = (f_a)_{a \in A}$ for the players in
$A$, such that for all outcomes $\lambda \in \text{out}([q]_{E_A}, f_A)$ and all positions $i \geq 0$ we have
$\lambda[i] \models \varphi$.

$(S'_{\mathcal{U}})$ $q \models \langle\langle A \rangle\rangle_{ir} \varphi_1 \mathcal{U} \varphi_2$ iff there exists an $ir$ strategy $f_A = (f_a)_{a \in A}$ for the players
in $A$, such that for all outcomes $\lambda \in \text{out}([q]_{E_A}, f_A)$ there exists a position $i \geq 0$
such that $\lambda[i] \models \varphi_2$ and for all positions $0 \leq j < i$ we have $\lambda[j] \models \varphi_1$.

Remark 5.1. Like in the case of ATL$_{iR}$, Schobbens actually defines the satisfaction
of ATL$_{iR}$ formulas for computations rather than for single states, since his work is
motivated by the more general ATL$^*$. But since in ATL$_{ir}$ each of the temporal operators
is always directly preceded by a cooperation modality, it is sufficient to evaluate these
formulas in the state $\lambda[0]$ of any computation $\lambda$ (compare Remark 4.5).

Example 5.2. Consider the asynchronous rock-paper-scissors variant depicted in
Figure 2.4 on page 14. It holds that $q_1 \not\models \langle\langle 2 \rangle\rangle_{ir} \bigcirc \mathcal{U} \text{win}_2$, which expresses that player 2
has no winning strategy, as it should be in this game. Also player 1 cannot ensure that
player 2 will win, i.e., $q_1 \not\models \langle\langle 1 \rangle\rangle_{ir} U win_2$. However, the players can cooperate in order to achieve this, i.e., it holds that $q_1 \models \langle\langle 1, 2 \rangle\rangle_{ir} U win_2$, which is justified e.g. by any $ir$ strategy $(f_1, f_2)$ with $f_1([q_1]_1) = p$ and $f_2([q_2]_2) = s$.

By the way, the formulas above are exactly the same as in Example 4.6 in the context of ATL$_{ir}$. As expected, the results do not depend on whether or not the players are supposed to remember the history of the game. This is of course different for Indiana Jones’ treasure hunt (see Figure 4.1 on page 33):

**Example 5.3.** Indiana Jones has no $ir$ strategy to find the treasure from any of the states $d_j$, i.e., it holds that $d_j \models \neg\langle\langle 1 \rangle\rangle_{ir} U rich$ for $0 \leq j \leq 999$. But of course, Indiana’s lack of memory does not prevent him from stopping his treasure hunt whenever he likes, i.e., the formula $\langle\langle 0 \rangle\rangle_{ir} \Box \langle\langle 1 \rangle\rangle_{ir} \bigcirc (rich \lor dead)$ is valid in this game. However, in most situations he cannot control which of the two events (“rich” or “dead”) will occur, i.e., the formula $\langle\langle 1 \rangle\rangle_{ir} \bigcirc rich \lor \langle\langle 1 \rangle\rangle_{ir} \bigcirc dead$ is not valid in this game.

### 5.1.2 Discussion

ATL$_{ir}$ is probably the simplest generalization of ATL to games of imperfect information under the assumption of imperfect recall. Like in ATL$_{ir}$, the main emphasis lies on expressing the abilities of coalitions under imperfect information and imperfect recall. It contains no modalities which allow one to express what players know in certain states, the only notion of knowledge implicitly appears in the semantics of the cooperation modalities (and hence $E_A$ could be defined by $E_A \varphi := \langle\langle A \rangle\rangle_{ir} \varphi U \varphi$, like in ATL$_{ir}$).

Due to the use of the relation $\sim_{E_A}$ in the semantics of $\langle\langle A \rangle\rangle_{ir}$, a formula $\langle\langle A \rangle\rangle_{ir}\varphi$ is satisfied iff a uniform (i.e., executable) strategy exists of which all players in $A$ know that it will enforce $\varphi$. Hence, ATL$_{ir}$ expresses the strategic ability ([A4]) of players without memory in imperfect information games, where “the players in $A$ know” is understood as everyone’s knowledge.

Schobbens’ motivation for introducing ATL$_{ir}$ actually was its simplicity. In [Sch04] he argues that incomplete information is usually more complex than complete information, but imperfect recall, although restricting the capabilities of agents even more, usually reduces complexity.

In the same paper he also proves that ATL$_{ir}$ is $\Delta^P_2$-easy by presenting an algorithm which polynomially often guesses a strategy, trims the model according to this strategy, and then calls a CTL model checking procedure (which runs in deterministic polynomial time (cf. Theorem B.2 in Appendix B). Schobbens also conjectured that the model
checking problem for ATL$_{ir}$ is $\Delta_2^P$-hard. This fact was later proven by Wojciech Jamroga and Jürgen Dix:

**Theorem 5.4 (ATL$_{ir}$ model checking complexity [JD08]).** Model checking ATL$_{ir}$ is $\Delta_2^P$-complete in the number of transitions in the model and the length of the formula.

They prove this result by a reduction from the so-called SNSAT problem. However, we will not go into detail here.

The above arguments show that ATL$_{ir}$ both describes a meaningful type of strategic ability and is not too hard in terms of model checking, which makes it usable for practical applications in contrast to its perfect recall counterpart ATL$_{iR}$.

However, we want to mention a fact about ATL$_{ir}$ which is maybe not clear at first sight: Even if a formula $\langle\langle A \rangle\rangle_{ir}\varphi$ is satisfied in a state $q$, this does not necessarily imply that coalition $A$ will be able to ensure $\varphi$ without some form of communication. This is shown in the following example.

**Example 5.5.** Consider the following variant of the well-known Two Generals Paradox [Gra78]: Two armies, each led by a general, are preparing to attack a city. The armies are camping on opposite sides of the city and have no possibility to communicate. Each of the generals sends a spy to the city in order to find a weakness in the enemy’s defense. If one of the spies gathers enough information, then the armies will be able to conquer the city if they attack together the next morning. If only one army attacks, it will lose the fight regardless of its information. This scenario is depicted in Figure 5.1 on the following page.

Now note that in state $SS$ the ATL$_{ir}$ formula $\langle\langle 1, 2 \rangle\rangle_{ir}\diamondwin$ is satisfied. Still, the generals cannot be sure that their attack in $SS$ will succeed: As far as the first general knows, he might be in state $Ss$, in which case the second general would deem state $ss$ possible, from which an attack would lead to a certain loss. Hence the first general cannot be sure that the second one will attack, and thus he himself will not attack in order to prevent his army from damage. The same holds analogously for the second general.

The problem in this example is of course the fact that, while there is a strategy of which both coalition members know that it ensures $\varphi$, each of them doesn’t know
whether the other player knows that it does. The players would need to have common knowledge of the fact that the strategy will be successful in order to execute it without further communication, but this cannot be expressed in ATL\textsubscript{ir}. In the following section we will consider a logic where this is possible.

### 5.2 ATOL

*Alternating-Time Temporal Observational Logic* (ATOL) has been introduced by Wojciech Jamroga and Wiebe van der Hoek in [JvdH04]. It allows to describe strategic abilities of coalitions under imperfect information together with different notions of observability of these abilities.

#### 5.2.1 Syntax

ATOL is defined with respect to a set \( \Pi \) of propositions and a number \( k \) of players. As usual, we let \( \Sigma = \{1, \ldots, k\} \) be the set of players. An ATOL formula is then one of the following:

- \( p \), where \( p \in \Pi \).
- \( \neg \varphi \) or \( \varphi_1 \lor \varphi_2 \), where \( \varphi, \varphi_1, \varphi_2 \) are ATOL formulas.
- \( \text{Obs}_a \varphi \), where \( a \in \Sigma \) and \( \varphi \) is an ATOL formula.
• $CO_A \phi$, $EO_A \phi$, or $DO_A \phi$, where $A$ is a set of players and $\phi$ is an ATOL formula.

• $\langle\langle A \rangle\rangle_{\text{Obs}(\gamma)} \bigcirc \phi$, $\langle\langle A \rangle\rangle_{\text{Obs}(\gamma)} \Box \phi$, or $\langle\langle A \rangle\rangle_{\text{Obs}(\gamma)} \phi_1 \cup \phi_2$, where $\phi$, $\phi_1$, $\phi_2$ are ATOL formulas, $A$ is a set of player, and $\gamma$ is an player (which is not necessarily a member of $A$).

• $\langle\langle A \rangle\rangle_{\Theta(\Gamma)} \bigcirc \phi$, $\langle\langle A \rangle\rangle_{\Theta(\Gamma)} \Box \phi$, or $\langle\langle A \rangle\rangle_{\Theta(\Gamma)} \phi_1 \cup \phi_2$, where $\phi$, $\phi_1$, $\phi_2$ are ATOL formulas, $A$ and $\Gamma$ are sets of players, and $\Theta \in \{CO, DO, EO\}$.

The intended meaning of $\text{Obs}_a \phi$ is “player $a$ observes that $\phi$” (similar to $K_a \phi$ in ATEL). The modalities $CO_A \phi$ and $EO_A \phi$ refer to “common observation” and “everybody observes” (like $C_A \phi$ and $E_A \phi$ in ATEL) and $DO_A \phi$ describes “distributed observation” (similar to $K_A \phi$ in ATL$D_iR$).

The intuitive meaning of $\langle\langle A \rangle\rangle_{\text{Obs}(\gamma)} \phi$ is “there is a uniform strategy for coalition $A$ of which player $\gamma$ knows that it ensures $\phi$”. Analogously, $\langle\langle A \rangle\rangle_{\text{CO}(\Gamma)} \phi$, $\langle\langle A \rangle\rangle_{\text{EO}(\Gamma)} \phi$, and $\langle\langle A \rangle\rangle_{\text{DO}(\Gamma)} \phi$, respectively, express that the players in $A$ have a uniform strategy of which coalition $\Gamma$ knows that it will achieve $\phi$ (where “$\Gamma$ knows” is understood as common knowledge, everyone’s knowledge, and distributed knowledge, respectively).

The modalities $\text{Obs}_a$ and $\langle\langle A \rangle\rangle_{\text{Obs}(\gamma)}$ are actually redundant: They can be replaced by $CO_{\{a\}}$ and $\langle\langle A \rangle\rangle_{\text{CO}(\{\gamma\})}$, respectively, as can be seen from the semantics in the following section. Still, the authors of [JvdH04] decided to include them in ATOL, probably in order to be able to emphasize what a single player can observe.

### 5.2.2 Semantics

In [JvdH04] the semantics of ATOL were defined with respect to so-called concurrent observational game structures. These game structures differ from CEGSs mainly by the fact that instead of containing a set of actions $Act$ and a function $d$ which defines the enabled actions at each state, only the number of possible actions for each player at every state is specified. We take the liberty of using CEGSs instead, which clearly leads to equivalent semantics since these do not depend on the “names” of the actions.

Given a CEGS $G = \langle \Pi, \Sigma, Q, (\sim_a)_{a \in \Sigma}, \pi, Act, d, o \rangle$ and a state $q$ in $G$, we write $G, q \models \phi$ to indicate that the state $q$ in $G$ satisfies the formula $\phi$ (however, as usual, we just write $q \models \phi$ if $G$ is fixed). The satisfaction of formulas of the form $p (p \in \Pi), \neg \phi$, and $\phi_1 \lor \phi_2$ is defined exactly like in ATL (see $(S_p)$, $(S_\neg)$, and $(S_\lor)$ in Section 3.2). The remaining cases are the following:

$$(S_{\text{Obs}}) \quad q \models \text{Obs}_a \phi \iff q' \models \phi \text{ for all } q' \in [q]_a.$$
Example 5.6. Consider the generals problem described in Example 5.5 and depicted in Figure 5.1 on page 46. It holds that

\[ \text{SS}(\text{strategy}, \text{but it is not common knowledge}.} \]

\[ \text{S}_1 \Theta \Gamma \text{respectively, there exists a position} \]

\[ \text{i} \geq 0 \text{ such that} \lambda[i] \models \varphi_2 \text{ and for all positions} \]

\[ 0 \leq j < i \text{ we have} \lambda[j] \models \varphi_1. \]

\[ \Theta \varphi, \text{where} \Theta = CO, \Theta = EO, \text{or} \Theta = DO, \text{respectively, iff} q' \models \varphi \text{ for all} \]

\[ q' \in [q]_{C_A}, q' \in [q]_{E_A}, \text{or} q' \in [q]_{D_A}, \text{respectively}. \]

\[ \Theta \varphi, \text{where} \Theta = CO, \Theta = EO, \text{or} \Theta = DO, \text{respectively, iff there exists an} \]

\[ \text{ir strategy} f_A = (f_a)_{a \in A} \text{ for the players in} A, \text{ such that for all outcomes} \lambda \in \text{out}(q], f_A) \text{ there exists a position} \]

\[ i \geq 0 \text{ such that} \lambda[i] \models \varphi_2 \text{ and for all positions} \]

\[ 0 \leq j < i \text{ we have} \lambda[j] \models \varphi_1. \]

\[ \text{Example 5.7. As a second example, we consider the asynchronous rock-paper-scissors variant in Figure 2.4 on page 14. In this game it holds that} q_3 \models \text{win}_2, \text{i.e., in state} q_3 \text{ player 2 has a winning strategy. He also observes that he has such a strategy, i.e., it holds that} q_3 \models \text{win}_2, \text{but he cannot identify it, which} \]

\[ \text{Example 5.7. As a second example, we consider the asynchronous rock-paper-scissors variant in Figure 2.4 on page 14. In this game it holds that} q_3 \models \text{win}_2, \text{i.e., in state} q_3 \text{ player 2 has a winning strategy. He also observes that he has such a strategy, i.e., it holds that} q_3 \models \text{win}_2, \text{but he cannot identify it, which} \]

\[ \text{Example 5.7. As a second example, we consider the asynchronous rock-paper-scissors variant in Figure 2.4 on page 14. In this game it holds that} q_3 \models \text{win}_2, \text{i.e., in state} q_3 \text{ player 2 has a winning strategy. He also observes that he has such a strategy, i.e., it holds that} q_3 \models \text{win}_2, \text{but he cannot identify it, which} \]
is expressed by $q_3 \models \neg \langle\langle 2\rangle\rangle_{\text{Obs}(2)} \bigcirc \text{win}_2$. On the other hand, player 1 can, i.e., it holds that $q_3 \models \langle\langle 2\rangle\rangle_{\text{Obs}(1)} \bigcirc \text{win}_2$.

Both players together can ensure that the game never ends. In state $q_1$ both players can even identify a strategy which achieves this, but in $q_2$ player 2 cannot: $q_1 \models \langle\langle 1, 2\rangle\rangle_{\text{EO}} \bigcirc (\neg \text{win}_1 \land \neg \text{win}_2)$, but $q_2 \not\models \langle\langle 1, 2\rangle\rangle_{\text{Obs}(2)} \bigcirc (\neg \text{win}_1 \land \neg \text{win}_2)$.

Example 5.8. As another example, we consider the chess game from Example 2.4 and Figure 2.2 on page 11 (note that we have defined this game in terms of an AETS, but of course we can also reinterpret this to be a CEGS, compare Section 2.3.1).

In this game, one has $a_1 \models DO_{\langle\langle 1, 2\rangle\rangle_{\text{EO}}} (\neg p_6 \land \neg p_2) \bigcup (p_d \lor p_4)$, i.e., if the players exchange their knowledge in $a_1$, then they know that it is not possible to reach column $d$ or row 4 without crossing column $b$ or row 2. However, player 1 on his own does not know this, i.e., one has $a_1 \not\models \text{Obs}_{\langle\langle 1, 2\rangle\rangle_{\text{EO}}} (\neg p_6 \land \neg p_2) \bigcup (p_d \lor p_4)$, because in his view the current state could be $c_1$ and $c_1 \models \langle\langle 1, 2\rangle\rangle_{\text{EO}} (\neg p_6 \land \neg p_2) \bigcup p_d$.

Finally, consider the formula $(p_d \land p_4) \rightarrow \langle\langle 2\rangle\rangle_{\text{Obs}(1)} \neg p_1 \bigcup p_b$. This formula expresses that if the current state is $d_4$, then player 1 can see a strategy for player 2 which ensures that column $b$ is reached before row 1 is. This formula is valid in the given game. However, player 2 himself does not observe that such a strategy exists, i.e., $p_d \land p_4 \rightarrow \langle\langle 2\rangle\rangle_{\text{Obs}(2)} \neg p_1 \bigcup p_b$ is not satisfied in state $d_4$, since $d_4 \sim_2 d_1$ and $d_1 \models p_1$.

5.2.3 Discussion

ATOL allows to express most of the different forms of strategic abilities which we have discussed in the introduction:

- $\langle\langle A\rangle\rangle_{\text{EO}(\emptyset)} \varphi$ expresses the strategic ability $\text{[A2]}$, i.e., the fact that coalition $A$ has a uniform strategy which achieves $\varphi$, but does not necessarily know this.

- $\text{CO}_A \langle\langle A\rangle\rangle_{\text{EO}(\emptyset)} \varphi$, $\text{EO}_A \langle\langle A\rangle\rangle_{\text{EO}(\emptyset)} \varphi$, and $\text{DO}_A \langle\langle A\rangle\rangle_{\text{EO}(\emptyset)} \varphi$ express the strategic ability $\text{[A3]}$, namely that coalition $A$ knows of the existence of a uniform strategy which achieves $\varphi$ (where “$A$ knows” is understood as common knowledge, everyone’s knowledge, and distributed knowledge, respectively).

- $\langle\langle A\rangle\rangle_{\text{CO}(A)} \varphi$, $\langle\langle A\rangle\rangle_{\text{EO}(A)} \varphi$, and $\langle\langle A\rangle\rangle_{\text{DO}(A)} \varphi$ express the strategic ability $\text{[A4]}$, i.e., that there is a uniform strategy for coalition $A$ of which they know that it achieves $\varphi$ (where “they know” is understood as common knowledge, everyone’s knowledge, and distributed knowledge, respectively).
Moreover, a rich variety of what coalitions know of each other can be described. For example, \( DO_A \langle\langle B \rangle\rangle_{EO(\emptyset)}^\cdot \varphi \) expresses that the players in \( A \) have distributed knowledge of the fact that coalition \( B \) has a strategy which achieves \( \varphi \), while \( \langle\langle B \rangle\rangle_{DO(A)}^\cdot \varphi \) describes that the players in \( A \) can, by combining their knowledge, even construct such a strategy.

**Remark 5.9.** ATOL cannot be used to describe strategic abilities of type \([A1]\), simply because only uniform strategies are considered. But this does not seem to be a real drawback, since this type of strategic power is rather uninteresting for most applications.

ATOL is strictly more expressive than ATL\(_{ir}\): Firstly, it subsumes ATL\(_{ir}\), since the modality \( \langle\langle A \rangle\rangle_{ir} \) can be written in ATOL as \( \langle\langle A \rangle\rangle_{EO(A)}^\cdot \). Secondly, it allows to express what players and coalitions observe, also taking into account distributed knowledge and everyone’s knowledge, which is not possible in ATL\(_{ir}\). Surprisingly, in spite of this high expressivity, the model checking problem for ATOL is not harder than the one for ATL\(_{ir}\):

**Theorem 5.10 (ATOL model checking complexity).** The model checking problem for ATOL is \( \Delta_2^P \)-complete in the number of transitions in the model and the length of the formula.

The upper bound (i.e., the fact that the problem is \( \Delta_2^P \)-easy) has already been given in [JvdH04], where the authors argued that the proof is analogous to the one for ATL\(_{ir}\). In the same paper they only showed NP-hardness of the problem, but of course \( \Delta_2^P \)-hardness follows from Theorem 5.4 and the fact that ATOL subsumes ATL\(_{ir}\).

Hence ATOL characterizes many meaningful levels of strategic abilities and has a not too hard model checking problem. However, the authors in [JA07] criticized the fact that it only contains modalities for some fixed combinations of strategic abilities and “epistemic modes”, while it would actually be nice to allow arbitrary combinations: E.g., \( \langle\langle A \rangle\rangle_{EO(A)}^\cdot \varphi \) is not a well formed ATOL formula, although it is easy to give a meaningful interpretation to this formula. This has led them to the development of CSL, which we describe in the following section.

### 5.3 CSL

*Constructive Strategic Logic* (CSL) was introduced by Thomas Ågotnes and Wojciech Jamroga in [JA07], where they state that their aim was “to come up with a logic of ability under imperfect information, which is both general and elegant”. Their idea is the
introduction of the notion of “constructive” knowledge, which is inspired by constructivism: A coalition is said to constructively know that a certain strategy exists, if it is able to present it.

Thus, in addition to “standard” knowledge modalities $C$, $E$, and $D$, which refer to common knowledge, everyone’s knowledge, and distributed knowledge as we have used it throughout this thesis, they introduce constructive knowledge operators $C$, $E$, and $D$. While $C_A\langle A \rangle \varphi$ expresses the fact that coalition $A$ has common knowledge of the fact that they have a strategy to achieve $\varphi$ (strategic ability [A3]), $C_A\langle A \rangle \varphi$ means that there is a strategy for $A$ of which it is common knowledge among the players in $A$ that it ensures $\varphi$ (strategic ability [A4]).

### 5.3.1 Syntax

Like all other considered logics, CSL is defined with respect to a set $\Pi$ of propositions and a finite set $\Sigma = \{1, \ldots, k\}$ of players. A CSL formula is then one of the following:

- $p$, where $p \in \Pi$ is a proposition.
- $\neg \varphi$, where $\varphi$ is an CSL formula.
- $\varphi_1 \land \varphi_2$, where $\varphi_1$ and $\varphi_2$ are CSL formulas.
- $\langle A \rangle \bigcirc \varphi$, $\langle A \rangle \Box \varphi$, or $\langle A \rangle \varphi_1 \mathcal{U} \varphi_2$, where $A \subseteq \Sigma$ is a set of players and $\varphi$, $\varphi_1$, $\varphi_2$ are CSL formulas.
- $K_A\varphi$, where $A \subseteq \Sigma$ is a set of players, $K_A \in \{C_A, E_A, D_A\}$, and $\varphi$ is a CSL formula.
- $\hat{K}_A\varphi$, where $A \subseteq \Sigma$ is a set of players, $\hat{K}_A \in \{C_A, E_A, D_A\}$, and $\varphi$ is a CSL formula.

Additional boolean connectives like $\lor$, $\rightarrow$, and $\leftrightarrow$ can be defined from $\neg$ and $\land$ as always.

$C_A$, $E_A$, and $D_A$ are the “usual” epistemic operators for different forms of group knowledge, while $C_A$, $E_A$, and $D_A$ are constructive knowledge operators. Note that there is no modality for the knowledge of a single player, but this can be expressed by $K_a := C_{\{a\}}$, $K_a := E_{\{a\}}$, or $K_a := D_{\{a\}}$ for non-constructive knowledge and by $\hat{K}_a := C_{\{a\}}$, $\hat{K}_a := E_{\{a\}}$, or $\hat{K}_a := D_{\{a\}}$ for constructive knowledge.
5.3 CSL

5.3.2 Semantics

Like most of the other logics considered in this thesis, CSL formulas are interpreted in concurrent epistemic game structures. However, CSL formulas are evaluated in sets of states rather than in single states.

The idea behind this is the fact that a coalition $A$ constructively knows of the fact that there is strategy which achieves a certain goal iff there is one strategy which is successful from all states which are possible from $A$’s point of view. Hence, the semantics of constructive knowledge modalities will have to refer to sets of states rather than to single states.

Given a CEGS $G = \langle \Pi, \Sigma, Q, (\sim_a)_{a \in \Sigma}, \pi, Act, d, o \rangle$, we write $G, S \models \varphi$ if the CSL formula $\varphi$ is satisfied in the set $S \subseteq Q$ (as always, if $G$ is fixed, we just write $S \models \varphi$). The satisfaction relation $\models$ is inductively defined as follows:

$(S_p) \quad S \models p$, for a proposition $p \in \Pi$, iff $p \in \pi(q)$ for every $q \in S$.

$(S_\neg) \quad S \models \neg \varphi$ iff $S \not\models \varphi$.

$(S_\land) \quad S \models \varphi_1 \land \varphi_2$ iff $S \models \varphi_1$ and $S \models \varphi_2$.

$(S_\bigcirc) \quad S \models \langle \langle A \rangle \rangle \bigcirc \varphi$ iff there exists an ir strategy $f_A = (f_a)_{a \in A}$ for the players in $A$, such that all outcomes $\lambda \in out(S, f_A)$ satisfy $\{\lambda[1]\} \models \varphi$.

$(S_\Box) \quad S \models \langle \langle A \rangle \rangle \Box \varphi$ iff there exists an ir strategy $f_A = (f_a)_{a \in A}$ for the players in $A$, such that for all outcomes $\lambda \in out(S, f_A)$ and all positions $i \geq 0$ we have $\{\lambda[i]\} \models \varphi$.

$(S_\bigtriangledown) \quad S \models \langle \langle A \rangle \rangle \bigtriangledown \varphi_1 \bigtriangledown \varphi_2$ iff there exists an ir strategy $f_A = (f_a)_{a \in A}$ for the players in $A$, such that for all outcomes $\lambda \in out(S, f_A)$ there exists a position $i \geq 0$ such that $\{\lambda[i]\} \models \varphi_2$ and for all positions $0 \leq j < i$ we have $\{\lambda[j]\} \models \varphi_1$.

$(S_K) \quad S \models K_A \varphi$ (where $K_A = C_A, K_A = E_A, \text{ or } K_A = D_A$) iff all $q \in [S]_{K_A}$ satisfy $\{q\} \models \varphi$.

$(S_{\hat{K}}) \quad S \models \hat{K}_A \varphi$ (where $\hat{K}_A = C_A, \hat{K}_A = E_A, \text{ or } \hat{K}_A = D_A$) iff $[S]_{\hat{K}_A} \models \varphi$ (where $K_A = C_A, K_A = E_A, \text{ or } K_A = D_A$, respectively).

Finally, one is also interested in the satisfaction of formulas in single states (e.g., in the initial state of a game), and hence one defines the satisfaction relation for states simply by $q \models \varphi$ iff $\{q\} \models \varphi$. Given a CEGS $G$, a state $q$ in $G$ and a CSL formula $\varphi$, the model checking problem for CSL asks whether $\varphi$ holds in $q$. 
Remark 5.11. The authors in [JA07] also define an alternative type of negation $\sim$ by $S \models \sim \varphi$ iff $q \not\models \varphi$ for all $q \in S$. However, this negation does not behave like classical negation since it does neither obey the law of double negation nor the law of excluded middle, hence we will not use it.

Due to the fact that CSL formulas are in general evaluated in sets of states, one can consider two different types of validity of a formula: A CSL formula $\varphi$ is said to be weakly valid iff $G, q \models \varphi$ for every CGS $G$ and every state $q$ in $G$. $\varphi$ is strongly valid iff $G, S \models \varphi$ for every CGS $G$ and every set $S$ of states in $G$. Clearly, strong validity implies weak validity, but not vice versa. For example, the formula $\langle\langle\emptyset\rangle\rangle \nabla p \nabla p \leftrightarrow \nabla p$ is weakly but not strongly valid [JA07].

Example 5.12. We consider the chess game from Example 2.4 which is depicted in Figure 2.2 on page 11 (again, we reinterpret this AETS to be a CEGS).

In this game, one has $a_1 \models E_{\{1,2\}} \langle\langle\{1,2\}\rangle\rangle \nabla (p_0 \land p_2) \U p_d$, i.e., each of the players knows in state $a_1$ that they can work together in order to reach column $d$ without visiting $b_2$. Even more, each of them can construct a strategy which achieves this: E.g., it holds that $a_1 \models K_2 \langle\langle\{1,2\}\rangle\rangle \nabla (p_0 \land p_2) \U p_d$, since $\{a_1, a_2, a_3, a_4\} \models \langle\langle\{1,2\}\rangle\rangle \nabla (p_0 \land p_2) \U p_d$.

In state $b_2$ the formula $\langle\langle\{1,2\}\rangle\rangle \O ((p_a \land p_1) \lor (p_c \land p_3))$ is satisfied, and both players know this, i.e., $b_2 \models E_{\{1,2\}} \langle\langle\{1,2\}\rangle\rangle \O ((p_a \land p_1) \lor (p_c \land p_3))$. However, each of them individually does not have constructive knowledge of a corresponding strategy, i.e., $b_2 \not\models K_1 \langle\langle\{1,2\}\rangle\rangle \O ((p_a \land p_1) \lor (p_c \land p_3))$ and $b_2 \not\models K_2 \langle\langle\{1,2\}\rangle\rangle \O ((p_a \land p_1) \lor (p_c \land p_3))$. But if they combine their knowledge, then they can construct such a strategy, i.e., $b_2 \models D_{\{1,2\}} \langle\langle\{1,2\}\rangle\rangle \O ((p_a \land p_1) \lor (p_c \land p_3))$.

Example 5.13. As another example, we again consider Indiana Jones’ treasure hunt from Figure 4.1 on page 33. The formula $\neg \text{rich} \to \langle\langle\emptyset\rangle\rangle \O \langle\langle\emptyset\rangle\rangle \O \text{dead}$ is (weakly) valid in this game, i.e., as long as Indiana is not rich he has the possibility to die in (at most) two steps. He also knows that he has this possibility in that case, i.e., the formula $\neg \text{rich} \to K_1 \langle\langle\emptyset\rangle\rangle \O \langle\langle\emptyset\rangle\rangle \O \text{dead}$ is also weakly valid. However, in general he can not construct a strategy which ensures that he will die: For example, we have $d_0 \not\models \neg \text{rich} \to K_1 \langle\langle\emptyset\rangle\rangle \O \langle\langle\emptyset\rangle\rangle \O \text{dead}$, since $\{d_0, \ldots, d_{999}\} \not\models \langle\langle\emptyset\rangle\rangle \O \langle\langle\emptyset\rangle\rangle \O \text{dead}$. Indiana Jones has to be careful not to get rich by accident ;-)
• \( \langle \langle A \rangle \rangle \varphi \) expresses the strategic ability [A2] namely the fact that coalition \( A \) has a uniform strategy which achieves \( \varphi \), but the players in \( A \) do not necessarily know that such a strategy exists.

• \( C_A \langle \langle A \rangle \rangle \varphi \), \( E_A \langle \langle A \rangle \rangle \varphi \), and \( D_A \langle \langle A \rangle \rangle \varphi \) express the strategic ability [A3] i.e., that coalition \( A \) knows of the existence of a uniform strategy which achieves \( \varphi \) (where “\( A \) knows” is understood as common knowledge, everyone’s knowledge, and distributed knowledge, respectively).

• \( C_A \langle \langle A \rangle \rangle \varphi \), \( E_A \langle \langle A \rangle \rangle \varphi \), and \( D_A \langle \langle A \rangle \rangle \varphi \) express the strategic ability [A4] namely that there is a uniform strategy of which coalition \( A \) knows that it ensures \( \varphi \) (where “\( A \) knows” is understood as common knowledge, everyone’s knowledge, and distributed knowledge, respectively).

Moreover, many other notions of what coalitions know of each other can be described. For example, \( D_A \langle \langle B \rangle \rangle \varphi \) expresses that the players in \( A \) can, by combining their knowledge, come up with a strategy for coalition \( B \) which achieves \( \varphi \), while \( D_A \langle \langle B \rangle \rangle \varphi \) only means that the players of \( A \) have distributed knowledge of the existence of such a strategy.

**Remark 5.14.** Like ATOL, CSL cannot be used to describe strategic abilities of type [A1] since only uniform strategies are considered in the semantics.

Apart from being a very elegant solution for describing different forms of strategic powers, CSL is also more expressive than the other logics for games of imperfect recall we considered:

**Theorem 5.15 ([JÅ07]).** CSL is strictly more expressive than ATL_{ir} and ATOL.

**Sketch of proof.** Jamroga and Ågotnes give a translation of ATL_{ir} and ATOL to CSL, which embeds these two logics into CSL and shows that CSL is at least as expressive as ATL_{ir} and ATOL:

- The cooperation modality \( \langle \langle A \rangle \rangle_{ir} \) of ATL_{ir} can be written in CSL as \( \mathbb{E}_A \langle \langle A \rangle \rangle \).

- The ATOL cooperation modalities \( \langle \langle A \rangle \rangle_{CO(\Gamma)}^\ast \), \( \langle \langle A \rangle \rangle_{EO(\Gamma)}^\ast \), and \( \langle \langle A \rangle \rangle_{DO(\Gamma)}^\ast \) can be expressed in CSL by \( C_\Gamma \langle \langle A \rangle \rangle \), \( E_\Gamma \langle \langle A \rangle \rangle \), and \( D_\Gamma \langle \langle A \rangle \rangle \), whereas the ATOL knowledge modalities \( CO_A \), \( EO_A \), and \( DO_A \) can simply be translated to \( C_A \), \( E_A \), and \( D_A \), respectively. This translation is of course sufficient, since the ATOL modalities referring to the observations of a single player (i.e., \( Obs_a \) and \( \langle \langle A \rangle \rangle_{Obs(\gamma)} \)) are actually actually redundant in ATOL.
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Finally, Jamroga and Ågotnes justify the fact that CSL is strictly more expressive than ATL_{ir} and ATOL by proving that the modality $\mathbb{E}_A \mathbb{E}_A \langle \langle A \rangle \rangle$ has no counterpart in ATL_{ir} and ATOL.

Note that the above-mentioned translation also yields a reduction of the ATL_{ir} and ATOL model checking problems to CSL model checking, which shows that the model checking problem for CSL is at least $\Delta^P_2$-hard. Interestingly, in spite of CSL’s high expressivity, the problem is not harder:

**Theorem 5.16 (CSL model checking complexity [JA07]).** The model checking problem for CSL is $\Delta^P_2$-complete in the number of transitions in the model and the length of the formula.

**Sketch of proof.** The authors show the upper bound by presenting an algorithm which polynomially often guesses a strategy, trims the model according to this strategy, and then calls a CTL model checking procedure (i.e., their algorithm is basically an extension of Schobbens’ algorithm for the model checking of ATL_{ir} from [Sch04], cf. Section 5.1.2).

We want to remark that the high expressivity and elegance of CSL, which results from the possibility of combining constructive knowledge operators and cooperation modalities (instead of defining modalities for all possible combinations like in ATOL), also has two disadvantages, which were already acknowledged by the authors of [JA07]:

Firstly, CSL contains formulas for which it is hard to come up with an interpretation of what they express. For example, the formula $\mathbb{K}_a \neg \langle \langle a \rangle \rangle \phi$ reads as “player $a$ has constructive knowledge about being unable to achieve $\phi$”, which seems awkward. Secondly, somewhat strangely, the truth axiom

$$\mathbb{K}_a \phi \rightarrow \phi$$

does not hold in CSL, as can be seen from the following example:

**Example 5.17.** Consider the simple CEGS $G = \langle \Pi, \Sigma, Q, (\sim_a)_{a \in \Sigma}, \pi, \text{Act}, d, o \rangle$ with $\Pi := \{p\}$, $\Sigma := \{1\}$, $Q := \{q_1, q_2\}$, $\sim_a := Q^2$, $\pi(q_1) := \{p\}$, $\pi(q_2) := \{}$, and arbitrary $\text{Act}$, $d$, and $o$. Since in this game $\{q_1, q_2\} \models \neg p$, it holds that $q_1 \models \mathbb{K}_a \neg p$. On the other hand, $q_1 \not\models \neg p$, and hence the formula $\mathbb{K}_a \neg p \rightarrow \neg p$ is not satisfied in $q_1$.

Both problems are caused by formulas in which constructive knowledge operators are directly followed by negation. Jamroga and Ågotnes thus suggest that in order to
solve these problems, one could restrict CSL to the language CSL$^-$, in which between every occurrence of constructive knowledge and negation there is always at least one operator other than conjunction. They show that every instance of (5.1) in CSL$^-$ is strongly valid, and moreover they argue that by only considering CSL$^-$ one circumvents the problem of formulas without intuitive meaning.

As a concluding remark we want to note that, in spite of its high expressivity, there are subtle notions of strategic power which still cannot be expressed in CSL:

In [JvdH04], Jamroga and van der Hoek point out that even common knowledge of a strategy for $\varphi$ among the members of a coalition $A$ (i.e., the satisfaction of the CSL formula $C_A(\langle A \rangle \varphi)$ in a state $q$) does not necessarily imply that coalition $A$ will be able to ensure $\varphi$ in $q$ without further communication. This is shown in the following example:

Example 5.18. Consider the coin game from Example 2.6 and the corresponding CGS in Figure 2.1b on page 9 (of course, we can interpret this CGS to be a CEGS). In state $s$ of this game, the formula $C_{1,2}(\langle 1, 2 \rangle) \circ \text{win}$ is satisfied, as the strategy $(f_1, f_2)$ with $f_1(s) = f_2(s) = \text{heads}$ and $f_1(w) = f_2(w) = \text{do\_nothing}$ shows. Despite this fact, the players are clearly not able to win this game if they are not allowed to communicate.

Of course, the problem here is that there are two different strategies which enforce $\varphi$, thus the players need some kind of communication in order to decide which one they will take. Hence we see that CSL only formalizes what coalitions can in principle achieve as dictated by the rules of the game, at the same time neglecting how cooperations among players are realized. But this is a conceptual detail which actually seems to appear in all logics which are inspired by ATL.
In this chapter we want to address the problem that the model checking problem for ATL\textsubscript{iR} is undecidable, even though it is (arguably) the simplest logic for coalitional games of imperfect information which uses uniform perfect recall strategies. While this is a very discouraging fact, Schobbens notes in [Sch04] that ATL\textsubscript{iR} can at least be approximated, since the following implications hold:

\[ \langle\langle A\rangle\rangle_{ir}\varphi \Rightarrow \langle\langle A\rangle\rangle_{IR}\varphi \Rightarrow \langle\langle A\rangle\rangle_{IR}\varphi. \]

Of course, these implications are straightforward: Firstly, if a coalition A without memory can achieve \( \varphi \), then A can also ensure \( \varphi \) under the assumption of perfect recall. Secondly, if the players in A can achieve \( \varphi \) under imperfect information, then they can also do it if they have perfect information. Hence, if in a state \( q \) of a CEGS we have \( q \models \langle\langle A\rangle\rangle_{ir}\varphi \) or \( q \not\models \langle\langle A\rangle\rangle_{IR}\varphi \), then we know the truth value of the formula \( \langle\langle A\rangle\rangle_{IR}\varphi \).

This fact allows for a model checker which, at least in some cases, returns the correct truth value of \( \langle\langle A\rangle\rangle_{IR}\varphi \) by using the mentioned approximations, and answers “I don’t know” if the approximations do not yield a result.

Remark 6.1. Of course the given approximations only make sense if \( \varphi \) contains no cooperation modalities, since otherwise \( \langle\langle A\rangle\rangle_{ir}\varphi \) and \( \langle\langle A\rangle\rangle_{IR}\varphi \) will not be well-formed formulas. But this is no problem, since we can evaluate every ATL\textsubscript{iR} formula “bottom-up”, i.e., by first evaluating every subformula \( \varphi' \) in all states of the given model, adding a new proposition \( p_{\varphi'} \) to the model in order to “store” the results, and replacing each occurrence of \( \varphi' \) in the original formula by \( p_{\varphi'} \).

Our aim is to refine the above approximations, i.e., we will present two alternative logics ATL\textsubscript{iR} and ATL\textsubscript{iRC} with modalities \( \langle\langle A\rangle\rangle_{i\bar{R}} \) and \( \langle\langle A\rangle\rangle_{iRC} \), respectively, which
satisfy
\[ \langle \langle A \rangle \rangle_i^R \varphi \nRightarrow \langle \langle A \rangle \rangle_{iR} \varphi \Rightarrow \langle \langle A \rangle \rangle_i^R \varphi \Rightarrow \langle \langle A \rangle \rangle_{iR} \varphi \nRightarrow \langle \langle A \rangle \rangle_{IR} \varphi. \]

The logic ATL_{iR}^C is a modification of ATL_{iR}^D from [DEG10] (see Section 4.3), which uses the idea of considering strategies which depend on the distributed knowledge among the coalition members. The lower bound approximation ATL_{iR} uses a special kind of bounded memory strategy which to our knowledge has not yet been considered in literature on logics for coalitional games of imperfect information.

6.1 ATL_{iR}

Our motivation for the introduction of ATL_{iR} is the following: Suppose that the players of a coalition need perfect recall only in order to gain more information about where they really are in the game. Then they actually do not have to recall the whole history, rather it is sufficient to remember what they knew in the previous state and derive their knowledge for the present state from this information.

Example 6.2. Once more, we consider Indiana Jones’ treasure hunt (see Example 4.7 and Figure 4.1 on page 33). In this game, Indiana Jones has an iR strategy to find the treasure (at least if the game does not start in d_trap): He just has to walk clockwise until he finds the white door, and then he continues and opens the 950th black door he encounters. But this does not actually require an iR strategy: As soon as Indiana finds the white door, he knows exactly where he is in the game, and it is sufficient to update this information while walking on in order to win the game.

Thus, our idea is the introduction of strategies which are based on updated a-views:

Definition 6.3 (Updated a-view). Let \( \lambda \) be a computation of length \( n \) in a concurrent epistemic game structure \( \mathcal{G} = (\Pi, \Sigma, Q, (\sim_a)_{a \in \Sigma}, \pi', \text{Act}, \text{d}, o) \). Then we denote by \( [[\lambda]]_a \) the set of states which can be reached in \( \mathcal{G} \) by any computation of length \( n \) which player \( a \) cannot distinguish from \( \lambda \). Formally,

\[ [[\lambda]]_a := \{ \lambda'[i] \mid \lambda' is a computation in \mathcal{G}, \lambda'[i] \sim_a \lambda[i], 0 \leq i \leq n \}. \]

We say that \( [[\lambda]]_a \) is an updated a-view.

Note that updated a-views can be computed iteratively while the game proceeds, via

\[ [[s_0]]_a = [[s_0]]_{a}, \text{ and } \]

\[ [[s_0 \ldots s_n]]_a = \{ s \in [[s]]_a \mid s is reachable from a state } s' \in [[s_0 \ldots s_{n-1}]]_a \}. \]
Example 6.4. Consider Indiana Jones’ treasure hunt (see Figure 4.1 on page 33). The longer Indiana moves through the corridor, the better his updated view becomes, e.g., $[[d_0]]_a = [d_0]_a$, $[[d_0d_1]]_a = [d_0]_a \setminus \{d_{51}\}$, $[[d_0d_1d_2]]_a = [d_0]_a \setminus \{d_{51}, d_{52}\}$, etc. When he finally arrives at the white door, he suddenly knows exactly where he is in the corridor, i.e., $[[d_0 \ldots d_{50}]] = \{d_{50}\}$, and he can update this information in the subsequent steps, i.e., $[[d_0 \ldots d_{51}]] = \{d_{51}\}$, $[[d_0 \ldots d_{52}]] = \{d_{52}\}$, and so on.

Remark 6.5. The set $[[q_0 \ldots q_n]]_a$ contains exactly those states which player $a$ deems possible given the history $q_0 \ldots q_n$ if he remembers the sequence of equivalence classes $[q_0]_a \ldots [q_n]_a$ the game went through from his point of view. Of course, the player could in general further restrict this set if he also remembered the actions he took in each step of the game. But in order to exploit this idea we would have to “store” the actions of the players in the histories of the game (like it is done in the runs of game arenas for the logic $\text{ATL}_{\bar{R}}$, cf. Section 4.3.1), such that we can later use them in the semantics. However, since we eventually want to approximate $\text{ATL}_{\bar{R}}$, where histories do not contain the actions of the players, we will for our purpose assume that the players forget what they did in the past.

In the following, we let $\bar{Q}_a$ denote the set of all subsets of $a$-views, i.e.,

$$\bar{Q}_a := \{S \in 2^Q \mid \exists q \in Q : S \subseteq [q]_a\}.$$ 

This set contains all state sets which can occur as updated $a$-views during a game in the given CEGS. Using this, we are now able to define our new type of strategy:

Definition 6.6 ($i\bar{R}$ strategy). An imperfect information and bounded recall strategy (for short, an $i\bar{R}$ strategy) for a player $a \in \Sigma$ in a CEGS is a function $f_a : \bar{Q}_a \to \text{Act}$ with the property that for each $S \in \bar{Q}_a$, the action $f_a(S)$ is enabled in the states contained in $S$.

An $i\bar{R}$ strategy allows a player to choose a different action for each updated $a$-view which he encounters during the game. As usual, we let an $i\bar{R}$ strategy for a coalition $A \subseteq \Sigma$ just be a tuple $(f_a)_{a \in A}$ of $i\bar{R}$ strategies for the players in $A$. Note that in order to execute such a strategy, the size of the memory which each player $a$ needs for storing his information about the past is bounded by the size of the largest $a$-view.

Like all other types of strategies in CEGSs, we can view each $i\bar{R}$ strategy $f_a$ as a function $Q^+ \to \text{Act}$ by defining, for each $\lambda \in Q^+$,

$$f_a(\lambda) := f_a([\lambda]_a).$$
This way, the set of outcomes $\text{out}(q, f_A)$ from state $q$ of a strategy $f_A = (f_a)_{a \in A}$ for coalition $A$ is properly defined by Definition 2.17.

### 6.1.1 Syntax

The syntax of ATL$_{i\bar{R}}$ is exactly the same as the one of ATL$_{iR}$. However, in order to make the distinction of the two logics explicit, we mark cooperation modalities with "$i\bar{R}$" as a subscript, i.e., ATL$_{i\bar{R}}$ formulas starting with a cooperation modality are of the form $\langle\langle A \rangle\rangle_{i\bar{R}} \top \varphi$, $\langle\langle A \rangle\rangle_{i\bar{R}} \square \varphi$ and $\langle\langle A \rangle\rangle_{i\bar{R}} \varphi_1 \mathcal{U} \varphi_2$.

### 6.1.2 Semantics

Like formulas of ATL$_{iR}$, ATL$_{i\bar{R}}$ formulas, which are defined with respect to the set $\Pi$ of propositions and the set $\Sigma = \{1, \ldots, k\}$ of players, are interpreted in the states of a CEGS $G = (\Pi, \Sigma, Q, (\sim_a)_{a \in \Sigma}, \pi, \text{Act}, d, o)$. The satisfaction of formulas of the form $p$ ($p \in \Pi$), $\neg \varphi$ and $\varphi_1 \lor \varphi_2$ is defined exactly like in ATL and ATL$_{iR}$ (see $(S_p)$, $(S\neg)$, and $(S\lor)$ in Section 3.2). For the other cases, the definition of the satisfaction relation $\models$ differs from the one for ATL$_{iR}$ only in the type of strategies which are used:

- $(S\cap) \quad q \models \langle\langle A \rangle\rangle_{i\bar{R}} \cap \varphi$ iff there exists an $i\bar{R}$ strategy $f_A = (f_a)_{a \in A}$ for the players in $A$, such that for all outcomes $\lambda \in \text{out}([q]_{E_A}, f_A)$ satisfy $\lambda[1] \models \varphi$.

- $(S\boxdot) \quad q \models \langle\langle A \rangle\rangle_{i\bar{R}} \boxdot \varphi$ iff there exists an $i\bar{R}$ strategy $f_A = (f_a)_{a \in A}$ for the players in $A$, such that for all outcomes $\lambda \in \text{out}([q]_{E_A}, f_A)$ and all positions $i \geq 0$ we have $\lambda[i] \models \varphi$.

- $(S\mathcal{U}) \quad q \models \langle\langle A \rangle\rangle_{i\bar{R}} \varphi_1 \mathcal{U} \varphi_2$ iff there exists an $i\bar{R}$ strategy $f_A = (f_a)_{a \in A}$ for the players in $A$, such that for all outcomes $\lambda \in \text{out}([q]_{E_A}, f_A)$ there exists a position $i \geq 0$ such that $\lambda[i] \models \varphi_2$ and for all positions $0 \leq j < i$ we have $\lambda[j] \models \varphi_1$.

**Example 6.7.** In the Indiana Jones example (see Figure 4.1 on page 33) the formula $\neg \text{dead} \rightarrow \langle\langle 1 \rangle \rangle_{i\bar{R}} \mathcal{U} \text{rich}$ is valid, i.e., as long as Indiana is not dead he has an $i\bar{R}$ strategy which ensures that he will find the treasure. The strategy $f_1$ which achieves this is simply given by

$$f_1(S) = \begin{cases} 
\text{open}, & \text{if } S = \{d_0\}, \\
\text{enjoy}, & \text{if } S = \{d_{\text{treasure}}\}, \\
\text{rip}, & \text{if } S = \{d_{\text{trap}}\}, \\
\text{walk}, & \text{else}.
\end{cases}$$
6.1. Relation to ATL$_{ir}$ and ATL$_{iR}$

In this section we show the implications

\[ \langle\langle A\rangle\rangle_{iR} \varphi \implies \langle\langle A\rangle\rangle_{iR}\varphi \implies \langle\langle A\rangle\rangle_{iR}\varphi. \]

**Proposition 6.8.** ATL$_{iR}$ approximates ATL$_{iR}$ from below, in the sense that for each CEGS $G = \langle \Pi, \Sigma, Q, (\sim_a)_{a \in \Sigma}, \pi, Act, d, o \rangle$, each state $q \in Q$ and each formula $\varphi$ of the form $\Box \varphi_1$, $\square \varphi_1$, or $\varphi_1 \cup \varphi_2$, where $\varphi_1$ and $\varphi_2$ are propositional formulas, we have the implication

\[ q \models \langle\langle A\rangle\rangle_{iR} \varphi \implies q \models \langle\langle A\rangle\rangle_{iR}\varphi. \]

**Proof.** This simply holds because every $iR$ strategy for a player $a$ is also an $iR$ strategy for $a$ (if we view both types of strategies as functions $f_a : Q^+ \rightarrow Act$).

More formally: Suppose that $q \models \langle\langle A\rangle\rangle_{iR} \varphi$, i.e., there is an $iR$ strategy $f_A = (f_a)_{a \in A}$ for the players in $A$, such that all outcomes $\lambda \in out([q]_{E_A}, f_A)$ fulfill the required condition for the satisfaction of $\Box \varphi_1$, $\square \varphi_1$, or $\varphi_1 \cup \varphi_2$, respectively. We define an $iR$ strategy $\tilde{f}_A = (\tilde{f}_a)_{a \in A}$ for $A$ by setting, for any $[q_0]_a \ldots [q_n]_a \in Q^+_a$,

\[ \tilde{f}_a([q_0]_a \ldots [q_n]_a) := f_a([q_0]_a \ldots [q_n]_a). \]

Note that $\tilde{f}_a$ is well-defined due to the fact that whenever two histories $q_0 \ldots q_a, q'_0 \ldots q'_a$ are indistinguishable to player $a$, i.e., $[q_0]_a \ldots [q_n]_a = [q'_0]_a \ldots [q'_n]_a$, then also the $a$-views given these histories coincide, i.e., $[[q_0]_a \ldots [q_n]_a] = [[q'_0]_a \ldots [q'_n]_a]$. By the construction of $\tilde{f}_a$ it clearly holds that $out([q]_{E_A}, f_A) = out([q]_{E_A}, \tilde{f}_A)$, and hence all outcomes $\lambda \in out([q]_{E_A}, \tilde{f}_A)$ fulfill the required satisfaction condition for $\Box \varphi_1$, $\square \varphi_1$, or $\varphi_1 \cup \varphi_2$, respectively. Thus we have $q \models \langle\langle A\rangle\rangle_{iR} \varphi$. 

**Remark 6.9.** If $\varphi$ is an ATL$_{iR}$ formula and $\tilde{\varphi}$ results from $\varphi$ by replacing all occurrences of $\langle\langle A\rangle\rangle_{iR}$ by $\langle\langle A\rangle\rangle_{iR}$, it does in general not hold that $q \models \tilde{\varphi}$ implies $q \models \varphi$. We leave the construction of a counter-example to the reader.

**Proposition 6.10.** ATL$_{iR}$ approximates ATL$_{iR}$ strictly better than ATL$_{iR}$, i.e., for each CEGS $G = \langle \Pi, \Sigma, Q, (\sim_a)_{a \in \Sigma}, \pi, Act, d, o \rangle$, each state $q \in Q$ and each $\varphi$ of the form $\Box \varphi_1$, $\square \varphi_1$, or $\varphi_1 \cup \varphi_2$, where $\varphi_1$ and $\varphi_2$ are propositional formulas, we have the implication

\[ q \models \langle\langle A\rangle\rangle_{iR} \varphi \implies q \models \langle\langle A\rangle\rangle_{iR}\varphi, \]

whereas, in general,

\[ q \models \langle\langle A\rangle\rangle_{iR} \varphi \not\implies q \models \langle\langle A\rangle\rangle_{iR}\varphi. \]
6.1. ATL \(iR\)

**Proof.** The implication \(q \models \langle \langle A \rangle \rangle_{ir} \phi \Rightarrow q \models \langle \langle A \rangle \rangle_{iR} \phi\) follows from the fact that every \(ir\) strategy for a player \(a\) is also an \(iR\) strategy for \(a\) (if we view both types of strategies as functions \(f_a : Q^+ \rightarrow Act\)).

More formally: Suppose that \(q \models \langle \langle A \rangle \rangle_{ir} \phi\), i.e., there is an \(ir\) strategy \(f_A = (f_a)_{a \in A}\) for the players in \(A\), such that all outcomes \(\lambda \in out([q]_{E_A}, f_A)\) fulfill the required condition for the satisfaction of \(\bigcirc \phi_1\), \(\square \phi_1\), or \(\phi_1 U \phi_2\), respectively. We then define an \(iR\) strategy \(\tilde{f}_A = (\tilde{f}_a)_{a \in A}\) for \(A\) by setting, for any \([q_0 . . . q_n]_a \in \tilde{Q}_a\),

\[
\tilde{f}_a([q_0 . . . q_n]_a) := f_a([q_n]_a).
\]

Note that \(\tilde{f}_a\) is well-defined due to the fact that whenever two histories \(q_0 . . . q_n, q_0' . . . q_m\) result in the same updated \(a\)-view, i.e., \([q_0 . . . q_n]_a = [q_0' . . . q_m]_a\), then the last states in these histories lie in the same \(a\)-view, i.e., \([q_n]_a = [q_m]_a\). We now clearly have \(out([q]_{E_A}, \tilde{f}_A) = out([q]_{E_A}, f_A)\), and hence all outcomes \(\lambda \in out([q]_{E_A}, \tilde{f}_A)\) fulfill the satisfaction condition for \(\bigcirc \phi_1\), \(\square \phi_1\), or \(\phi_1 U \phi_2\), respectively. Thus it holds that \(q \models \langle \langle A \rangle \rangle_{iR} \phi\).

The second part of the proposition is trivial. For example, in Indiana Jones’ treasure hunt (see Example 4.7 and Figure 4.1 on page 33), we have \(d_0 \models \langle \langle 1 \rangle \rangle_{iR} \top U \text{rich}\), but \(d_0 \not\models \langle \langle 1 \rangle \rangle_{ir} \top U \text{rich}\).

### 6.1.4 Decidability

**Proposition 6.11.** The model checking problem for \(ATL_{iR}\) is decidable.

**Proof.** This is actually trivial, since there are only finitely many \(iR\) strategies for any coalition \(A\) in any CEGS \(G = (\Pi, \Sigma, Q, (\sim_a)_{a \in \Sigma}, \pi, Act, d, o)\). We sketch a “brute force” algorithm which checks the satisfaction of a formula \(\langle \langle A \rangle \rangle_{iR} \phi\) in a state \(q_0\): From \(G\) we construct a CGS \(G' = (\Pi', \Sigma', Q', \pi', Act', d', o')\), which, in addition to the states and transitions of \(G\), encodes the updated \(a\)-views of the players in \(A\) during the game. We construct \(G'\) in the following way:

- \(\Pi' := \Pi, \Sigma' := \Sigma, \text{ and } Act' := Act\).

- \(Q' = \{(q, (S_a)_{a \in A}) \mid q \in Q, S_a \subseteq [q]_a \text{ for all } a \in A\}\), i.e., \(Q'\) contains all possible tuples of states \(q\) (which encode the actual states of the game) together with the updated \(a\)-views of the players in \(A\).

- The labelling function \(\pi' : Q' \rightarrow \Pi'\) is defined by \(\pi'((q, (S_a)_{a \in A})) := \pi(q)\) for all \((q, (S_a)_{a \in A}) \in Q'\), i.e., the labelling is just “copied” from \(G\) since it does not depend on what the players believe.
• The function \( d' : \Sigma' \times Q' \to 2^{Act'} \setminus \{\emptyset\} \) which determines the enabled actions for each player in each state is defined by \( d'(a, (q, (S_a)_{a \in A})) := d(a, q) \) for all players \( a \in \Sigma' \) and all \((q, (S_a)_{a \in A}) \in Q'\), since it also does not depend on the updated \( a \)-views.

• The transition function \( o' \) which determines for each state \((q, (S_a)_{a \in A}) \in Q'\) and each tuple \((\alpha_a)_{a \in \Sigma} \) of enabled actions the next state of the game is defined in the following way: \( o((q, (S_a)_{a \in A}), (\alpha_a)_{a \in \Sigma}) := (\tilde{q}, (\tilde{S}_a)_{a \in A}) \), where
  
  \[ \tilde{q} := o(q, (\alpha_a)_{a \in \Sigma}), \text{ i.e., the actual next state of the game is just computed like in } G, \text{ and} \]
  
  \[ \tilde{S}_a := \{ t \in [q]_a | t \text{ is reachable (in } G) \text{ from a state } s \in S_a \} \text{ for all } a \in A, \]
  
  i.e., \( \tilde{S}_a \) encodes for each player \( a \) the updated \( a \)-view after the transition from \( q \) to \( \tilde{q} \) if in \( q \) the updated \( a \)-view was \( S_a \).

By this construction, it is immediate that the computations \( \lambda \) in \( G \) starting in a state \( s \) (i.e., \( \lambda[0] = s \)) are in bijection with the computations \( \lambda' \) in \( G' \) starting in \((s, ([s]_a)_{a \in A})\), via

\[
\lambda'[\bar{i}] = (\lambda[\bar{i}], ([\lambda[0..\bar{i}]]_a)_{a \in A}). \tag{6.1}
\]

Given any \( i\bar{R} \) strategy \( f_A = (f_a)_{a \in A} \) for coalition \( A \) in \( G \), we construct an \( i\bar{R} \) strategy \( f'_A = (f'_a)_{a \in A} \) for \( A \) in \( G' \) by setting \( f'_a((q, (S_a)_{a \in A})) := f_{a_0}(S_{a_0}) \) for all \( a_0 \in A \) and all \((q, (S_a)_{a \in A}) \in Q'\). This strategy clearly simulates \( f_A \), i.e., a computation \( \lambda \) is in \( out(s, f_A) \) in \( G \) iff the corresponding computation \( \lambda' \) (as defined in (6.1)) is in \( out((s, ([s]_a)_{a \in A}), f'_A) \).

Hence, in order to check whether the formula \( \langle \langle A \rangle \rangle_{i\bar{R}\varphi} \) holds in state \( q_0 \) of \( G \), we can now, for each of the (finitely many) \( i\bar{R} \) strategies \( f_A \) for \( A \) in \( G \),

1. construct \( f'_A \) from \( f_A \),

2. trim \( G' \) according to \( f'_A \), i.e., by removing all transitions which are avoided if the players of \( A \) stick to the strategy \( f'_A \),

3. use a CTL model checking algorithm in order to check whether the formula \( \varphi \) holds in all states \((q, ([q]_a)_{a \in A}) \) with \( q \sim_{E_A} q_0 \).

If the CTL checks returns “true” for one of the strategies \( f'_A \), then the corresponding strategy \( f_A \) in \( G \) is a witness for the satisfaction of \( \langle \langle A \rangle \rangle_{i\bar{R}\varphi} \). If the procedure always returns “false”, then the formula \( \langle \langle A \rangle \rangle_{i\bar{R}\varphi} \) does not hold in \( q_0 \). \( \blacksquare \)
Remark 6.12. The CGS $G'$ in the above proof will in general be exponentially larger than $G$, and it will contain many states which are not even reachable from the states $(q, ([q]_a)_{a \in A})$ with $q \sim_{E_A} q_0$ (and hence are not needed for the CTL check). Of course, it would be an interesting task to construct a more efficient algorithm which does not create so many unnecessary states, but we refrain from doing so at this point.

6.2 ATL\textsubscript{iR}C

We now introduce ATL\textsubscript{iR}C, which uses the idea from [DEG10] (see Section 4.3) to use "imperfect information and perfect recall strategies for communicating coalitions". We adapt this idea to concurrent epistemic game structures in order to obtain an upper bound for the satisfaction of ATL\textsubscript{iR}C formulas.

In the following, we let $Q_A$ denote the partition of $Q$ induced by the equivalence relation $\sim_{D_A}$, i.e., $Q_A := \{[q]_{D_A} \mid q \in Q\}$.

Definition 6.13 (iR\textsubscript{C} strategy). An imperfect information and perfect recall strategy with communication (for short, an iR\textsubscript{C} strategy) for a coalition $A \subseteq \Sigma$ in a CEGS $G = \langle \Pi, \Sigma, Q, (\sim_a)_{a \in \Sigma}, \pi, \text{Act}, d, o \rangle$ is a tuple $(f_a)_{a \in A}$ of functions $f_a : Q_A^+ \rightarrow \text{Act}$ with the property that for each player $a \in A$ and every sequence $\lambda = [q_0]_{D_A} \ldots [q_n]_{D_A} \in Q_A^+$ the action $f_a(\lambda)$ is enabled for $a$ in the states of $[q_n]_{D_A}$.

As always, we can view each component $f_a$ of an iR\textsubscript{C} strategy as a function $f_a : Q^+ \rightarrow \text{Act}$ by defining, for each $\lambda = q_0 q_1 \ldots q_n \in Q^+$,

$$f_a(\lambda) := f_a([q_0]_{D_A}[q_1]_{D_A} \ldots [q_n]_{D_A}),$$

and then the set of outcomes $\text{out}(q, f_A)$ from state $q$ of an iR\textsubscript{C} strategy $f_A = (f_a)_{a \in A}$ for coalition $A$ is properly defined by Definition 2.17.

An iR\textsubscript{C} strategy allows a coalition $A$ to base their strategy on their view of the game history with respect to their distributed knowledge. This corresponds to the idea that the players in $A$ communicate and exchange their knowledge while following their strategy. Like explained in Section 4.3.4, this requires a somewhat artificial interpretation of how such strategies are executed. However, the exact interpretation is actually not important for our purpose since our main aim is the approximation of ATL\textsubscript{iR}. As we will see, the fact that in an iR\textsubscript{C} strategy each of the individual strategies for the players depends on the same information makes the model checking problem decidable, in contrast to ATL\textsubscript{iR} where the problem seems to be related to the fact that a strategy for a coalition of players is just a tuple of independent individual strategies.
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6.2. ATLₐᵣᵣₐᵣ

6.2.1 Syntax

The syntax of ATLₐᵣᵣₐᵣ is exactly the same as the one of ATLₐᵣᵣ. As always, we will make the distinction to the other logics explicit by marking the cooperation modalities with a subscript, i.e., ATLₐᵣᵣₐᵣ formulas starting with a cooperation modality are of the form \(\langle\langle A\rangle\rangleₐᵣᵣₐᵣ \varphi\), \(\langle\langle A\rangle\rangleₐᵣᵣₐᵣ \Box \varphi\), and \(\langle\langle A\rangle\rangleₐᵣᵣₐᵣ \varphi_1 \mathcal{U} \varphi_2\).

6.2.2 Semantics

Formulas of ATLₐᵣᵣₐᵣ, defined with respect to the set \(\Pi\) of propositions and the set \(\Sigma = \{1, \ldots, k\}\) of players, are interpreted in the states of a concurrent epistemic game structure \(G = \langle\Pi, \Sigma, Q, (\sim_a)_{a \in \Sigma}, \pi, \text{Act}, d, o\rangle\). The satisfaction of formulas of the form \(p\) (\(p \in \Pi\)), \(\neg \varphi\), and \(\varphi_1 \lor \varphi_2\) is defined exactly like in ATL and ATLₐᵣᵣ (see (Sₚ), (S¬), and (Sₗ) in Section 3.2). For the other cases, the definition of the satisfaction relation \(|=\) differs from the one for ATLₐᵣᵣ in the type of strategies which are used and in the set of states from which a strategy has to be successful:

\[(S'_\lor)\quad q |= \langle\langle A\rangle\rangleₐᵣᵣₐᵣ \bigcirc \varphi\text{ iff there exists an }iR\mathcal{C}\text{ strategy }f_A = (f_a)_{a \in A}\text{ for the players in }A\text{, such that all outcomes }\lambda \in \text{out}([q]_{DA}, f_A)\text{ satisfy }\lambda[1] |= \varphi.\]

\[(S'_\Box)\quad q |= \langle\langle A\rangle\rangleₐᵣᵣₐᵣ \Box \varphi\text{ iff there exists an }iR\mathcal{C}\text{ strategy }f_A = (f_a)_{a \in A}\text{ for the players in }A\text{, such that for all outcomes }\lambda \in \text{out}([q]_{DA}, f_A)\text{ and all positions }i \geq 0\text{ we have }\lambda[i] |= \varphi.\]

\[(S'_U)\quad q |= \langle\langle A\rangle\rangleₐᵣᵣₐᵣ \varphi_1 \mathcal{U} \varphi_2\text{ iff there exists an }iR\mathcal{C}\text{ strategy }f_A = (f_a)_{a \in A}\text{ for the players in }A\text{, such that for all outcomes }\lambda \in \text{out}([q]_{DA}, f_A)\text{ there exists a position }i \geq 0\text{ such that }\lambda[i] |= \varphi_2\text{ and for all positions }0 \leq j < i\text{ we have }\lambda[j] |= \varphi_1.\]

Hence, a formula of the form \(\langle\langle A\rangle\rangleₐᵣᵣₐᵣ \varphi\) is satisfied iff a perfect recall strategy for \(A\) depending on their distributed knowledge exists, of which the players in \(A\) know (also by their distributed knowledge) that it will ensure \(\varphi\).

Example 6.14. Consider the generals problem described in Example 5.5 and depicted in Figure 5.1 on page 46. The formula \(\langle\langle 1, 2\rangle\rangleₐᵣᵣₐᵣ \bigcirc \text{win}\) is satisfied in the states \(SS, Ss, \) and \(sS\), i.e., in each of these states the generals will win the fight if they have a virtual supervisor which instructs them to attack as soon as one of them signals the success of his spy.

Example 6.15. Once more, we consider the chess game from Example 2.4 and Figure 2.2 on page 11. In this game, we have \(a1 \not|= \langle\langle 1, 2\rangle\rangleₐᵣᵣₐᵣ \neg p_2 \mathcal{U} (p_a \land p_3)\), i.e.,
from state \( a1 \) it is not possible to reach \( a3 \) without crossing the second row. However, the players can reach \( a3 \) if they are allowed to cross row two in column \( d \), i.e., \( a1 \models \langle \langle 1, 2 \rangle \rangle_{iR} (p_d \lor \neg p_2)U(p_a \land p_3) \).

### 6.2. ATL\(_{iR} \) and ATL\(_{IR} \)

In this section we show the implications

\[
\langle \langle A \rangle \rangle_{iR} \varphi \Rightarrow \langle \langle A \rangle \rangle_{IR} \varphi \\
\varphi \Rightarrow \langle \langle A \rangle \rangle_{IR} \varphi
\]

**Proposition 6.16.** ATL\(_{iR} \) approximates ATL\(_{IR} \) from above, in the sense that for each CEGS \( G = (\Pi, \Sigma, Q, (\sim_a)_{a \in \Sigma}, \pi, \text{Act}, d, o) \), each state \( q \in Q \), and each \( \varphi \) of the form \( \bigcirc \varphi_1, \Box \varphi_1 \), or \( \varphi_1 U \varphi_2 \), where \( \varphi_1 \) and \( \varphi_2 \) are propositional formulas, we have the implication

\[
q \models \langle \langle A \rangle \rangle_{iR} \varphi \Rightarrow q \models \langle \langle A \rangle \rangle_{IR} \varphi.
\]

**Proof.** This simply holds because every tuple \( (f_a)_{a \in A} \) of \( iR \) strategies is an \( iR \) strategy for \( A \) (if we view all individual strategies as functions \( f_a : Q^+ \to \text{Act} \)), and because \( \sim_{DA} \subseteq \sim_{EA} \).

More formally: Suppose that \( q \models \langle \langle A \rangle \rangle_{iR} \varphi \), i.e., there is an \( iR \) strategy \( f_A = (f_a)_{a \in A} \) for the players in \( A \), such that all outcomes \( \lambda \in out([q]_{EA}, f_A) \) fulfill the required condition for the satisfaction of \( \bigcirc \varphi_1 \), \( \Box \varphi_1 \), or \( \varphi_1 U \varphi_2 \), respectively. We define an \( iR^C \) strategy \( \hat{f}_A = (\hat{f}_a)_{a \in A} \) for \( A \) by setting, for any \( [q_0]_{DA} \cdots [q_n]_{DA} \in Q^+_A \),

\[
\hat{f}_a([q_0]_{DA} \cdots [q_n]_{DA}) := f_a([q_0]_a \cdots [q_n]_a).
\]

Note that \( \hat{f}_a \) is well-defined due to the fact that whenever two states \( q_i, q_i' \) are \( \sim_{DA} \)-indistinguishable, i.e., \( [q_i]_{DA} = [q_i']_{DA} \), then they are also \( \sim_a \)-indistinguishable, i.e., \( [q_i]_a = [q_i']_a \), for all \( a \in A \).

Now, it clearly holds that \( out([q]_{EA}, f_A) = out([q]_{EA}, \hat{f}_A) \) due to the construction of \( \hat{f}_A \), and moreover \( out([q]_{EA}, \hat{f}_A) \supseteq out([q]_{DA}, \hat{f}_A) \), since \( \sim_{EA} \supseteq \sim_{DA} \). Hence all outcomes \( \lambda \in out([q]_{DA}, \hat{f}_A) \) fulfill the satisfaction condition for \( \bigcirc \varphi_1 \), \( \Box \varphi_1 \), or \( \varphi_1 U \varphi_2 \), respectively. Thus we have \( q \models \langle \langle A \rangle \rangle_{IR} \varphi \).

**Remark 6.17.** If \( \varphi \) is an ATL\(_{iR} \) formula and \( \varphi^C \) results from \( \varphi \) by replacing all occurrences of \( \langle \langle A \rangle \rangle_{iR} \) by \( \langle \langle A \rangle \rangle_{IR} \), it does in general not hold that \( q \models \varphi \) implies \( q \models \varphi^C \). The proof is left to the reader.
Proposition 6.18. \(\text{ATL}_{IR}\) approximates \(\text{ATL}_{IR}\) strictly better than \(\text{ATL}_{IR}\), i.e., for each \(\text{CEGS} \ G = (\Pi, \Sigma, Q, (\sim_a)_{a \in \Sigma}, \pi, \text{Act}, d, o)\), each state \(q \in Q\), and each \(\varphi\) of the form
\[\bigcirc \varphi_1, \ □ \varphi_1, \text{ or } \varphi_1 \cup \varphi_2,\]
where \(\varphi_1\) and \(\varphi_2\) are propositional formulas, we have the implication
\[q \models \langle \langle \varphi \rangle \rangle_{\text{IR}} \Rightarrow q \models \langle \langle \varphi \rangle \rangle_{\text{IR}},\]
whereas, in general,
\[q \models \langle \langle \varphi \rangle \rangle_{\text{IR}} \not\Rightarrow q \models \langle \langle \varphi \rangle \rangle_{\text{IR}}.\]

Proof. The implication \(q \models \langle \langle \varphi \rangle \rangle_{\text{IR}}\) follows from the fact that every \(iR\) strategy \(f_A = (f_a)_{a \in A}\) for a coalition \(A\) is also an \(IR\) strategy for \(A\) (if we view all individual strategies as functions \(f_a : Q^+ \to \text{Act}\)).

More formally: Suppose that \(q \models \langle \langle \varphi \rangle \rangle_{\text{IR}}\), i.e., there is an \(iR\) strategy \(f_A = (f_a)_{a \in A}\) for \(A\), such that all outcomes \(\lambda \in \text{out}(\langle q \rangle_{\text{IR}}(f_A))\) fulfill the required condition for the satisfaction of \(\bigcirc \varphi_1, \ □ \varphi_1,\) or \(\varphi_1 \cup \varphi_2\), respectively. We define an \(IR\) strategy \(\hat{f}_A = (\hat{f}_a)_{a \in A}\) for \(A\) by setting, for any \(q_0 \ldots q_n \in Q^+\),
\[\hat{f}_a(q_0 \ldots q_n) := f_a([q_0]_{D_A} \ldots [q_n]_{D_A}).\]

Clearly, we have \(\text{out}(q, \hat{f}_A) \subseteq \text{out}(\langle q \rangle_{\text{IR}}, \hat{f}_A) = \text{out}(\langle q \rangle_{\text{IR}}, f_A)\), and hence all outcomes \(\lambda \in \text{out}(q, \hat{f}_A)\) fulfill the condition for the satisfaction of \(\bigcirc \varphi_1, \ □ \varphi_1,\) or \(\varphi_1 \cup \varphi_2\), respectively. Thus it holds that \(q \models \langle \langle \varphi \rangle \rangle_{\text{IR}}\).

The second part of the proposition is trivial. For example, in Indiana Jones’ treasure hunt (see Figure 4.1 on page 33), we have \(d_0 \models \langle \langle 1 \rangle \rangle_{\text{IR}} \circ \text{rich}\), but on the other hand \(d_0 \not\models \langle \langle 1 \rangle \rangle_{\text{IR}} \circ \text{rich}\).  

6.2.4 Decidability

Proposition 6.19. The model checking problem for \(\text{ATL}_{IR}\) is decidable.

Proof. We reduce the model checking problem for \(\text{ATL}_{IR}\) to the model checking problem for \(\text{ATL}_{IR}^D\), which is decidable (see Theorem 4.19).

Let \(\varphi\) be an arbitrary \(\text{ATL}_{IR}\) formula, \(G = (\Pi, \Sigma, Q, (\sim_a)_{a \in \Sigma}, \pi, \text{Act}, d, o)\) a concurrent epistemic game structure, and \(s_0\) a state in \(G\) for which we want to check whether \(G, s_0 \models \varphi\). We start with three observations:

- First of all, it suffices to consider the case where the formula \(\varphi\) is of the form \(\langle \langle A \rangle \rangle_{\text{IR}} \bigcirc \varphi_1, \langle \langle A \rangle \rangle_{\text{IR}} \bigcirc \varphi_1, \text{ or } \langle \langle A \rangle \rangle_{\text{IR}} \varphi_1 \cup \varphi_2,\) where \(\varphi_1\) and \(\varphi_2\) are propositional formulas. This is due to the fact that we can evaluate every \(\text{ATL}_{IR}\) formula \(\varphi\) “bottom-up”, i.e., by first determining (recursively) for each subformula
\(\varphi'\) of \(\varphi\) the set of states which satisfy \(\varphi'\), adding a new propositional variable \(p_{\varphi'}\) to the model in order to “store” this information, and just replacing \(\varphi'\) in \(\varphi\) by \(p_{\varphi'}\).

- Secondly, we may assume that for each player \(a\) and every state \(q\) all actions \(\alpha \in \text{Act}\) are enabled for \(a\) in \(q\), i.e., \(d(a, q) = \text{Act}\). If this is not yet the case, we can modify \(G\) by adding additional transitions which do not change the powers of any player. This can be done by repeatedly applying the following procedure:
  - Choose a player \(a\) and a state \(q\) for which \(d(a, q) \neq \text{Act}\).
  - Choose an action \(\alpha^- \in \text{Act} \setminus d(a, q)\) and an action \(\alpha^+ \in d(a, q)\) (remember that \(d(a, q)\) is always non-empty).
  - For each tuple of actions \((\alpha_{\tilde{a}})_{\tilde{a} \in \tilde{\Sigma}}\) which are enabled for the players \(\tilde{a} \in \tilde{\Sigma} := \Sigma \setminus \{a\}\) in \(q\), set \(o(q, (\alpha^-, (\alpha_{\tilde{a}})_{\tilde{a} \in \tilde{\Sigma}})) := o(q, (\alpha^+, (\alpha_{\tilde{a}})_{\tilde{a} \in \tilde{\Sigma}}))\).
  - Add \(\alpha^-\) to \(d(a, q)\).

It is clear that this procedure does not change the value of any formula in any state of \(G\), since it basically assigns “alternative names” to already existing transitions (of course, in general the “intended meaning” of the actions will not be preserved, but this is irrelevant at this point). Also note that while repeatedly executing this procedure, the intermediary result will not always be a valid CEGS since the requirement \(d(a, q) = d(a, q')\) for \(q \sim_a q'\) may be violated. However, when we finally have constructed a \(G\) where \(d(a, q) = \text{Act}\) for all players \(a\) and all states \(q\), this property is assured.

- Furthermore, we may assume that for each player \(a\) and each \(a\)-view \([q]_a \in Q_a\), \(\Pi\) contains an atomic proposition \(p_{[q]_a}\) which is true exactly in the states of \([q]_a\), i.e., for all \(q' \in Q\) we have \(p_{[q]_a} \in \pi(q')\) iff \(q' \in [q]_a\). If \(G\) does not have this property, we can just introduce new variables and add them to \(G\) accordingly (by adding new variables, we certainly do not change the value of \(\varphi\) in \(s_0\)).

We will later use this assumption in order to be able to drop the equivalence relations \((\sim_a)_{a \in \Sigma}\) without losing any information about the game structure.

We now construct a game arena \(G' = (\Sigma', Q', (\text{Act}'_a)_{a \in \Sigma'}, \delta', Q'_0, (\Pi'_a)_{a \in \Sigma'}, \pi')\) from the above CEGS \(G\) in the following way:

- \(G'\) contains the exact same states as \(G\), i.e., \(Q' := Q\).
- The labelling of the states in \(G'\) is the same as in \(G\), i.e., \(\pi' := \pi\).
6.2. $\text{ATL}_{iR^C}$

- $\Sigma'$ is created from $\Sigma$ by adding an additional player (we will denote this player by 0, i.e., $\Sigma' := \Sigma \cup \{0\}$). The only purpose of this player will be to observe all propositions, since in a game arena every proposition has to be observable to at least one player.

- For each player $a \in \Sigma'$, $\text{Act}'_a$ contains all actions of $G$, i.e., $\text{Act}'_a := \text{Act}$.

- Each player $a \neq 0$ can observe exactly the propositions $p_{[q]_a}$ from the above assumption, i.e., $\Pi'_a := \{p_{[q]_a} \mid q \in Q\}$. Player 0 can observe all variables of $\Pi$, i.e., $\Pi'_0 := \Pi$. This way, we have $\Pi' := \bigcup_{a \in \Sigma'} \Pi'_a = \Pi$. We use the same abbreviations as in Definition 4.10, i.e., $\Pi'_A := \bigcup_{a \in A} \Pi'_a$ and $\pi'_A(q) := \pi'(q) \cap \Pi'_A$.

The definitions above ensure that $q \sim_a q'$ in $G$ iff player $a$ cannot distinguish $q$ from $q'$ in $G'$ by the values of the variables in $\Pi'_a$, i.e., $q \sim_a q'$ iff $\pi'_a(q) = \pi'_a(q')$. Moreover, for any coalition $A \subseteq \Sigma$, we have $q \sim_G q'$ iff $\pi'_A(q) = \pi'_A(q')$.

- The set of initial states $Q'_0$ consists of those states which are for coalition $A$ indistinguishable from $q_0$ with respect to their distributed knowledge (in $G$), i.e., $Q'_0 := [s_0]_{D_A}$.

- The transition relation $\delta'$ (which is a transition function in this case) just “copies” the transitions from $G$ by ignoring the action of player 0, via $\delta'(q, (\alpha_a)_{a \in \Sigma'}) := \{o(q, (\alpha_a)_{a \in \Sigma'})\}$. Note that this is possible because $\text{Act}_a = \text{Act}$ for all $a \in \Sigma$ and due to the assumption that at each state in $G$ all actions are enabled for every player. Moreover, this ensures that player 0 has no influence on the game at all.

We now prove that the given formula $\varphi$ (i.e., $\langle \langle A \rangle \rangle_{iR^C} \bigcirc \varphi_1$, $\langle \langle A \rangle \rangle_{iR^C} \Box \varphi_1$, or $\langle \langle A \rangle \rangle_{iR^C} \varphi_1 \cup \varphi_2$, respectively) holds in state $s_0$ of $G$ iff the formula $\varphi^D$ which results from $\varphi$ by replacing the cooperation modality by $\langle \langle A \rangle \rangle_{iR^D}$ (i.e., $\langle \langle A \rangle \rangle_{iR^D} \bigcirc \varphi_1$, $\langle \langle A \rangle \rangle_{iR^D} \Box \varphi_1$, or $\langle \langle A \rangle \rangle_{iR^D} \varphi_1 \cup \varphi_2$, respectively) is valid in $G'$. In the following, we write $\tilde{\text{out}}(f'_A)$ for the infinite sequences of states which can be constructed by dropping the action tuples from the runs in $\text{out}(f'_A)$, i.e., a sequence $q_0q_1q_2 \ldots$ is contained in $\tilde{\text{out}}(f'_A)$ iff there exists a run $q_0 \xrightarrow{q} q_1 \xrightarrow{q} q_2 \xrightarrow{\ldots} \in \text{out}(f'_A)$.

$\Rightarrow$: Suppose that $\varphi$ holds in state $s_0$ of $G$. Then there is an $iR^C$ strategy $f_A = (f_a)_{a \in A}$ for $A$ with the property that all outcomes $\lambda \in \text{out}([s_0]_{D_A}, f_A)$ fulfill the required condition for the satisfaction of $\bigcirc \varphi_1$, $\Box \varphi_1$, or $\varphi_1 \cup \varphi_2$, respectively. We construct an $iR^D$ strategy $f'_A$ for $A$ in $G'$ by setting, for each sequence $\pi'_A(q_0) \ldots \pi'_A(q_n) \in (2^{\Pi_A})^+$, $f'_A(\pi'_A(q_0) \ldots \pi'_A(q_n)) := (f_a([q_0]_{D_A} \ldots [q_n]_{D_A}))_{a \in A}$. 

"$\Rightarrow$":
Note that $f'_A$ is well-defined due to the construction of the sets $\Pi'_\alpha$, i.e., whenever $\pi_A'(q_i) = \pi'_A(q'_i)$, then $[q_i]_{D_A} = [q'_i]_{D_A}$. By this definition, $f'_A$ simulates $f_A$, i.e., given any history $\lambda$, $f'_A$ dictates coalition $A$ to choose in $G'$ the same actions as $f_A$ does in $G$. Since moreover $Q'_0 = [s_0]_{D_A}$ by definition, each sequence of states $\lambda$ is in $\text{out}([s_0]_{D_A}, f_A)$ (in $G$) iff it is in $\text{out}(f'_A)$ (in $G'$). Hence, by the assumption that all outcomes $\lambda \in \text{out}([s_0]_{D_A}, f_A)$ fulfill the required condition for the satisfaction of $\Box \varphi_1$, $\square \varphi_1$, or $\varphi_1 \mathcal{U} \varphi_2$, respectively, and due to fact that $\pi = \pi'$, also every $\lambda \in \text{out}(f'_A)$ which satisfies $\lambda[0] \sim_A \lambda'[0]$ for some initialized infinite run $\lambda'$ in $G'$ fulfills the required condition for the satisfaction of $\Box \varphi_1$, $\square \varphi_1$, or $\varphi_1 \mathcal{U} \varphi_2$, respectively. This shows that every initialized infinite run $\lambda'$ in $G'$ satisfies $(G', \lambda', 0) \models \langle \langle A \rangle \rangle_{iR^D} \Box \varphi_1$, $(G', \lambda', 0) \models \langle \langle A \rangle \rangle_{iR^D} \square \varphi_1$, or $(G', \lambda', 0) \models \langle \langle A \rangle \rangle_{iR^D} \varphi_1 \mathcal{U} \varphi_2$, respectively, i.e., $\varphi^D$ is valid in $G'$.

“⇐”: Now suppose that $\varphi^D$ is valid in $G'$, i.e., $(G', \lambda', 0) \models \langle \langle A \rangle \rangle_{iR^D} \Box \varphi_1$, $(G', \lambda', 0) \models \langle \langle A \rangle \rangle_{iR^D} \square \varphi_1$, or $(G', \lambda', 0) \models \langle \langle A \rangle \rangle_{iR^D} \varphi_1 \mathcal{U} \varphi_2$, respectively, for every initialized infinite run $\lambda'$ in $G'$ (especially for some $\lambda'$ which starts in $s_0$). It follows that there exists an $iR^D$ strategy $f'_A$ for $A$ in $G'$ with the property that every $\lambda \in \text{out}(f'_A)$ which satisfies $\lambda[0] \sim_A s_0$ (and hence, every $\lambda \in \text{out}(f'_A)$, because of the construction of the sets $\Pi'_\alpha$ and due to the fact that $Q'_0 = [s_0]_{D_A}$) fulfills the required condition for the satisfaction of $\Box \varphi_1$, $\square \varphi_1$, or $\varphi_1 \mathcal{U} \varphi_2$, respectively. We construct an $iR^C$ strategy $f_A = (f_a)_{a \in A}$ for $A$ in $G$ by setting, for each $a \in A$,

$$f_a([q_0]_{D_A} \ldots [q_n]_{D_A}) := f'_A(\pi'_A(q_0) \ldots \pi'_A(q_n))|_a.$$  

Again, this strategy is well-defined due to the construction of the sets $\Pi'_\alpha$. By this definition, $f_A$ assigns the same actions to every history in $G$ as $f'_A$ does in $G'$, and since moreover $[s_0]_{D_A} = Q'_0$ it follows that $\text{out}([s_0]_{D_A}, f_A) = \widetilde{\text{out}}(f'_A)$. Since furthermore $\pi = \pi'$, it follows that every $\lambda \in \text{out}([s_0]_{D_A}, f_A)$ fulfills the required condition for the satisfaction of $\Box \varphi_1$, $\square \varphi_1$, or $\varphi_1 \mathcal{U} \varphi_2$, respectively, and hence $G, s_0 \models \varphi$. 

\qed
Conclusion

In this thesis we have considered logics for coalitional games of imperfect information. An overview of these logics and their most important properties is shown in Table 7.1 on the following page.

We have seen that under the assumption of imperfect recall very expressive logics exist which allow one to describe various kinds of strategic abilities of players together with different notions of group knowledge. Most notably CSL, which exploits the idea of using constructive knowledge modalities in addition to the usual ones, is a very elegant solution for this purpose which is at the same time not harder in terms of model checking than the other suggestions.

Under the assumption of perfect recall things are more difficult: Either one uses uniform strategies like in ATL_{iR}, which results in the undecidability of the model checking problem, or one abandons the uniformity of strategies like in ATEL, which leads to the problem that only a very weak notion of strategic ability can be described. As a compromise one can consider uniform strategies based on distributed knowledge as it is done in ATL_{iR}^D, which gives rise to a decidable model checking problem but requires an interpretation which seems to some extent artificial.

As our own contribution to the topic we have presented two approximations to ATL_{iR}, which can at least in some cases be used to determine the truth values of ATL_{iR} formulas, despite the fact that the model checking problem for this logic is undecidable. We have left open the question how good these approximations are. This could be a topic for future research, where of course the first question that arises is in what terms the quality of such approximations could be measured.
<table>
<thead>
<tr>
<th>Logic</th>
<th>Recall</th>
<th>Game structure</th>
<th>Expressible types of strategic abilities</th>
<th>Expressible types of group knowledge</th>
<th>Model checking</th>
</tr>
</thead>
<tbody>
<tr>
<td>ATEL</td>
<td>perfect</td>
<td>AETS</td>
<td>(A1)</td>
<td>E, C</td>
<td>P-complete</td>
</tr>
<tr>
<td>ATL$_{IR}$</td>
<td>perfect</td>
<td>CEGS</td>
<td>(A4) with group knowledge E</td>
<td>E (indirectly)</td>
<td>undecidable</td>
</tr>
<tr>
<td>ATL$_{IR}^D$</td>
<td>perfect</td>
<td>Game arena</td>
<td>(A4) with group knowledge D</td>
<td>D</td>
<td>decidable</td>
</tr>
<tr>
<td>ATL$_{ir}$</td>
<td>imperfect</td>
<td>CEGS</td>
<td>(A4) with group knowledge E</td>
<td>E (indirectly)</td>
<td>$\Delta_2^P$-complete</td>
</tr>
<tr>
<td>ATOL</td>
<td>imperfect</td>
<td>CEGS</td>
<td>(A2) (A3) (A4) with group knowledge E, D, C</td>
<td>E, D, C</td>
<td>$\Delta_2^P$-complete</td>
</tr>
<tr>
<td>CSL</td>
<td>imperfect</td>
<td>CEGS</td>
<td>(A2) (A3) (A4) with group knowledge E, D, C</td>
<td>E, D, C + constructive knowledge</td>
<td>$\Delta_2^P$-complete</td>
</tr>
</tbody>
</table>

Table 7.1: Overview of the considered logics for coalition games of imperfect information. E, D, and C denote “everyone’s knowledge”, “distributed knowledge”, and “common knowledge”, respectively.
Complexity classes

We list the complexity classes which are referred to in this thesis. Rigorous definitions of all used terms and more details can be found, e.g., in [Pap94].

We denote by $\text{DTIME}(f(n))$ the class of problems which can be solved by a deterministic Turing machine, and by $\text{NTIME}(f(n))$ the class of problems which can be solved by a nondeterministic Turing machine, respectively, in time $O(f(n))$ if the size of the input is $n$. From this, the complexity classes $P$, $NP$, $EXPTIME$, and $2\text{-EXP TIME}$ are defined in the following way:

\begin{align*}
P &:= \bigcup_{k \in \mathbb{N}} \text{DTIME}(n^k), \\
NP &:= \bigcup_{k \in \mathbb{N}} \text{NTIME}(n^k), \\
EXPTIME &:= \bigcup_{k \in \mathbb{N}} \text{DTIME}(2^{n^k}), \\
2\text{-EXPTIME} &:= \bigcup_{k \in \mathbb{N}} \text{DTIME}(2^{2^{n^k}}).
\end{align*}

Moreover, if $C$ and $D$ are two (deterministic or nondeterministic) time complexity classes, we let $C^D$ denote the class of problems which can be solved by machines of the same sort and time bound as in $C$, only that the machines are allowed to use a $D$-machine as an oracle (i.e., $C^D$-machines are allowed to solve at each time step a problem of the class $D$, whose computation cost is not counted). From this, the complexity classes $\Sigma_i^P$ and $\Delta_i^P$ are inductively defined, for $i \in \mathbb{N}$, via $\Sigma_0^P := \Delta_0^P := P$, and

\begin{align*}
\Sigma_{i+1}^P &:= NP^{\Sigma_i^P}, \\
\Delta_{i+1}^P &:= P^{\Sigma_i^P}.
\end{align*}

In particular, $\Delta_2^P = \text{pNP}$. 
Computation Tree Logic (CTL, introduced in [CE82]) is defined over a set \( \Pi \) of atomic propositions by the following grammar:

\[
\varphi ::= p \mid \neg \varphi \mid \varphi \land \varphi \mid A X \varphi \mid E X \varphi \mid A[\varphi U \varphi] \mid E[\varphi U \varphi],
\]

where \( p \) ranges over the set \( \Pi \). The additional boolean connectives \( \lor \) and \( \rightarrow \) as well as the truth constants \( \top \) and \( \bot \) are defined as usual.

A (“all”) and E (“exists”) are quantifiers referring to computations, while X (“next”) and U (“until”) are temporal operators. In addition, an operator G (“globally”) can be defined by

\[
A G \varphi := \neg E[\top U \neg \varphi], \quad E G \varphi := \neg A[\top U \neg \varphi].
\]

CTL formulas are interpreted in finite Kripke structures. Such a structure is a triple \( \langle Q, R, \pi \rangle \) with the following components:

- \( Q \) is a finite set of states.
- \( R \subseteq S \times S \) is an accessibility relation which describes possible transitions between states. It is required that \( R \) is a serial relation, i.e., for each \( q_1 \in Q \) there exists a \( q_2 \in Q \) such that \( q_1 R q_2 \).
- \( \pi : Q \rightarrow 2^\Pi \) is a labelling function which maps each state to the set of propositions that are true in the state.

A computation in a Kripke structure is an infinite sequence \( q_0q_1q_2 \ldots \) of states with the property that for each \( i \geq 0 \), \( q_{i+1} \) is reachable from \( q_i \) (i.e., \( q_i R q_{i+1} \)).
Given a fixed finite Kripke structure \( \langle Q, R, \pi \rangle \), a state \( q \in Q \), and a CTL formula \( \varphi \), we write \( q \models \varphi \) to indicate that the state \( q \) satisfies the formula \( \varphi \). The satisfaction relation \( \models \) is inductively defined by the following rules:

- \( q \models p \), for a proposition \( p \in \Pi \), iff \( p \in \pi(q) \).
- \( q \models \neg \varphi \) iff \( q \not\models \varphi \).
- \( q \models \varphi_1 \land \varphi_2 \) iff \( q \models \varphi_1 \) and \( q \models \varphi_2 \).
- \( q \models A X \varphi \) iff all states \( q' \) with \( qRq' \) satisfy \( q' \models \varphi \).
- \( q \models E X \varphi \) iff there is a state \( q' \) with \( qRq' \) which satisfies \( q' \models \varphi \).
- \( q \models A[\varphi_1 U \varphi_2] \) iff for all computations \( q_0q_1q_2 \ldots \) with \( q_0 = q \) there exists an \( i \geq 0 \) such that \( q_i \models \varphi_2 \) and for all \( 0 \leq j < i \) we have \( q_j \models \varphi_1 \).
- \( q \models E[\varphi_1 U \varphi_2] \) iff there is a computation \( q_0q_1q_2 \ldots \) with \( q_0 = q \) with the property that there exists an \( i \geq 0 \) such that \( q_i \models \varphi_2 \) and for all \( 0 \leq j < i \) we have \( q_j \models \varphi_1 \).

A nice property of CTL is the fact that it can be completely axiomatized:

**Theorem B.1 (Axiomatizability of CTL [EH85]).** CTL is completely axiomatizable, i.e., there is an axiomatic system for CTL which is sound and complete with respect to the semantics given above.

Given a finite Kripke structure \( \langle Q, R, \pi \rangle \), a state \( q \in Q \) and a CTL formula \( \varphi \), the model checking problem for CTL asks whether \( q \models \varphi \). CTL model checking can be done very efficiently by a state labelling algorithm, which, given a CTL formula \( \varphi \), computes (inductively) for each subformula \( \varphi' \) of \( \varphi \) the set of states which satisfy \( \varphi' \) and labels these states accordingly, such that each occurrence of \( \varphi' \) in \( \varphi \) can then be replaced by a new proposition \( p_{\varphi'} \). The details can be found in [CES86].

**Theorem B.2 (CTL model checking complexity [CES86, Sch03]).** The model checking problem for CTL is P-complete and can be solved in time \( O(m \cdot \ell) \) for a Kripke structure with \( m \) transitions and a CTL formula of length \( \ell \).
### Notation

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$2^M$</td>
<td>power set of $M$.</td>
</tr>
<tr>
<td>$Q^+$</td>
<td>set of non-empty finite sequences of elements of $Q$, $Q^+ := \bigcup_{k \geq 1} Q^k$.</td>
</tr>
<tr>
<td>$Q^*$</td>
<td>set of finite sequences of elements of $Q$, $Q^* := \bigcup_{k \geq 0} Q^k$.</td>
</tr>
<tr>
<td>$\lambda[i]$</td>
<td>state of $\lambda$ at position $i$, $\lambda[i] := q_i$, for $\lambda = q_0q_1q_2\ldots$ or $\lambda = q_0 \overset{c_1}{\rightarrow} q_1 \overset{c_2}{\rightarrow} \ldots$.</td>
</tr>
<tr>
<td>$\lambda[0..i]$</td>
<td>prefix of $\lambda$, $\lambda[0..i] := q_0 \ldots q_i$, for $\lambda = q_0q_1q_2\ldots$, and $\lambda[0..i] := q_0 \overset{c_1}{\rightarrow} q_1 \overset{c_2}{\rightarrow} \ldots \overset{c_i}{\rightarrow} q_i$, for $\lambda = q_0 \overset{c_1}{\rightarrow} q_1 \overset{c_2}{\rightarrow} \ldots$.</td>
</tr>
<tr>
<td>$[q]_a$</td>
<td>$\sim_a$-equivalence class of $q$.</td>
</tr>
<tr>
<td>$\sim_{C_A}, \sim_{E_A}, \sim_{D_A}$</td>
<td>epistemic relations for group knowledge, cf. Definition 2.18.</td>
</tr>
<tr>
<td>$[q]<em>{C_A}, [q]</em>{E_A}, [q]_{D_A}$</td>
<td>set of $\sim_{C_A}\sim_{E_A}\sim_{D_A}$-indistinguishable states, cf. Section 2.7.</td>
</tr>
<tr>
<td>$Q_a$</td>
<td>partition of $Q$ induced by $\sim_a$, $Q_a := {[q]_a \mid q \in Q}$.</td>
</tr>
<tr>
<td>$Q_A$</td>
<td>partition of $Q$ induced by $\sim_{D_A}$, $Q_A := {[q]_{D_A} \mid q \in Q}$.</td>
</tr>
</tbody>
</table>
Notation

$out(q, f_A), out(S, f_A)$ \hspace{1cm} set of outcomes of a strategy in an A(E)TS/C(E)GS, cf. Definition 2.17.

$out(f_A)$ \hspace{1cm} set of outcomes of a strategy in game arena, cf. Definition 4.15.

$act(\lambda, i)$ \hspace{1cm} action tuple at position $i$,

$act(\lambda, i) := c_{i+1}$, for $\lambda = q_0 \xrightarrow{c_1} q_1 \xrightarrow{c_2} \ldots$

$c|_A$ \hspace{1cm} restriction of $c$ to the players in $A \subseteq \Sigma$,

$c|_A := (c_a)_{a \in A}$, for $c = (c_a)_{a \in \Sigma}$.

$\Pi_A$ \hspace{1cm} set of propositions observable to coalition $A$ in a game arena,

$\Pi_A := \bigcup_{a \in A} \Pi_a$, cf. Definition 4.10.

$\pi_A$ \hspace{1cm} labelling function restricted to the observability of $A$,

$\pi_A(q) := \pi(q) \cap \Pi_A$, cf. Definition 4.10.

$[[\lambda]]_a$ \hspace{1cm} updated $a$-view given history $\lambda$, cf. Definition 6.3.
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