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ABSTRACT

This thesis examines a solution for some of tradél problems in project
management: how to distribute tasks among team medf the project, how to
evaluate the effort level required for each of thoasks and how to reward one
particular team member if he or she finished cadlyeone assigned task? This

research develops one flexible method that may enalivthose questions.

The idea is simple, with a set of rules the owmtedll be able to self-manage those
decisions. Instead of using the subjective pointiedv of just one person (the project
manager), this method asks to the team membersvifiat is their view of the
different tasks. The team members rate the taskthefproject and using this
information those tasks are democratically distebu That information provides
also the team members’ estimations about eachdaskere is a parameter that may
be used to evaluate the effort level required tmhetask. Finally the team members
receive a reward proportional to the effort leveguired, if the task is correctly

performed, and a reward proportional to the le¥aluzcess of the whole project.

With simulations this thesis analyses the perforweanf this method and the possible
modification in order to adapt it to different stions.

One of the main problems for failure of self-mamagieams within organizations
has been the lack of clear working methodologiesné& leaders saw self-managing
teams as an excuse to delegate more work and gese raany of their unwanted
duties only to burden the staff with tedious respoifities without considering the
necessary training and experience. With this methadorganization has an easy to
use tool. It may be a pivotal point where the oiz@iion may test and develop their

self-managing team system

Human factors in task assignment during project agament are very complex
topics of research. The final contribution of tlEgudy is to open up research
directions which explore new ways of participateryrk scheduling, distribution and

appraisal.



1 INTRODUCTION

1.1 Background

A relatively unknown organization is the self-mamagteamwork. Self-managing
teams are also referred to as ‘self-directed’, f-sejanizing’, ‘self-regulating’,
‘empowered’, ‘autonomous’, or ‘semi-autonomous’sé&ially in all of them, the
team members have considerable authority with dedar for example, work
methods, planning, and coordination with other teaifhe different terms were
originally developed to reflect different level afitonomy, but sometimes the borders
between them seem to be not so clear and, infagglly those terms are completely

interchangeably.

Many different companies have implemented self-rgangent because it provides
many advantages. For instance, self-managing temmssupposed to increase
flexibility at the shop floor, product quality, grp effectiveness, timeliness, and
productivity; to improve customer service and wor&ttitudes; and to decrease costs,
absenteeism and accident rates. Critics suggelttdthe implementation of self-
management can also be a masked cost-cuttingdedeto dispose of a management
layer, and argued that self-management may rasuticreased individual workload,
negative stress effects, and excessive socialymeamong team members. However,
the predominant opinion is that self-managementravgs both organizational

effectiveness and the psychological well-beingroployees

The first objective of this study is to develop seful tool for teams assigned to a
project in order to increase their self-managemembethod for distributing the tasks
of a project and the reward for those tasks. Até® $tudy will analyse and evaluate

the performance of that method.
1.2 Motivation

Today companies and their employees have to fatpletely new challenges every
single day. In the last ten years, there have Weenindustrial sectors that have
continued living untouched, but most of them hakanged completely. In this age

of continuing changing, should we keep using ounagament methods? Or is it



time to use new tools to manage our resources?

Many organizational theories have very hard wodssing from the academic to the
real business world. Some of them are too abstrams, inflexible or too

revolutionary; self-managing concepts are not arepton.

The aims of this thesis are to provide a new singrld useful method, easy to
understand and implement, helping to be more efitcand more flexible.

Both, the task assignment and the reward allocati@ne chosen to be combined in
this distribution method; because the correct ithistion of the task within a team

and the reward for the employees who finish tresktcorrectly are key factors in the
development and success of a project.

The economic challenges, the world is undergoiaguire companies to find better
ways to not only reward the most efficient empl®/dmut to motivate all workers to
increase performance while keeping or improvingress value. Both must be done
as cost-effectively as possible.

Employees not only want good salary, they also warie valued and appreciated
for their work, to be treated fairly, to do workathis important, and to have

opportunities for advancement and involvement endbmpany.
1.3 Research objectives

This method may be used by those companies which toecreate a self-managing

environment for their project teams. The main art#eesthesis will cover, are two:

1. Development of the basic distribution method analuation.
2. Development of improvements for the basic modahgyo solve the

discovered problems.

1.3.1 Development of the basic distribution method andeho

For the first point we are going to define our wisition method, it has to

accomplish the following lists with guidelines afthority delegation (Yukl, 2002):

- Specify responsibilities clearly



- Provide adequate authority and specify limits stdation

- Specify reporting requirements

- Ensure subordinate acceptance of responsibilities

- Inform others who need to know

- Monitor progress in appropriate ways

- Arrange for the subordinate to receive necessdoyration
- Provide support and assistance, but avoid reverisgation

- Make mistakes a learning experience

After defining the distribution method we are goitagmake a model of that basic
method. The elements of the model that we are gtindefine are: the utility

equation of the team members and the performanesunament criteria.

1.3.2 Analysis of the simulation of the model

We want to study the limitations of the basic metlamd the environments where it
should not be implement. For that we are going éfiné characteristic of the
different elements of the method (members’ prefegsnreward, task difficulty, etc.)
that are necessary for its ideal implementatiorteAhat, we are going to study the
impact of non-ideal characteristic in the perforcanof the method. All this

information will be extracted of the study of thguations of economic model.

1.3.3 Proposals for the basic model trying to solve dassproblems.

In this point, our aim is to develop more advanoegthods. They will try to adapt
the system to different non-ideal conditions. Thosethods are so complex that it
will be almost impossible to find a simple economiodel for them, so the models

of those complex methods are out of scope.
In summary the main primary question we want tonendere is:
How doesthistask distribution method work?

This method, using self-managing team, combineferéiit aspects of project

management in order to find a global solution a¥ fengineering problems. We are



going to define it under the guidelines of managendelegation.
What are the results of the distribution method work under different conditions?

Unfortunately it’'s very hard to compare the resoltshe model with real-world data
without a specific experiment because we are etiaaome factors we cannot
measure without a precise questionnaire, for imgtarpreference of a task,
satisfaction after performing one task, skills,. &s consequence of that, this thesis
will not use experimental data (that is completaly of scope); it will use only the
output data from the economic model and the sinaurat This data, provided by the

simulations, will have enough scientific rigour ahaill answer the question.
The secondary research question this thesis igdoianswer is:

What arethe plausible problems and restrictions this method may face and how

may it face them?

Of course this method has to be applied in differen-ideal conditions. Different
working situations and environments will need aapdtion of the method. Another
problem is the strategic voting, doing that fewmemember may alter the normal
functionality if the method. For all of them, thisesis will provide modifications for

the basic method and simulations of them.
1.4 Thesisstructure
Chapter 2: Literature review

In the second chapter, we present a general revidhe literature in the domain of
self-managing team, productivity measurement probland reward relevance. In
addition, we included extensive detail of the kefition of the concept we are

going to use through this thesis.
Chapter 3: Basic distribution method

In the third chapter, we describe the basic taskitdution method. In addition, we

provide an example of its different stages.

Chapter 4: Research methodology



In the fourth chapter we develop a mathematical ehadhich is going to be used in
the fifth chapter to test the method under diffei@@nditions. This chapter is divided

in two main sections:

The aim of first section is to find a simple and\e#o-use model to forecast the

decision of the team member when they will utilize distribution method.

The aim of the second section is to define measemérparameters in order to

evaluate the performance of the method using itdaio
Chapter 5: Simulations

In the fifth chapter, once the model for the basiethod and the measurement
parameters have been developed, the simulatidreahbdel will start. We check the
model under certain circumstances results in otdestudy the behaviour of the

model (and the method) under those circumstances.
Chapter 6: Analysis of the simulations

In the sixth chapter, we will report the findingerh the analysis derived from the
description of the method and simulations of thedehoThese results will point to
the conclusion of what are the plausible problemd @estrictions this method will
face under different situations. In addition thipter will consider and suggest the

responses to those problems and restrictions.
Chapter 7: Conclusion: Implications and limitations

In seventh chapter, we will summarize, integrate] discuss the results of this
dissertation study, as presented in the previoaptehs of this thesis. In addition, we
will discuss a number of downsides and limitatiamfighe present study and offer
suggestions as to how these might be overcometumnefuesearch. Subsequently, we
will address some remaining loose ends and thougjtisit research questions for
the future. The chapter will conclude with the moi@ practical implications of the

findings that were presented in this thesis.
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2 LITERATURE REVIEW

Companies nowadays have to deliver quickly andlilgxew quality products and
services, in order to be able to respond to greatdrshifting demands from clients.
Standardisation and specialisation is distincti¥etraditional work organisation.
However, for a continuous changing environmeng thaditional work organization
doesnt seem to work as well, and may lead to doatibn problems and
inflexibilities. Consequently, companies started ldok for new forms of work
organisation (European Foundation for the Improvand Living and Working
Conditions, 2007).

When a team has to start a new project, thereharemo main questions for a project
to face: “Who is the best member of the team fahe@sk?” And the second but
even more important: “How is productivity going b® measure for each team
member?” In very well-known, groups working for nyawyears together, and

performing very well-known tasks, those questioageheasy answers. Unfortunately

this situation is no very common in many enginegprojects.

Starting with the second question, one classicablpm in management is the
measurement of the productivity. The commonly udefinition of productivity is:
The ratio between the amount of goods or servicesuysed and the labor or

expense that goes into producing th@wones, 2006).

For many years it was a good definition but nowopens to debate. The simple
theory appears to be logical, but in practice weeha difficulty when we want to

define the produced output. For instance, if wetvt@amise this literal economic point
of view about productivity in software industry, well face few problems because

the output is not clear.

Software metrics measure the “amount” of softwaredpced with lines of code;

because, at its most fundamental level, softwasedsmputer program comprised of
lines of code. However, lines of code, in and dantiselves, are not the primary
deliverables of a software project and custometesnofio not know how many lines
of code are in the software they are buying.

11



Another approach that is often talked about for sneag output is Function Points
(ISO/IEC 14143-1:1998). But it doesn’t count thenmection among different
members for the software team or the value of thiéware produced. In this
situation, the team productivity is hard to figunat and it's even harder to measure
the contribution of individuals on that team. Wen @t a general idea of a team's
output by looking at how many features they deliper iteration. We can get a
general idea of whether a team's speeding upardfteam is more productive than
another. But individual contributions are much Rkardo measure. While some
people may be responsible for implementing featurdsers may play a supporting
role (helping others to implement their featur&@®)eir contribution is that they are
raising the whole team's productivity but it's vdrgrd to get a sense of their

individual output unless you are a developer o tkeam (Fowler, 2003).

After this example we can conclude that the treddi definition may work in

situations where the connection between the pfofithe company and the task or
role carried out by one employee is clear. It ig/\afficient for an assembly line, for
instance, but an entire disaster when they aretedajp different departments.
Nowadays in many engineering fields, this stramgrinection is very rare to find or
the relation among different tasks is very complé&ustin, 1996). Frequently

managers have to use subjective and/or arbitrargnpeters in order to rate other

people’s work in companies with these old styledpiaiivity measurement methods.

Efficient reward programs play an important role arganizational success by
helping to attract and retain high-performing emyples:

- Studies by Gallup and the Corporate Leadership €ibshow that company
appreciation of the employee’s work is highly ctated to improved

employee engagement with both the employee’s wodkaaganization.

- Increased employee engagement has an intensevpositect on rising job

performance and capturing business value.

- Organizations actively seeking to improve emplogagagement, including
through the use of formal and informal recognitiinancially outperform

their competitors.

12



Traditional methods for keeping and motivating wesek utilize compensation and
benefits; but they fail frequently when they hawe rmeasure the amount of
recognition they should give to one particular esgpk. Usually many companies
have very wide-ranging reward systems. Without ¢beect identification of the

reward, the whole system is more ineffective angkesive.

There are many cases of how a good reward systeyninflaence the company
performance. The reforms in Scotiabank, Delta A@d and MGM Grand, for
instance, illustrate how some organizations areuetsiring their reward programs to

connect them better with employee engagement asiddss strategy.

In the 2003 National Recognition Survey, sponsobgdWorldatWork and the
National Association for Employee Recognition (NAER7% of the 413 responding
companies reported that they had some form of grleme reward program and 40%
of the respondents indicated that they were expantheir programs. Companies
hope to achieve a number of results through tle@ognition programs, but creating
a positive work environment was the top reasondditethis survey (80%). Other
goals included creating a culture of recognitio%j, motivating high performance
(75%), reinforcing desired behaviours (75%), inshe@ employee morale (71%),
supporting the organization’s mission and values6%)f increasing
retention/decreasing turnover (51%), encouragingltg (40%), supporting a culture
change (24%) and other (5%).

Companies have also cited a number of additioredaes to adopt these types of
programs, including the following: reducing costdfracting and retaining key
employees; increasing employee productivity, coftigehess, revenues and
profitability; improving quality, safety and custemservice; and lowering stress,

absenteeism and turnover.

A key finding is that recognition programs needncdude multiple forms of awards
for instance, what is reward for one employee wilt necessarily work with all of
them. In addition, reward programs don't need tekgensive. In fact, many of the
studies we discuss show that non-cash rewardsidimg) simple verbal recognition,
usually work best. What matters is that the rewardaluable to the worker and is
awarded for behaviours linked to specific job perfance goals.

13



Another matter to be solved is how one company hadle with a new, different,
daily challenge. We are living a technology racdwe Trequired knowledge is
changing continuously. Many times managers arettke Ibit lost without the
complete understanding of their employees’ work ,anfl course, it makes
management mistakes. The best way to avoid thostakes is to delegate the
responsibility of few matters to a lower level eoy#e who is closer to the necessary
knowledge (Austin, 1996). But the questions now &viere may someone define
the hierarchy limit? Who is good enough to recdivat responsibility? In a lot of
situation, managers choose one member of a tearpmject as “technical project
leader”. But we don’t have any guarantee thataitgood choice. Even more, maybe
the topic of the new project is so new that nobisdyompetent enough to carry with
the management responsibility, there is no goodcehdrelating now with the first

guestion, do I really know who should do each task?

In the 1950, the Tavistock Institute of Human Relad in London developed a new
type of work design studying coal mines. The tiadal small work groups in the

mines had been replaced by a large-scale and depdirced method of coal

extracting. While studying the consequences ofrie method, researchers found
an interesting phenomenon. Some groups of workads reorganized their work

situation in one strongly similar to the traditibsanall work group. And even more

relevant, those groups had higher productivity,atge personal satisfaction and
decreased absenteeism (Trist & Bamforth, 1951)s@remalmine studies played a
major role in the development the concept of sedfaging teamwork (Parker, Wall

& Cordery, 2001).

During many years of developing of organizationaédry, we went form the
classical or mechanical era to the post-moderniem(i€s not a global evolution,
many companies didn't evolve anything and theystitestuck with very primitive
view). Now an employee is not any longer one pisa®e in the assembly line,
human beings are something much more complex. Masdgave to work with
people with higher education, risen a world of deraoy and freedom. They have to
perform very sophisticated and creative jobs bay tare completely excluded from
the management process (Shanks, 2006). The Agitefésso includes the principle:

“The best architectures, requirements, and designsrge from self-organizing

14



teams.

A study of more than eighty self-managing teams @bt American
telecommunications company (Cohen and Ledford, },98dnd that self- managing
teams had significantly better job performance higther employee job satisfaction
than traditional working groups or departments. #theo study (Batt, 2004) exposed
that self-managed teams showed considerably highels of perceived discretion,
employment security and satisfaction for workerd arere effective in improving

objective performance measures.

In a widespread European study, (Benders et all)28180 found a positive effect of
self-managing in reducing absenteeism rates androwig organisational
performance. Workers with higher control over theios are likely to feel more

committed to their organisations and more satisfigt their jobs.

At the same time, working in self-managing teantdlifates employee learning and
skill acquisition, as well as information sharimghich may be particularly important
in conditions of growing economic uncertainty (Waget al. 1997; Wall et al. 2002;
Vaskova 2007). This is particularly likely to beetltase for diagnostic skills in
complex systems where on-the-job learning is aeprgsite to obtaining the
necessary knowledge and for the acquisition oft tskills, where learning from
others is likely to be the most effective sourceskifl development. For instance,
research on the software development industry hasrs team-based learning is

crucial for engineers’ knowledge acquisition (B&r001).

A review of survey based research over the lasadieconcluded that the great
majority of studies had found positive effects opemtional measures of

organisational performance (Delarue et al. 2007).
2.1 Key definitions
Task

In project management a task is an activity thatdseto be accomplished within a
defined period of time. An assignment is a taskeunthe responsibility of an

assignee which should have a start and end daiteedefOne or more assignments
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on a task put the task under execution. Completfoall assignments on a specific
task should claim the task as completed. Tasksbeahinked together to create

dependencies.
Project

A project is a temporary endeavour with a definedibning and end (usually time-
constrained, and often constrained by funding diveiables), (Chatfield, 2007)
undertaken to meet unique goals and objectiveskddloSebastian, 2007) typically
to bring about beneficial change or added valuee TBmporary nature of projects
stands in contrast with business as usual (or pesl, (Dinsmore, 2005) which are
repetitive permanent, or semi-permanent functi@ativities to produce products or
services. In practice, the management of thesesigtems is often quite different,
and as such requires the development of distiratinieal skills and management

strategies.
Project team

A Project team is defined as an interdependeneciidin of individuals who work
together towards a common goal and who share regplity for specific outcomes

of their organizations (Sundstrom, et al. 1990).

Project Teams are time-limited. They produce ometioutputs, such as a new
product or service to be marketed by the compamgva information system, or a
new plant (Mankin, Cohen & Bikson, 1996). For thestnpart, project team tasks are
non-repetitive in nature and involve considerablgpligation of knowledge,
judgment, and expertise. The work that a projeamt@erforms may represent either
an incremental improvement over an existing concepa radically different new

idea.
Project Management

Project management is the discipline of plannimganizing and managing resources
to bring about the successful completion of spegfbject goals and objectives. The
primary challenge of project management is to ahiall of the project goals

(Nokes, Sebastian, 2007) and objectives while honguthe preconceived
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constraints (Dinsmore, 2005). Typical constrainte acope, time, and budget
(Chatfield, 2007). The secondary (and more amtsdalallenge is to optimize the

allocation and integrate the inputs necessary tt pre-defined objectives.
Self-managing team

The main idea of the self-managed team is thatléhder does not operate with
positional authority. In a traditional managemaesley the manager is responsible for
providing instruction, conducting communicationyve®ping plans, giving orders,
and disciplining and rewarding employees, and ntakiecisions by virtue of his or
her position. In this organisational model, the &ager delegates specific
responsibility and decision-making authority to team itself, in the hope that the
group will make better decisions than any individieither a manager nor the team
leader makes independent decisions in the delegatgmbnsibility area. Decisions
are typically made by consensus or by voting. Ba@tas a whole is accountable for
the outcome of its decisions and actions.

Normally, a manager acts as the team leader aedp®nsible for defining the goals,
methods, and functioning of the team. However,ridependencies and conflicts
between different parts of an organisation maybh®best addressed by hierarchical
models of control. Self-managed teams use cleandanes to create the freedom

and responsibility to accomplish tasks in an egficimanner (Blanchard, 2005)

Groups between 5 and 20 employees can form selagehteams and in many
organisations they manage complex projects invglwiesearch, design, process
improvement, and even systemic issue resolutiorticp&arly for cross-department
projects involving people of similar seniority léseWhile the internal leadership
style in a self-managed team is distinct from tiadal leadership and operates to
neutralise the issues often associated with tawiti leadership models, a self-

managed team still needs support from senior maneageto operate well.

Self-managed teams may be interdependent or indepenOf course, merely
calling a group of people a self-managed team doésnake them either a team or

self-managed.

As a self-managed team develops successfully, amadenore areas of responsibility

17



can be delegated, and the team members can comayt@mn each other in a

meaningful way.

In self-managed teams it is vital that the managgts expectations for his/her
employees. Expectations allow individuals to untders the manager’s evaluation
process in addition to holding employees accouatéblicertain tasks. If it becomes
routine that an employee’s tasks are unfulfilldae tmanager should replace that

individual immediately.
Utility

In economics, utility is a measure of relative Sattion. In other words, it is a term
referring to the total satisfaction received byoasumer from consuming a good or
service. Given this measure, one may speak meatiygf increasing or decreasing
utility, and thereby explain economic behavioutarms of attempts to increase one's
utility. Utility is often modelled to be affected/ltonsumption of various goods and
services, possession of wealth and spending ofireeiime (von Neumann and
Morgenstern, 1944).

Economic Model

An economic model attempts to abstract from compleman behaviour in a way
that sheds some insight into a particular aspettaifbehaviour (von Neumann and
Morgenstern, 1944). The expression of a model caninbthe form of words,

diagrams, or mathematical equations, dependingp@maadience and the point of the

model.
Tactical voting

It's a situation where voters do not vote in acemak with their true preferences, but
instead vote insincerely in an attempt to influetiee result. A group of voters must
partially coordinate behind one in order to diskedy disliked incumbent (Myatt,
2006).

Reward

A psychological reward is a process that reinfodsekaviour — something that,
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when offered, causes a behaviour to increase @ngityy. Reward is an operational
concept for describing the positive value an indlil ascribes to an object,

behavioural act or an internal physical state.
SMART

SMART is a mnemonic used to set objectives, fomgxa for project management,
employee performance management and personal gevetd. The first known uses
of the term occur in the November 1981 issue of &fgment Review by George T.
Doran (Jersak, 2011).

Specific: Goals should be straightforward and emeawhat you want to happen.
Specifics help us to focus our efforts and cleddfine what we are going to do.

WHAT are you going to do? Use action words sucHiaet, organize, develop, plan,
build etc.

WAHY is this important to do at this time? What dmywvant to ultimately accomplish?
HOW are you going to do it? (By...)

Ensure the goals you set are very specific, cledreasy. Instead of setting a goal to
find job, set a specific goal to search for at i€éagpb openings in a particular field

by then end of this week.

Measurable: If you can't measure it, you can't gand. Choose a goal with

measurable progress, so you can see the change Hosu will you see when you

reach your goal? Establish concrete criteria forasneing progress toward the
attainment of each goal you set. When you measoue grogress, you reach your
target dates, and experience a sense of achievement

Attainable: Goals you set which are too far ouyadr reach, you probably will not
be able to finish. A goal needs to stretch youhthgso you feel you can do it and it
will need a real commitment from you. For instanifeyou aim to submit your

resume to 50 job postings by the end of the dakiis-rhay seem overwhelming.
However, you may be more likely to complete a gufalO a day for 5 days. The

feeling of success which this brings helps yowetoain motivated.
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Realistic: This is not a synonym for "easy." Realjsn this case, means "do-able.”
The goal needs to be realistic for you and whene @ at the moment. A goal of
completing a degree within 1 year is not realifticmost people. Pace yourself but
be sure to set goals that you can attain with seffieet. Too difficult and you set the
stage for failure, but too low sends the messageybu aren't very capable. Set the
bar high enough for a satisfying achievement!

Timely: Set a timeframe for the goal: for next wegkthree months, by the end of
the year. Putting an end point on your goal gives & clear target to work towards.

Time must be measurable, attainable and realistic.

3 BASICDISTRIBUTION METHOD

The method works in the following way: the compé#rag to perform a new project.
The project manager’s role is to divide the projetd tasks and to distribute them
among the project team, from this moment on, “team@mbers”. In the ideal
situation, the basic case we are going to study, fall the team members are able to
perform correctly each one the tasks of the promih higher or lower effort. In

following chapters non-ideal situations will be buzad.

First of all, the project manager defines the regaents for each task. Any criteria
of good requirement could be used (for instancey ghall cover all the aspects of
the SMART criteria). Even if it's not possible tefthe clearly each task (it's very
common to find ambiguity and non-defined areashat beginning of the many
projects), the project manager shall remark thasewell defined tasks. Wherever
there is a possible change in the requirementsheftask should be identified,

because it’s an important factor to be considesetihé team members.

After defining the task, the project manager magppre a briefing with the team
members about the project and the tasks. The atmsbriefing is to provide to the
team member receive the necessary information tergtand the difficulties the
each task. Depend of the complexity of the projectre information may be
delivered to the team member in form of handoutstware, digital or online

documentation.
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This briefing has also an important benefit besites method itself: it encourages
the whole team members to understand every siagle From the beginning the
will work more coordinated because they have a detapview of the project, and
also a deep understanding of the task assigndtetother team members as well as

their own.

From the moment that the information is delivettbe, project manager has a passive
role in the distribution process. That may be MVegjpful if the project manager is
part of the team. It is a very common situatiothi@ engineering field that a task has
to be assigned to project manager; so with thidatets sure that the whole process
is not going to be affected by the project managpréeferences (even if he is not
specifically part of the team it is required higpart of the team during the whole

project).

But a key role that an external manager has (tbggrmanager or another one) is
the surveillance and support of the whole proc€hat is very important role in big
team were the distribution could be affected byaug of member working together

in order to get maximum benefits from the methadt{tal voting).

Once the team member have a clear understanditigeaiasks of the project, the
members of the team will rate or vote for the etdk. They rate them answering
this question: “Do you think this task should bsigsed to you in order to have the
best project’s result?” For instance, the rate nemmbay go from 5 to 1; “5” means
it's a perfect task for my abilities and preferesicand “1” means it's a non-capable
and non-desired task. The team members know hosvril@thod works and the
consequences of their choices. When they finisingagll the rates of a task are
added up, the result is called “team rate”. Thismteneasure the subjective view of

effort required for each task. This effort hasmarerse relation with the team rate.

A reward is associated to the project. It may beametary reward, a grade in the
company profile of the employee, a prize, a recogmj etc. It may be not a single
type of reward but a combination of them. Anyththgt has a value to the employee
and that can be quantified somehow. That “projeatard” is established by higher
hierarchy levels, and when the project manageivesehe project; it should be also
included the total reward for it. The project red/as divided in two parts: the total
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task reward and the global success reward. Theabklzcess reward is received by
all the team members at the end of the projecgroigss if they finished correctly or
not their own task. The objective of this rewartbikeep the team members working

together instead of only being focused on their tasks.

On the other hand, the total task reward will becahtely distributed to each team
member only when they finish their tasks corredBgnerally, if the tasks are very
disconnected between them, then the global suceessd should be much smaller
than the total task reward. If the tasks are vemnected between them, then the

global success reward should be not so small or egaal to the total task reward.

In order to distribute the total task reward adéelyathose team members who
performed task with higher required effort shouddeive more reward than those
who performed easier task. So the correct finabmabf every task has associated a
reward: the team members, who finalized succegstukir assigned tasks, will
receive the reward associated to those tasks amdedm members, who didn't
finalize successfully their assigned task, willewwe no reward or a penalization.
Those “task rewards” shall have a relation with tbquired effort, therefore an

inverse relation with the team rate.

It's not a critical matter which kind of formula ised to find a task reward, as long it
keeps the inverse relation. In this thesis we aiagyto use a “geometrical” inverse

proportionality, in other words, the proportion\ween any two different team rates
will be exactly the inverse of the proportion betweany the two different task

rewards. But it's not the only valid way to findezplate rewards, for instance, they
may be a set of predefined reward sort by team(lateest to highest).

This inverse method is chosen because it requess $et up of the model. In
arithmetical we would have to define the mediumeleaf reward (arithmetical
origin), and even worse in predefined reward, wiveeewould have to define each
predefined task.

Using our inverse method, the task rewards areutzdéd as the sum of the inverse
of each team rate multiplied by the team rate ef tdsk, as it's described in the

following formula (1).
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Reward of _ Total task reward o 1 N 1 ‘e
task X Teamrate of task X “Téhnratetask1 Teamrate task 2

)

Example: there is a typical software project. Thgjgrt manager divides the project
into 5 tasks. They are different functions of ooéwgare application. All the team
members can perform every task but they don't regiie same effort level. There
also are 5 team members (including the project gemaThey will rate the tasks
from 1to 5. Also the software department mangerdecided that the reward for
this project is 535: 335 is for total task rewardl 200 is for global success reward
(40 for each team member if they have 100% of ss)cdhe voting result for this

example is:

Table 1 Example of therating of the tasks.

TaskK Member 1, Member 2l Member 3 Member 4 Member 5 Team rate Rewar d
A 2 3 3 1 4 16 45
B 1 1 2 2 3 9 80
C 2 2 1 5 1 10 72
D 1 1 4 1 1 8 90
E 4 4 1 3 2 15 48

Now the team members will be assigned to a taskti®g with task with the lowest

team rate, the unassigned member with the highastar will receive that task.

When a member receives one task, that member caenassigned to another task.
The next task for assignation will be the task wilte second lowest team rate and
the process is repeated. In case of a tie betwaot more team members, this task
is not assigned in that moment. This task will bsigned when there is only one of
the team members of the tie still unassigned. Towechart of the assignations is the

follow:
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Sort the tasks by team rate.
Take the next task of th

Lowest to highest.
list.
A
No
Is there only ONE team member No Is it the last unassign
with the highest vote in this task? task of the list
Yes Yes
\4 A
4 )
Assign the current task to member v Go to the highest unassignef
highest vote. task and choose randomly c
member with the highest voi
v \_ V,
Go to the first unassigned task]f:
the list

Fig. 1. Flowchart of the assignation process ofdis&ibution method.

Example: continuing with the previous software pobj the task with the lowest
team rate is the Task D, so the assignation praseagsing to start with it. The team
member with the highest vote in that task is ther¥der 3, so he will receive the
Task D. Then the assignation process continuestivtifask B which is assigned to
the Member 5 and the Task C which is assigned tmidde 4. Then the next task
should be Task E but this task must be skipped usecdhere is a tie between
Member 1 and Member 2. When the tie was solved,tdsk would be the next one
in the process. Following the order, the Task Agsigned to Member 2, breaking the
tie, so immediately the next (and last) task ikTasand it is assigned to Member 1.

With this last task the assignation process isfiad.

Table 2 Example of the preferences of a team.
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Task Task Global Success Total
Member _ Success?
Assigned Reward Reward Reward
1 E Yes 48 90
80% global success
2 A Yes 45 78
(8 out of 10)
3 D Yes 90 122
Global Success
4 C No 72 Reward =32 32
(out of 40)

5 B Yes 80 112

In the example the team member 4 didn’t finalize éissigned task and, because of
that, he is not going to receive any task rewaunt,ds a member of the team he will
receive a part of the global success reward. Thanloer was working with his
colleges and, even if he couldn’t deliver this wdmfore the deadline or with the
required quality, maybe part of his work was usedhiis colleges to perform their

own tasks.

This distribution method fulfills the task prefeoms of the team members in
combination with the rewards connected with theréffequired by the task. As this
method mainly only depends on the team membersisides, they take

responsibility of the correct performance of thejgct. As we explained before, the
distribution method is very fast and flexible. Tbempany is not going to waste
employees’ time: only 5 minutes for making the dem of the different votes and
for writing it on a piece of paper or in an onliagplication. With such little time, the
company would receive very valuable information wbtheir employees. For
instance, the company is able measure the prodhyctwthin the team, even if the

tasks are very heterogeneous (tasks manageriatjinabon, development, etc.).

It is very important that the people (specially team members) involved in this
process understand the implications of the mettay have and how it works.
Because essentially, the team members are takiagad responsibility in the task
and reward assignation, and the managers are tialgdglaeir power. Both must be

25



aware of it and they must agree to take the passitmhsequences.

Of course, this basic method may be combined withtteer reward system (there is
not any incompatibility). For instance, this methdmbsn’t provide a measure that the
project is performed under certain requirementghdéf company wants to measure
also the quality or the quantity of the output b&ydhe minimum required level,
then the company may combine this with another réwgstem focus on that.

Also there is another possibility, during the tedifferent more complex method
will be developed. Those complex methods will tnysblve some problems of the

basic method and to adapt it to specific situatjaesas the described before.
4 RESEARCH METHODOLOGY

Once the method has been explained, in the firstgbdahis chapter we are going to
develop a mathematical model which is going to $edun the next chapter to test
the method under different conditions. The aimhaf mext section is to find a simple
and easy-to-use model to forecast the decisioheofdam member when they would
utilize the distribution method. We are going neitko try to evaluate every possible

variable in the decision process nor to make aremd complex model.

After defining the model we are going to use indaion, we are going to define
measurement parameters in order to evaluate terpamce of the method using its

model.
41 Modd of thebasic method

ConsiderN team members and tasks. Each team member has one killvith
i={1,2,...N} and each task has a difficulBj with j={1,2,...N}. The difficulty gives

us the effort required if a member has only onenfpof skill. Every team member
has also a preference for the each Bkt represents how much the team member
wants to be assigned to a specific taskdbecause of that the effort level for that
task is increased or reduced. In other woRjstepresents the rational view of the
effort that one task requires, it's the same oftladl team members because it's the
actual effort they would take if they are assighedhat task. On the contrary;
represents each team member’s personal (irratsmméhow) view of the effort that
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one task requires, it's different for each team menbecause it's related with his
personal “feeling” about each task. The memberdtiiigel” that an easy task it’s

harder because they hate it, or that a hard taséasier because they love it.

The team members don’t know their own values eyadthere is a “subjectivity
distortion”. The skill value they perceive & with normal distribution with mean

equal to the actual valug &d with a standard deviation®f.

As it was commented before, all the team membersable to perform any task. In
other words, there is no minimum level of ability the tasks; the only different is
that the task will be harder for one member wittv lability than for other with
higher ability. This scenario is not unrealistior fnstance, in the field of software
engineering: one big application has to be dividatb few parts, one per
functionality. Every team member is able to codergwpart; they prefer one easy
task because they will be very relaxed and one tesmkl will make them feel under
pressure. In other words, every task has a spéctst” for each team member. This
“cost” is defined (Lazear, 2001) as the followirgstfunction (2):

The parametek is a constant that converts one “unit of efforttoi one monetary
unit. It helps when this cost shall be related twage or income, as we are going to
do later on. But in this model we will set up théedtent factor in order to have a

common normalized value, so for the momierit.

Ris the total reward for the tasks of the wholgjgmbandV; the votes of each team
memberi for each task. The votes may have any possible value betweerd116.
Continuous votes may be not very realistic but rétgcvotes make the formulas of
the model much harder to understand and the sysiigch more complex. Moreover,
once continuous votes are found the change toalésones is not so difficult.

As it was mentioned before, the system this methidlduse to divide the reward

among the team member must have an inverse proposith the team rate for a
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task (the sum of every vote of every member fot thak). For the moment the
global success reward will be ignored for making model clearer but it is going to
be included at the end of this chapter.ISe the income that any team member will

receive if the taskis assigned to him. The function of that income is

R
= w1
E V) s
= ht

3)
Finally the utility function for the voting process
Uj=1L-Cy
4)

The team members are not going to know the skillthe other team members.
Instead of that they know the skill avera§eof the whole team and they will
deduce the “average vote” of the “average membEKpected Income of the
“average member” for the tagks:

(5)

The “average member” will vote in order to have shene utility in all the tasks:

U1=U2=l73="'=l7N
R _& _ R _& _ R B D, o R _DN
syw L 5 v L5 en L5 1773
V1 t=177 Vz t=1%77 V3 t=17 VN ZItV=1]7
t t t t
(6)

Solving this equivalence leaving, as a free variable:
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— _ — ND1+R§_ Zévlet

V. _
27 "'ND,+RS—-3¥N . D,
— — ND1+R§_Z{-V=1Dt
V3 = V1 = N

ND3 + RS - Zt=1 Dt

_ _ ND;+RS-YN_ D,

VN =

'NDy +RS-3¥N.. D,

N

z 1 NRS

P Ve Vi(ND; +RS— XL, Dp)
(7)

Now instead of using/;as free variable, the equivalence (7) is solvedigusiny

other average vofié.:

7 =0 ND, + RS — ¥{_1 D;
7~ "“ND;+RS -3 D,

EN: 1 NRS
£V, Vi(NDx+RS— XL, Dy)

One condition of the voting system is that all woall be positive so:

N
D + RS — ZDt>OVj=1,2,3...N

t=1

N
1
R> _—ZDt
S

This equation provides a degree of freedom, so awe ho find another condition.

The Iowesth will be assigned for the minimum possible value &vote. This
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value is 1. The task that has the highBgstis that lowesV;. So this degree will be
used for setting the model up in the following way.
Min(V)=1;Vj=12..N

N
1 RS
¢ 1NVt NDmax + RS — t=1Dt

V Dmax + RS_ - Z{y:l Dt

77 D +RS-YN.D,
(9)

Solving the system of equations, we ha)_yefor all the different tasks. They are

going to be used by the team member to make arosppation of the expected
income of a particular task.

Now we are able to find the value of the team mesibetes. We start with the
team members’ utility:

B B N
h=1" pt t=121}\l]=1vht
(10)

As in the previous part, they are going to followe tstrategy of having the same

utility of all the tasks because it's very hard fleem to predict with task are going to
receive:

Up=Upyp=U3z="= Uy

Simplifying with the following approximation:

N
YT
N—z
t:lzh:lvht
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N
> Vi = Vg + (N = 1)
h=1

YoV + (N -1

1

This equation doesn’'t have any dependence of ttes\af the other team members,
only with the “average member” and we already kribwse votes. For instance for

the team member 1, the equation to solve is:

R/T D,—Py  RJT D, - Py,
Va+(N-1DV, S  Va+WN-1DV, S
R/T Dy — Py
“VUNt(N—DVy S

Solving the equivalence again:

RS{(Vi; + (N — 1)V)

V., = — —(N-1DV.
12 RS+ (Vi3 + (N = 1)V)T(Py; — Dy + Dy — Pyp) ( Ve
RSi(Viy + (N — 1)V) -
V13 = 7 1 — - (N - 1)V3
RS+ (Vi3 + (N = DV)T(P1y — Dy + D3 — Py3)
RS!(V.; + (N — 1)V, _
" (W + (N = D7) -

" RS+ (Viy + (N — )V)T(Py, — Dy + Dy — Pyy)

Now instead of using/;; as free variable and of solving a particular casgeneral

solution V;; for any task and any team membemay be found. In this casg, is

used as a free variable:

_— RS{(Vix + (N = D) _(N-DT
Y RS{ + (Viy + (N — I)Z)T(Pix —D,+D; — Pi]') !

The vote has to fulfill the following conditions:
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B U DV, (RS] + (N = DYT(Py — Dy + D; — Pyj)) — RS{(N — DV,
= (RS; = T(Py — Dy + D; — P;)(N — 1)V))

(RS{(1+ (N —-DV) —T(Pyy =Dy +D; — Py )(N— 1V, ) >0
RS{+ (Vi3 + (N — DV)T(Py; — Dy + Dj — Py;) > 0

Again we find a degree of freedom; in this casewadt to maximize the utility. In

order to do that we have to maximize the utilityttod lowestD; — P;;

7 R D-P
o ~i 25—1; Si
=1 N7,
oU; oU;, —RT
—=0>—==—
av; aV; .T
But the minimum possible value for one vote-is RSy vVji=123..N
T(Dj—Dy+ny—ij)
so:
Vyy > RSy Vji=123..N
j=123..
¥ T T(D; — Dy + Py — Py))
U_R D — P
T S;
Uip=Up=U;z == Upy= ~i
R Dy — P4 R D, — P;5 R Dy—Piy R D-P
Vi T S Vi, T S VinT S, T S
V= R
ij D. — P
T(0; + L)
L
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Finally the global success reward will be includadthe equations. The Income

formula is now:

R
I = + Gy
] 1 lj
N vy | —
(Zh—l h])(zt—l Zlf\llzl Vht)

The factor G;; is the reward for the global success of the ptoj€éhis parameter
depends of which task will finally receive a spicimember. Assuming that the
difficult of the project is well-balanced, if oneember finally receives a task much
harder than his ability then there is a small ckawicfinalizing that task without the
required quality. From the point of view of oneglenteam member, if he receives a
very easy task compared with his skill and the ayey it means that another team
member will receive a very hard task. So he kndves the probability of finishing
the project is lower. The expected value of théglsuccess reward;; is:

b, _ DS,
T3

R
Gij:m(l—(l

(11)

The global success reward (11) has a constati® < « < 1) which defines the
influence of the effort in the chances of succddsialization of the tasks. It's an
empirical value, in this case is we are going sua® that is a constant with value
0'01.

Also in order to simplify the complexity of the $§m and reduce the number of

variables the global success reward will exactéyhhlf of the total task rewakl
The new vote equivalence is:

v, = RS{(Vixy + (N — DV,) N7
Y RS+ (Vix + (N = DVDT(Pix — Dy + Dj — Pij + S/Gix — S{Gy;) J
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4.2 Modd for performance measurement

Finally we are going to define the performance e team, in order to compare
different situations and distribution systems. Ehare two main factors we want to
measure in order to find the performance of teatobaj level of success and

satisfaction of the team members.

The satisfaction of the team member is measurettheasquare of expected value
divided by the received value. The satisfactionncaitbe bigger than 1 so in case of

receiving more income that was expected, the satish is only 1.

1 when Expected < Received Income

Satisfaction = { (Received Income 2 )
( ) when Expected > Received Income
Expected Income

The expected incomeEy;) is proportional to the difficulty of the task fmerform
modified by the preference of the membéor that particular task R is the total

task reward,D; is the difficulty for that task and;; the preference.

_ R(D; — P;j)

ij N
t=1D¢

As it was mentioned before, every team member les @bperform any task, but that
doesn’t mean that there isn’t any change of fawben a member is performing a
task which requires a lot of effort (working withl@ of pressure drives errors). In
case of performing a task without a lot of requiedfbrt, then they success of that
task is secure.

The success of the whole project is the averagbeoflifferent task successes. For

one particular team membieaind one particular tagk

Ds!
1 when T > D]

Task success = D ! D !
1—al|D; ——— ) when — < D;
k ] S S ]

The task success has a constan{0 < a < 1). As in the situation of the global task

reward (11),a defines the influence of the effort in the chanoéssuccessful

34



finalization of the tasks. It's an empirical value, this case is we are going to

assume that is a constant with value 0'1.
5 SIMULATIONS

Once the model for the basic method has been dee@lahe simulation of the
model will start. First we are going to check tlagmeters of the model in order to
study the behavior of the model (and the methodeurertain circumstances. They
will give us a better understanding of the methagvho configure it in order to

adapt it to our office workflow.
5.1 Study of theimpact of the total task reward

Essentially this method wants to distribute an amiai money among a group of
people. Logically one of the parameters of the rhadih the highest importance is
that one which represents money we wants to dig&ilihe total task reward. It will
drive a lot the behavior of the team member becaaseve studied before in the
developing of the model, it affects to all the sm@f the decision making process of

the team members.

We are going to compare the difficulty of the tg§k) that each team member
receives with individual task reward associatethtd task ). The expected result,
without too much influence of the team membersfgrences, is that every task
reward will have approximately the same fractionthod total task reward than the
difficulty associated to that task of the sum dfcfficulties. In the next figures, we
are going to express those fractions as a percentag

. D;
Dificulty % = =——=—=100
N
t=1Dt

I
Task reward % = 100
iy

At the beginning, we want to simulate this parametéh a model as simple as
possible: the “subjective parameters” of the teaamimer will be zero (preference

andoy), and also the global success reward. We are doimgiroduce them step by
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step.

The difficulties and the skill will be defined agandom variable between 1 and 10

and there will be 5 team members and tasks.

The total task reward will have the following vadud0, 30, 40, 60, 80 and 100. All
of those values fulfill the condition for the totesk reward we have established
developing the model (for the chosen skills andiadifties distributions, the

minimum total task reward is 10).

For each of those values for the total task rewttwete will be 5 simulations (and for
each simulation the value of the 5 team membanghd abscissa of the next figures
there will be two numbers (X.Y); the first one (¥presents the simulation number

of the series; and the second one (Y) represeatagk number.
Characteristics of the next simulations:

Number of members: 5

Total task reward: 10/30/40/60/80/100

Global success reward: O

kill: Randomly distributed [1,10]g, = 0
Difficulty: Randomly distributed [1,10]
Preference: 0

X.Y represents: X for the simulation number in segies and Y for the task number.
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Impact of thetotal task reward
(simplest configuration) R=10

50 %
40 % A\
30% A A
20% | L . -
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= Difficulty % of the project == Task reward % of the total task reward

Fig. 2. Impact of the total task reward (simplestfiguration) R=10

Impact of thetotal task reward
(simplest configuration) R=30

;‘Zii:\ N —A //A\ /A\
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== Difficulty % of the project == Task reward % of total task reward

Fig. 3. Impact of the total task reward (simplestfeguration) R=30

In these two figures (figures 2 and 3), the finigtribution of the reward of the tasks

is clearly correlated with their difficulties.

The average difference in the simulation with RO=(figure 2) is less than 3.13%
with a maximum value of 9.4%. In this case the temember clearly overacted to
the difficulties. The reason is simple: there i$ tuw much reward to distribute, so
they prefer to choose an easy option because #ieceh of getting a hard task with
low reward are really high. They are “risk adversgeie to that high difficulty/low
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reward relation; and a task with lower votes wadlteive lower task reward and vice

versa.

In the second case (figure 3), the simulation VR#80, the average difference is 3.7%
and the maximum value is 12.5%. In this case, ¢hentmembers start to lose their
“risk adverse” behavior. They vote to hard taskause they expect a high reward
choosing them and they don't vote to easy task usscghey expect a low reward.
Those votes produce the errors we may see ingheefi3. Those errors are mainly in
the “extreme difficulties”, tasks with the highestd lowest values. It has much sense
from a psychological point of view: if the team mgns know that one task is going
to provide a lot of reward (high-difficulty taskdéhey have predisposition to vote for
that task, even if it is the hardest task (othesweserybody votes the minimum
possible vote for the hardest task). And the oty around, if they know that one
task is going to provide little amount of rewartgy don't have any predisposition to
vote for that task. For these low-difficulty tagke effect is more important because
they have a small percentage of the total difficokithe project and the distortion is

more perceptible there.

Impact of thetotal task reward

(simplest configur ation) R=40
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== Difficulty % of the project == Task reward % of total task reward

Fig. 4. Impact of the total task reward (simplestfeyuration) R=40
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Impact of thetotal task reward
(simplest configuration) R=60
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Fig. 5. Impact of the total task reward (simplestfeguration) R=60

In these two figures (figures 4 and 5), we may oles¢éhe change in the results. The
team members are becoming more and more “risk $8yvs0 even if they don’'t have

a good skill, they try to get harder but more padfie tasks.

The average difference in the simulation with R G=(figure 4) is 3.17% with a
maximum value of 8.07%. This numbers and the prevmnes are pretty similar. But
in the second case (figure 5), the simulation VRH#60, the average difference is 6.7%
and the maximum value is 13.5%. Here we may obsanlaige change in the
average difference and the shape of the task rewardhe figure 5, even if it still

has little relation with the difficulty of the shepis much flattener, almost useless.
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Impact of thetotal task reward
(simplest configuration)

R=80
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Fig. 7. Impact of the total task reward (simplestfgyuration) R=100

These last two simulations show us that the tréngbting for hard tasks continues

growing. The average difference is in both casegsentltan 6% and the maximum
difference around 14% witR = 80 and more than 30% witR = 100 (almost

completely flat). In these cases the team memban& dare about the task rewards

because they are going to receive so big rewardthieatransfer of votes form easy

task to hard task is complete.

The conclusion of these simulations is that we havadjust the total task reward to
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the project difficulty if we don’t want to feed thisk behavior of the team members.

Anyway this problem has is already solved in thedeloThe easy solution is to use
the global success reward. It will reduce the “dneess” of the team members. It
objective is that they don't have to work only thlemselves but for the common

good of the team members and the project.

So in this group of simulations, we are going tcetane more step: now the global
success reward is included. As we commented betores 0.1 and the global

success reward amount in the 100% success cask of the total task reward.

The “subjective parameters” of the team member wilintinue being zero
(preference and;). All other parameters will be defined as in theevious
simulations. We are going to simulate only totaktaeward values of 100 and 80
(extreme flat cases) in order to see how the newanpater affects the model, and
also we are going to include 10 to check if the ifiyothe behavior with more

adjusted total task rewards.
Char acteristics of the next ssmulations:

Number of members: 5

Total task reward: 80/100/10

Global success rewardr = 0.1, 40/50/5

kill: Randomly distributed [1,10]g, = 0
Difficulty: Randomly distributed [1,10]
Preference: 0

X.Y represents: X for the simulation number in segies and Y for the task number.
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Impact of thetotal task reward
(+ Global successreward) R=80
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Impact of thetotal task reward
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Fig. 9. Impact of the total task reward (+ globat¢sess reward) R=100

The comparison of the previous figures with glolatcess reward (figures 8 and 9)
and their equivalences without global success mwaows us that the differences

between task rewards and their task difficulties decreased a lot.

In the first caseR = 80), the average difference is 4.8 and the mammone is 10.1
with global success reward; and without it 6% ar®6lrespectively. We can
appreciate a great improvement here but it’'s nog irapressive if we compare with

the improvement of the second cage £ 100): average difference 4.2% and
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maximum difference 10.52% with global task rewandcontrast to 6.2% and 32.1%

without global task reward respectively.

Impact of thetotal task reward
(+ Global successreward) R=10
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Fig. 10. Impact of the total task reward (+ globatcess reward) R=10

Briefly we may observe that with the lowest rewpogsible the numbers are similar:
2.3% average difference and 8% maximum differenth global task reward and
3.1% and 9.4% respectively without global task melwaThere is a small

improvement as in the other cases.

Besides those particular improvements, the glodsk teward reduces considerably
the risk behavior of the team member, it doesn’ttenahe value of the total task

reward.

Anyway, from now on, we are going to choose thénlvetvards as small as possible.
The reason is simple: in a real situation, any camgpdoesn’t want to pay to the
team of a project more money (or any other typeewfard) than the project deserves.
So generally we are going to use adjusted rewardbe next simulations, as it is

described in the next equation:

N(DL + 20'p)
3—
Sy

Where D; and S, are the maximum value of the possible values ofdiffeculties
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of the tasks and the skills of the team membereasgely (for instance if the
difficulties are randomly distributed between 1 difij D, = 10 or if the skills are
randomly distributed between 1 and Z), = 20). Theo,, even if it was not studied
until now, should be included because that factdr mwfluence the maximum
difficulty in extreme cases.

5.2 Study of theimpact of the preferences and difficulties values

Now we are focus our attention in the impact oftdeam members’ preference values
in the distribution. Continuing with the study wearsed previously, we are going to
compare the task reward’s fraction of the total d@inel fraction of the difficulty

associated to that task of project total difficulty

In these simulations we are going to include omarpater that we didn’t use in the
previous ones, the team members’ preferenegsnfll remain zero). The skill and
the difficulty will remain a random variable betweg and 10 and there will continue

being 5 team members and tasks.

The standard deviation of the preferengg) will have the following values: 0.5, 1,
1.5, 2, 2.5 and 3.5. As in the previous simulatighsre will be 5 simulations for
each of those values for the total task reward faneéach simulation the value of
the 5 team members). In the abscissa of the ngutefs there will be two numbers
(X.Y); the first one (X) represents the simulatioomber of the series; and the

second one (Y) represents the task number.
Characteristics of the next smulations:

Simulation Name: Influence of team members’ prefees

Number of members: 5

Total task reward: 16.5/18/195/21/225/

Global success rewardr =0.1; Maximum 10

kill: Randomly distributed [1,10]
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Difficulty: Randomly distributed [1,10]

Preferences: Normal distribution, medja=0 , standard deviations, =
0.5/1/1.5/2.5/3.5.

X.Y represents: X for the simulation number in segies and Y for the task number.

Influence of the preferences R=165
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Fig. 11. Influence of preferences. (R=1ags 0.5)
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Fig. 12. Influence of preferences. (R=58+ 1)

As it may be observed in the figures 11 and 12hwit, lower than 1, the task
rewards assigned to each task and the task difésuhave approximately the same

proportion. This is because the influence of thefgmence parameter is very small,
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almost zero (the dotted line is nearly identicalh® red line).

The average difference in the simulation wifi¥ 0.5 (figure 11) is less than 2.6%
with a maximum value of 7.23% and a correlation0Od7 in both cases (if we
compare the reward with the difficulty only or withe difficulty modified by the
preferences).

In the second case (figure 12), the simulation with 1, the average difference
between the percentage of the difficulty of a taskhe whole project and the task
reward of that task in the total task reward is3%65 the maximum value of that
difference is 8.72% and the correlation between riweards and the difficulties
(modified and unmodified) is 0.92 also in both case

In these cases the result is the expected: thebdisbn has a strong relation with the
difficulty and even better with the difficulty mdoid by the team members’

preferences.

The errors are mainly concentrated in the “extresiféculties”, tasks with the
highest and lowest values. Also, in the low-difftgutasks the errors are more

important due to their small percentage in thel wifeiculty of the project.

When we are in this type of distribution of paraensgt this model is able to analyze
the difficulty if every task. That may be very uslefvhen one company has the
similar set of task many times. After using the moet certain number of times the
company will be able to form better adjusted prbjeams, to assign them better to

different projects and also it will be able to ¢eemore equilibrated tasks.
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Fig. 14. Influence of the preferences. (R =&k 2)

Now it may be observed in the figures 13 and 14hwic, of 1.5 and 2, the task

rewards assigned to each task and the task difésustarts to have the different
proportions. In the simulation number 3 of the fEgd3 and the number 1 and 5 of
the figure 5, the shapes of the rewards and thewtfes don’t correspond to each

other.

The average difference in the simulations veigh 1.5 (figure 13) is less than 4.69%
with a maximum value of 14.24%. The correlationuesl are 0.865 (compared with

difficulty, red line) and 0.88 (compared with ddfilty mines preferences, dotted
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line).

In the second case (figure 14), the simulation with 2, the average difference

between the percentage of the difficulty of a taskhe whole project and the task

reward of that task in the total task reward is1%3and the maximum value is

12.65%. In this case the correlation continues watiheduction: 0.698 if we compare
the reward with the difficulty only or 0.845 witlng difficulty modified by the

preferences.
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Fig. 15. Influence of the preferences. (R= 28,5; 2.5)
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Fig. 16. Influence of the preferences. (R= 25.5; 3.5)

Finally it may be observed in the figures 15 andwiéh ac, of 2.5 and 3.5, the task
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rewards assigned to each task and the unmodiffedutties don’t have any similar
proportions but there is still a relation with tlkfficulties modified by the
preferences. The correlations are: for the firgecéigure 15) 0.681 and for the
second case (figure 16) 0.578 (compared both veithline, difficulty alone). The
correlation with the modified difficulties (comparevith dotted line) is 0.83 in both

cases.

The average difference in the simulations witls 2.5 (figure 6) is 4.78% with a

maximum value of 16.34%.

In the second case (figure 16), the simulation wifh 3.5, the average difference
between the percentage of the difficulty of a taskhe whole project and the task
reward of that task in the total task reward i2600and the maximum value of that
difference is 16.12%.

Even if there is a huge difference between botheslthat doesn’t mean an error in
the method, it's just limitation. When preferensehbig enough (compared to the
distances between different difficulties), the mgliparameter of the model is not the

difficult, it's the preference, a much more randpanameter.

In other simulations (not right now) we are goingcompare the performance of the
method and compare it with a classical distributibmere will be able to see if even
with this limitation this distribution method is amprovement over the classical

distribution.

Now we are going to continue studying the influen€elifferent range of difficulty.
We expect that the influence of the preferencemater will be reduced; but there
will be also other side effects to have in constlen (for instance, if difficulty

range is increased, the total task reward shoulddreased too).
Characteristics of the next simulation:

Simulation Name: Influence of task difficulty range

Number of members: 5

Reward: 20.25/27.75/ 35.25 / 50.25 / 65.25 280.
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kill: Randomly distributed [1,10]
Preferences: Normal distribution, megia 0, standard deviatiom,= 3.5

X.Y represents: X for the simulation number in seeies and Y for the task number.

Influence of the difficulty range
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Fig. 17. Influence of the difficulty range. (Diffitty range [1, 10]pp= 0.5)
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Fig. 18. Influence of the difficulty range. (Diffitty range [1, 15]¢,= 3.5)

The figure 17, with &, of 3.5 and a difficulty range from 1 to 10, ha®sult similar
to the figure 16. That was expected because they te same simulation values. In
the case of figure 18, there is only a small inseeaf the difficulty range so any

significant improvement may be observed.

The correlations are 0.613 (figure 17) and 0.68ufee 18) if we compare the reward
with the difficulty only but, if we compare it witthe difficulty modified by the

preferences, the correlations are 0.815 and 0.8¢uré 17 and 18 respectively).
These difference between modified and unmodifidticdities are caused because
the influence of the preference parameter is &l important compared to the

difficulties values.

The average difference in the simulations with ragkd (figure 13) is less than 4.03%
with a maximum value of 11.30%. The sum of all fireference values gives us

27.78 above the average.

In the second case (figure 14), the simulation watige 1-15, the average difference
between the percentage of the difficulty of a taskhe whole project and the task

reward of that task in the total task reward is88% and the maximum value is

11.02%. In this case the value of preferences atimvaverage is 31.88.

In these cases the result is the expected: thebditbn has a weak relation with the
difficulty but a strong one with the difficulty mdekd by the team members’
preferences.
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Fig. 19. Influence of the difficulty range. (Diffity range [1, 20]pp= 3.5)
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Fig. 20. Influence of the difficulty range. (Diffitty range [1, 30]pp= 3.5)

Now it may be observed in the figures 19 and 28gea of 1-20 and 1-30, shapes of
the task rewards similar to each task and the uifradddifficulties. Now the
difficulty factor is strong enough to have high r@ation factors: 0.7 and 0.85
(figures 19 and 20). But correlation with the maatif difficulty is higher: 0.846 and
0.9.
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The average difference in the simulations with eatgP0 (figure 19) is 3.48% and
maximum value of that difference is 11.02%.

In the second case (figure 20), the simulationhwainge 1-30, the average difference
between the percentage of the difficulty of a taskhe whole project and the task
reward of that task in the total task reward isl%5and the maximum value of that
difference is 8.94%.

The preferences above the average are 3.811 addfd@.3he figure 19 and 20

respectively.

Influence of the difficulty range D [1,40]
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Fig. 21. Influence of the difficulty range. (Diffitty range [1, 40]pp= 3.5)
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Influence of the difficulty range D [1,50]
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Fig. 22. Influence of the difficulty range. (Diffitty range [1, 50]pp= 3.5)

The figure 21, with a difficulty range 1-40, hasrretations of 0.88 (without
modification) and 0.92 (modified by preference).eTéwerage difference is 3.07%
with a maximum value of 13.30% (simulation 4.3).eTéum of all the preference

values gives us 18.05 above the average.

The figure 22, with a difficulty range 1-50, hasrretations of 0.9 (without
modification) and 0.93 (modified by preference).eTéwerage difference is 2.93%
with a maximum value of 8.61%. The sum of all thefprence values gives us 39.84

above the average.

The distribution has a strong relation with thdiclfity and still a stronger one (but
almost the same) with the difficulty modified byetteam members’ preferences. As
it was expected, the importance of the team merpeggerence is diluted by the

bigger difficulties of the task.
5.3 Study of theimpact of the number of team members

The next parameter under study is the number ofl te@mbers and tasks. It is seem
to be an important factor, but it is not criticalal. The reason for that is for the

decision making process, in the way we definedhiere is not influence of the
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number of team members (only the average valuehaf wotes) and very little
influence of the number of tasks. Essentially th& members try to find a “safe
solution” of the task distribution process and tlaejust their votes in other to have

the same utility, doesn’t matter which task theseree.

Anyway we are going to repeat few previous simalai but now with 20 team
members, in order to extract enough data to betabdiemonstrate our assumption.
That number of team members were chosen becausegénerally agreed the

maximum number of team members for self-managiamse

For the next simulations the difficulties and thalswill be defined as a random
variable between 1 and 10 and there will be 20 teaambers and tasks. We will
simulate first without preferences,€ 0). The total task reward will be 60 following

our previous criteria about that matter.

For each of those values for the total task rewtnreke will be 2 simulation series
(and for each simulation the value of the 20 teaemivers and task). In the abscissa
of the next figures there will be two numbers (X.¥)e first one (X) represents the

simulation number of the series; and the second6heepresents the task number.
Characteristics of the next simulations:

Number of members: 20

Total task reward: 60

kill: Randomly distributed [1,10]g, = 0
Difficulty: Randomly distributed [1,10]
Preference: 0

X.Y represents: X for the simulation number in segies and Y for the task number.
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I nfluence of the number of team members
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Fig. 23. Influence of the number of team membethk wreference = 0

As we expected there is an average difference &% Between the reward and the
difficulty in each task. The maximum value of thi#ference is 3.08. Those numbers
are very hard to compare with the previous oneumséhe scale is totally difference:
with 20 tasks (with difficult randomly distributetf)e contribution of each task to the

total is smaller.

On the other hand, the correlation can be compé&wethe previous ones. The

correlation is: 0.91, we found similar values imsasimulation with 5 members.

Next we are going to simulate two extreme situaiath preferences and difficulty
ranges. One with strong preference and low difficthnge another one with strong
preference and high difficulty range. The difficet will be defined as a random
variable between 1 and 10 in the first case andidsrt 1 and 50 in the second case.

The standard deviation for the preferengg (ill be 3.5 in both cases.

There will be 20 team members and tasks and thétask reward will be 102 in the

first case and 342 in the second case.
Characteristics of the next ssmulations:

Number of members: 20

Total task reward: 102 and 342
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kill: Randomly distributed [1, 10]g, = 0
Difficulty: Randomly distributed [1, 10] and [1, O
Preference: Normal distribution, megia= 0, standard deviatiom,= 3.5

X.Y represents: X for the simulation number in segies and Y for the task number.

Influence of the number of team members
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Fig. 24. Influence of the number of team membetss 3.5 and difficulty [1, 10]

I nfluence of the number of team members

12 %
10 %

8%

6 %
4%

2%

0%

e e e A e aNAaNAaNaNaANAaNNNANNN

Reward % == = Difficulty minus Preference %

Difficulty %

Fig. 25. Influence of the number of team membetss 3.5 and difficulty [1, 50]

The figure 24, with a difficulty range 1-10, hasrretations of 0.4 (without
modification) and 0.68 (modified by preference).eTéwerage difference is 1.97%
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with a maximum value of 6%.

The figure 25, with a difficulty range 1-50, hasrretations of 0.71 (without
modification) and 0.75 (modified by preference).eTéwverage difference is 1.41%

with a maximum value of 4.27.

The values of the figures 24 and 25 are signifiganbrse than in the cases of the
values of the simulations of the figures 17 andré&dectively. That is because the
accumulative preference value for each task cahidpger with bigger numbers of

team members. In other words, generally the preéereum of all the team members
for one particular task would be close to zero beeathere are some positive
preferences and negative preferences. But sometiimesstance, there are only
positive preferences (or the negative preferencesery small), so the sum would
be much bigger than zero, creating a distortioeatfin that particular task. That

effect is multiplied by the number of tasks so iti®re important with 20 member

than with 5.

5.4 Study of method performance

Once we know the behavior of the model under diffieconditions, we are going to
compare our distribution method with an externalerag distribution. The

performance of both will be measured and compared.

The external agent will organized the team mempeskils and will assign them in
order of skills to the task in order of difficulie At the end, every member will

receive a part of the equal part of the total taskard.

The external agent doesn’t know the skill valuethefteam members exactly. There
is a “subjectivity distortion”. The skill value thexternal agent perceivSs is a
normal distribution with mean equal to the actualue § of the team memberand

with a standard deviation of.

The external agent has also a personal opinioheofiifferent task®". In order to

make the whole system simpler, the personal opihamthe same distribution as the

preference parametd?;) of the team members.
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As we commented before defining the model, alsottfaen members don’t know
their own values exactly. Their “subjectivity” dkilare a normal distribution with

mean equal to the actual valgeand with a standard deviation &f.

We are going to compare the satisfaction of thentegember after finishing the task
and receive the task reward. And also we are gtmngompare the probability of
successes of each task.

In the first series of simulatioa;, ands. will be 0, just to check how the distribution
method works compared to the “classical” distribntiperformed by the external

agent.

The difficulties and the skill will be defined agandom variable between 1 and 10

and there will be 5 team members and tasks.
For each of those values for the total task rewthete will be 150 simulations.
Characteristics of the next simulation:

Simulation Name: Performance without skill subjeity

Number of members: 5

Reward: 18
kill: Randomly distributed [1,10]
Preferences: Normal distribution, meglia= 0, standard deviatiom,= 1

Abscissa represents: Simulation number (1-150)
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Fig. 27. Lowest satisfaction within the team conmaar (no skill subjectivity)

The average satisfaction difference between thehadetand classical task
distribution is 13% and the average success is%1.Fhe minimum satisfaction

value difference average is 39.4%.

In the next series of simulatioa,, andage will be a random variable, from 1 to 20,
the same for both of them. We are going to checek the distribution method works

compared to the “classical’” distribution performegt the external agent with
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increasing subjectivity.

The difficulties and the skill will be defined agandom variable between 1 and 10

and there will be 5 team members and tasks.
For each of those values for the total task rewthiere will be 200 simulations.
Characteristics of the next simulation:

Simulation Name: Performance without skill subjeity

Number of members: 5

Reward: 18
kill: Randomly distributed [1, 10]
Preferences: Normal distribution, megia= 0, standard deviatiom,= 1

Abscissa representssy, andoe values [1, 20]

Satisfaction: Method vs. Classical
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Fig. 28. Satisfaction comparison (variable subyetyf)
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Minimum Success: M ethod vs Classical
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Fig. 31. Minimum Success comparison (variable silvjity)

Now with a subjectivity constant in both caseg<o.=1) we are going to study the
performance of the method compared with the clakslistribution. The standard
deviation of the team members’ preferences will dogially distributed random

variable from 1 to 7.

As in the previous case, the difficulties and tkal svill be defined as a random

variable between 1 and 10 and there will be 5 tesmmbers and tasks.
For each of those values for the total task rewthete will be 200 simulations.
Characteristics of the next simulation:

Simulation Name: Performance with variable prefeesn

Number of members: 5

Skill: Randomly distributed [1, 1@=0~1
Preferences: Normal distribution, meglia= 0, standard deviatiom, [1, 7]

Abscissa represents: preference standard deviggion
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6 ANALYSISOF THE METHOD

This chapter will report the findings from the aysa$ derived from the description of
the method and simulations of the model. Thesdtseuuill point to the conclusion
of what are the plausible problems and restrictitmis method will face under
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different situations. In addition this chapter withnsider and suggest the responses
to those problems and restrictions.

6.1 Basic method characteristics

First we are going to check if the method, as wecdeed it, fulfils the required

condition:

- Specify responsibilities clearly: It's clear thenlts of the responsibilities of
the team members and the managers.

- Provide adequate authority and specify limits afcdetion: The managers
should respect the results of the method

- Specify reporting requirements: The project man&gerto make a big effort
specifying very clear the requirement of the task team members have to
perform. “... the project manager defines the requeésts for each task. Any
criteria of good requirement could be used (fotanse, they shall cover all
the aspects of the SMART criteria). Even if it'st possible to define clearly
each task (it's very common to find ambiguity arah+defined areas at the
beginning of the many projects), the project manapell remark those non-
well defined tasks. Wherever there is a possibéaghk in the requirements of
the task should be identified, because it's an nt@md factor to be considered
by the team members”.

- Ensure subordinate acceptance of responsibilifies:team member received
a lot of responsibility and the method remark thmpartance of that “It is
very important that the people (specially the temembers) involved in this
process understand the implications of the mettay thave and how it
works. Because essentially, the team members &kimgtaa lot of
responsibility in the task and reward assignatiand the managers are
delegating their power. Both must be aware of @ ey must agree to take
the possible consequences”.

- Inform others who need to know: This is a key fadtothe method, “the
project manager may prepare a briefing with thenteaembers about the
project and the tasks.”

- Monitor progress in appropriate ways: As we commeémt the third chapter,
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“From the moment that the information is deliverdtk project manager has
a passive role in the distribution process.” And éven if he is not
specifically part of the team it is required higppart of the team during the
whole project”.

- Arrange for the subordinate to receive necessdormation: “The aim of
this briefing is to provide to the team member hezethe necessary
information to understand the difficulties the eatask. Depend of the
complexity of the project; more information may telivered to the team
member in form of hand-outs, software, digital afime documentation”. So
the need of correct and complete information is @etely clear.

- Provide support and assistance, but avoid reveztegation: The managers
will provide support in many ways but, as we comtadnbefore the result of
the method has to be accepted. It is not allowirttervention except for a
clear case of tactical voting.

- Make mistakes a learning experience: The team memdgd know and
understand better their abilities if they are mdrthe process of choosing the
task. Team members are forced to analyse theitiabilvith each vote and
the error will teach them more about themselvedottinately this topic is

not deeply studied in this thesis.

We continue summarizing the information providedtbg simulations, we method

had the following characteristics:

1. The global task reward is essential because ifether no a reward
encouraging the work as team (in our method thbajlceward), the method
incentives the individualism and its effectivendssreases.

2. In situations without influence of the team membgrsferences, the method
provides an excellent measure of the task diffiesit

3. The reward has a high correlation with the diffiguinodified by the
preference of the team members, no matter the wdltee preference.

4. In average the method fulfils members’ preferen@ésen team members in
average received a task, in general, they have pr@ference in that task
than the average of the whole team members.

5. In ideal situation the method provides much begtrsfaction and minimal
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difference respect to the optimal distributionemt of relation skill-difficulty.
6. Under increasing uncertainty conditions, the metlpsdvides increasing
performances and satisfaction.
7. Under increasing preference importance, the methmyides increasing

performances and satisfaction.

6.2 Basic method restrictions

Summarizing analysis we performed before aboudtsgibution method we found

the following restrictions:

1. All the team members should be able to perfornthalitasks of the project.

2. The tasks with lowest and highest difficulties ttdn have higher and lower
rewards respectively. Medium difficulties trend tave more accurate task
reward.

3. There is inverse proportion between the team meshbereferences
importance and the accuracy of the distributiothefrewards.

4. There is a “limit distortion” due to there is a ntakm and a minimum value

the team member can vote.
6.3 Complex methods

Now we are going to develop different distributiorethod in order to solve the

different problem we described before:

6.3.1 Some members are not able to perform some tasks.

For that problem there are few solutions. If thexeonly one task and one team
member with that problem, the first possible solutis to continue working with the
method exactly in the same way. The member shooté & for that task and
consequently he is not going to receive that talgast that task is the last one to be
assigned and that team member is the last to lignass In this case that member
will be interchange with the member assigned tddketask but one.

Another solution, when few team members cannotop@rfone or more tasks, is to
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have a special vote (Not able, for instance) favséh cases where those team
members have to vote those tasks. The method istlilslte the task starting with
the task with more special votes and continuingl tinére are no more tasks with
those special votes. Those special votes will feyarticular weight (for instance,

0.5, 0 or -1) when team rates are added up.

In the case that there is only one member thapeaiorm one particular task or one
task can only be performed by one particular meptbet task will be assigned to
that member and the normal distribution proceskstalrt without that team member
and that task. When the task rewards have to hignassto each task, the one
assigned before the normal distribution proceskredleive a reward according with
its situation. If there was only a member who copduiform it, then it will receive

the same reward as the maximum task reward of dheal process (or even more
that depends of the nature of the task). If thenteaember could only perform one
task, then it will receive the minimum task rewd#od even less, as in the previous

case, depends of the nature of the task).

6.3.2 Incentives for the hardest rewards

The main causes of the distortion in the highest lawest tasks are two: the limit
range of votes and the greedy effect (moderateddediminated with the correction

of the global success reward).

If that task is really critical for the project aitd difficulty deserves more reward,
one solution of the problem is to keep one parthef total task reward without
distribution and assign it to the hardest task jgmtomanager’s opinion). Also that

extra reward could come from the excess of therastard with lowest difficulties.

In other words, the team rates will be pondereatdxyain factor. That factor could
come from the project manager or be a formulaiffstance, the maximum rate will

receive 10% more votes and the minimum rate 10%j.les

6.3.3 Multiple questions

If a high accuracy in the distribution (difficulsewith proper abilities) is very

important and the influence of the team membersfguences is considerable, we
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need to separate their preference and the skills.

With this complex method the team member will anstme questions instead of
just one. The first: “What do you think it is abjlilevel for this particular task
compared with your team?”; and the second: “How lmdi@ you want to be assigned

to this particular task?”

Doing that the different factor that influence tigam members’ behaviour may be

analysed separately.

6.3.4 Distribution process by members skills

As we studied before, there is a problem with th&gnment of the task when the
skill is very low compared with the average skidllne solution for that case is to
distribute of the task by skills instead of disttion by difficulty.

Starting with member with highest sum of votespife unassigned task has its
highest vote from that member, it will be assigtedim, if there is no task fulfilling

the previous condition, this member will not beigissd at that moment and
continuing with the next member with the highestnsof votes. When a member
receives one task, that member cannot be assigraabther task. The next member
for assignation will be the member with the sectighest sum of votes and the
process is repeated. In case of a tie between twoooe task with the same vote
form that member, this member will not assignethast moment. This member will

receive a task when there is only one of the tadkthe tie still unassigned. The

flowchart of the assignations is the follow:
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Fig. 36. Flowchart of the assignation process by sk

This assignation process has its disadvantage nitore sensitive a preferences. The
team members are sorted by the sum of all theiesyassuming their skills form
them. In the ideal situation (without preferenddsy is true but with similar skill and

strong preferences, that is not true at all.

6.3.5 Manager supervision of the distribution process

If the managers have doubts about the possibleoméaof the distribution process,
they might use the vote and the distribution ofambut they might distribute the

team member among the task with their own criteria.

It is different from the surveillance of the manage the basic method; there they
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want to assure the correct working of the projefdre they interfere because they
expect better result even if there is no fraud.

Those managers with fear to lose the control oftdsk assignment, but they are
looking for a method for distributing the rewardas)l find very helpful the data

provided by this method. Mainly in situation whetee preferences are not very
important and there is a big difficulty variatiam the tasks or a big skill variation in

the team members.

Essentially the method will work in the same wayl #he manager may interference
with the distribution process as much as they waltering the task between two or
more team members, deciding the order of importaftee tasks before distributing,

choosing one team member for a specific task, etc.
7 CONCLUSION: IMPLICATIONSAND LIMITATION

As the title of this chapter suggests, the disausshere will approach our
experimental findings from three different perspexd. First we discuss limitations
in the research and how they can be addressed.Wéeonsider the implications of
our work. Finally, we propose a plan for investiggtin the lines opened in this

thesis.
7.1 Research limitation

The current research acknowledges a few limitatitwas should be noted to help
with interpretation of the results. Essentially gwarch limitations come from the
model design, the measurement design and sample siz

The current thesis employed an economic model deroto forecast employees’
votes. The validity of this research lies on thedelalesign. As long as the model is
valid, the research will be valid. A preliminarypetiment, performed in order to test
the results provided by the model, with a group pkople, provides some support to
the model design. But those situations, where thmlaih doesn't predict the

behaviour of the team members, cannot be coveredidgtudy.

To work with human behaviour is to walk into massids. There is an incredible
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amount of factor to be considered: many input Vées, collateral relations, cultural
influence, etc. The ideal complement for this reseavould have been to develop
set of experiments in other to deal with all thosa-linear factors. Unfortunately,

time limitations made it impossible.

But even with its limitations, the model design pdes a huge amount of
meaningful information about the method coveringngnaituations in a very

cost/efficiency way; and, of course, experimenésrat free of limitations.

Same arguments may be written about the measuretesign but in this case are
not so relevant. The key factor now is which par@mseare relevant enough to be
measure and compared. From the early stage thsssthas worked with economic
model behaviour but when we are going to transfarmonetary unit to satisfaction
or task success the link is not clear. So the siadymited to those cases were
satisfaction of team members and task success aaleear relation with the

parameters we have modelled in our measuremergrdesi

Finally a small sample size might carry distortmmthe results. As any other work
with random variables, the results should be im&tgal under the perspective of a
statistical approximation. In general terms, thendr of a series of results is more
important than a specific individual result, andgé ones cannot be extrapolated to a

general case.
7.2 Research implication

Despite limitations of the current research, timelifngs of the current research make
a simple but valuable contribution to the field mfoject management and self-

managing teams.

As we commented before, one of the main problemddidure of self-managing

teams within these organizations has been thedackear working methodologies.
Some leaders saw this as an excuse to delegatewodkeand gave away many of
their unwanted duties only to burden the staff wétious responsibilities without

considering the necessary training and experience.

With this method, an organization has an easy ¢otogl. It may be a pivotal point

73



where the organization may test and develop tledfinsanaging team system.

7.3 Further research

The main direction of the future studies shouldhee expansion of the validity and

reliability of the research results.

As we commented before some experiments and tastiplgmentations are without
any doubt the next step after this thesis.

Continuing working in theoretical layer, the restashould be focus in improving
the model and the measurement design. Also morepa@tives and studies of
scenarios will develop the work started in thissteeA good starting point may be
the complex model described in the chapter 6. Weeetxthat those models may
solve many problem of the basic distribution molet there is not theoretical or
experimental evidence supporting that assumptioareMsimulations and analysis

covering those areas are our preferable next sig@a excellent supplement for this
thesis.
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