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Abstract

Current wireless transmission systems are far from their theoretically achievable per-

formance bounds. The main reason behind this is a conservative approach of the

standardization organizations. Most current standards for wireless communication

employ Multiple-Input Multiple-Output (MIMO) Orthogonal Frequency-Division

Multiplexing (OFDM) modulation as it offers a high spectral efficiency. These sys-

tems require the insertion of at the receiver known symbols in order to estimate

the transmission channel. These so-called pilot-symbols consume available resources

such as power and bandwidth, and therefore effectively decrease spectral efficiency.

This thesis deals with pilot pattern optimization for MIMO OFDM transmission

systems.

First, an optimal power distribution among pilot- and data-symbols is considered.

The post-equalization Signal to Interference and Noise Ratio (SINR) is maximized

in order to deliver optimal performance. The optimal power offset between the

pilot- and data-symbols depends on the ratio between the number of pilot- and

data-symbols, and on the distinct performance of the utilized channel estimator.

The achievable gains by the optimal power distribution depend on the operational

point. Throughput gains up to 10% can be achieved.

Furthermore, this thesis proposes a framework for optimal pilot pattern design for

MIMO OFDM systems under doubly selective channels. An upper bound of the

constrained channel capacity including channel estimation errors is provided. This

allows to find an optimal pilot pattern for a given Signal to Noise Ratio (SNR),

channel correlation, and channel estimator. Significant throughput gains can be

achieved by employing the optimal pilot patterns compared to transmission systems

with standardized fixed pilot patterns. The throughput gains can reach up to 850%

when comparing with a 4× 4 Long Term Evolution (LTE) system.

In this thesis, I propose solutions how to approach the theoretically achievable per-

formance bounds. The proposed solutions can easily be implemented into the future

standards for wireless communication, and significantly improve their throughput.
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Kurzfassung

Heutige Mobilfunkstandards liegen weit hinter ihren theoretischen Leistungsgren-

zen. Der Hauptgrund dafür liegt in der konservativen Vorgangsweise der Standar-

disierungsorganisationen. Die neuesten Mobilfunkstandards setzen wegen ihrer ho-

hen spektralen Effizienz auf MIMO OFDM Modulation. Solche Systeme erfordern

den Einsatz von beim Empfänger bekannter Signale, um den Übertragungskanal zu

schätzen. Diese so-genannten Pilotsymbole konsumieren allerdings verfügbare Res-

sourcen wie Leistung und Bandbreite und vermindern damit die spektrale Effizienz.

Zunächst wird eine optimale Leistungsverteilung zwischen Daten und Pilotsymbolen

betrachtet. Das Post-Entzerrer SINR wird maximiert, um optimale Leistungsfähig-

keit zu gewährleisten. Der optimale Leistungsabstand zwischen Pilot und Datensym-

bolen hängt von dem Verhältnis der Pilot und Datensymbole sowie dem Vermögen

des verwendeten Kanalschätzers ab. Der durch optimale Leistungsverteilung erreich-

bare Gewinn hängt vom Arbeitspunkt ab. Durchsatzerhöhungen von 10% können

erreicht werden.

Darüberhinaus schlägt die vorliegende Arbeit eine Methodik zur optimalen Ge-

staltung von Pilotmuster für MIMO OFDM Übertragungen über doppelt selektive

Kanäle vor. Eine obere Grenze der bedingten Kanalkapazität, die Kanalschätzfeh-

ler mit berücksichtigt, wird angegeben. Dies erlaubt es, optimale Pilotmuster für

gegebenes SNR, Kanalkorrelation und Kanalschätzer zu berechnen. In Vergleich zu

standardisierten Pilotsequenzen können nun optimale Sequenzen verwendet werden,

die signifikante Durchsatzverbesserungen erreichen. Diese Verbesserungen können

bis zu 850% groß sein, wenn ein 4× 4 LTE System zugrunde gelegt wird.

In der vorliegenden Arbeit schlage ich Lösungen vor, die theoretisch erreichbare

Grenzen annähern. Die vorgeschlagenen Lösungen lassen sich leicht in zukünftige

Standards einbauen und erhöhen den Datendurchsatz signifikant.
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1. Introduction

1 Introduction

Communication, as exchange of information, is one of the pillars of humanity. People

not only need to communicate in order to perform basic tasks, but they also desire to

communicate as an expression of their social nature. Independent of the motivation

and the form, undoubtedly, communication is an inseparable part of our daily life.

From a technological point of view, a personal, face to face communication can be

classified as the simplest way to convey information from one point to another. As

people required to extend the communications distance, they came up with simple

signalling methods such as fires, smoke signals, and horns. These methods enabled

to extend the distance, however, the message content was strongly limited. Mail

and pigeon post allowed to extend the message content and even further extend

the distance between the communication participants at the cost of loosing the

possibility of a real-time interaction. It was the electric telegraph that first allowed

to transmit, with help of the Morse code, information from one point to another

with a small delay. The telegraph required to build a wired infrastructure. From

a communication point of view, the next step came less than four decades later,

a telephone; a device that allowed a real-time human voice interaction over long

distances. As in the case of the telegraph, a wire infrastructure was required.

The next step in the evolution of communications, was brought by famous Nikola

Tesla, who demonstrated a wireless telegraph [1]. This invention was soon followed

by the radio that allowed to transmit sound over the air. Typically, this type of

communication was only from one point to another, therefore not allowing for any

interaction. Not long after, the first mobile telephone systems were introduced begin-

ning with a simple analog transmission of voice, soon followed by digital transmission

of various types of information not being limited only to voice data.

Today, technology further extends the communication distance, extends the com-
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1. Introduction

munication participants from people to machines, and modifies the communication

media.

1.1 Motivation

In the past decades, wireless communication has literally revolutionized the way we

communicate. What may have looked like a dream couple of years ago, has recently

become daily reality, beginning with voice services, ending with wireless broadband

connections. The amount of data transmitted via air has been growing and it is

expected to keep the trend. According to the latest report by Ericsson [2], wireless

data traffic is doubling every year (see Figure 1.1). Such a high demand imposes

a huge burden especially on researchers and engineers, who have an unenviable

responsibility to come up with enabling technologies. In order to convey the desired

Figure 1.1: Wireless data traffic growth: the traffic is approximately doubling every year.
The rapid growth is expected to continue even further. One PetaByte corre-
sponds to 1015 Bytes.

amount of information wirelessly, only limited resources are available. Naturally, it

is desired to utilize these resources in the most efficient way. Because otherwise the

availability of the communication might suffer or a cost boost might occur.

1.2 Scope of the Work

This thesis deals with coherent wireless transmission systems, as it is currently the

most utilized transmission technology. In coherent transmission systems, in order

to successfully detect the transmitted data-symbols, the transmission channel needs

to be estimated. Different types of approaches exist, such as pilot-assisted channel

estimation, blind channel estimation, and semi-blind channel estimation. Mainly due
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1. Introduction

to its high performance and low complexity, the pilot-assisted approach dominates

as the chosen approach in the current standards for wireless communication.

However, pilot-assisted channel estimation requires insertion of, at the receiver

known, reference symbols, so-called pilot-symbols, that cannot be utilized for data

transmission. Thus, pilot-assisted channel estimation decreases spectral efficiency

by occupying a portion of the transmission bandwidth by the pilot-symbols. Ad-

ditionally, these pilot-symbols consume available transmission power and therefore

effectively decrease transmission power available for the data-symbols.

The purpose of this thesis is to provide a general framework for pilot-symbol pattern

optimization for Multiple-Input Multiple-Output (MIMO) Orthogonal Frequency-

Division Multiplexing (OFDM) transmission systems under the general case of

doubly-selective channels. In particular, I investigate an optimal power distribu-

tion among pilot- and data-symbols and the influence of such a power distribution

on the performance of the transmission system. Further, I study optimal pilot-

symbol placement within the time-frequency grid as a function of Signal to Noise

Ratio (SNR) and channel correlation, and examine the performance improvement

when designing the pilot-symbol patterns in an optimal manner. The topic of inter-

est in this thesis is of high importance for wireless communications in general but

in order to stress the gravity of the considered scope, let me name a couple current

applications:

� car to car communications,

� high speed train communications,

� underwater communications,

� wireless broadband internet,

� machine to machine communications.

The first three applications have in common a highly time-variant channel. A recent

standard designed to cope also with highly time-variant channels is called Long Term

Evolution (LTE), defined by 3rd Generation Partnership Project (3GPP). This

standard intends to support users moving with velocities up to 500 km/h. Although

LTE brought a revolution into wireless communications, further improvements are

required in order to perfect wireless communications under time-variant channels.

The last two provided applications are intended for rather low mobility scenarios,

but due to multi-path propagation, systems applied in such scenarios have to be

able to cope with frequency-selective channels. OFDM as widely utilized modulation

technique outperforms other modulation techniques experiencing frequency-selective

channels. However, the standardization organizations, typically, provide overdimen-

sioned pilot patterns in order to support a wide range of operation at the cost of

performance limitation.

3



1. Introduction

It seems natural that the wireless data connection provides the same quality either at

home or on the move. With improving technology, also the range of applications and

use scenarios of wireless communications widens, which naturally requires further

improvement of mobile technologies.

1.3 Chapter Overview

This thesis is structured as follows:

In Chapter 2, I describe the physical layer of an LTE downlink transmission. In

the description, the focus lies on the main enabling technologies such as OFDM and

MIMO transmission. Furthermore, the simulation tool, the Vienna LTE simulator,

is introduced and its principal parts are explained. In the same chapter, I give a

mathematical model of a generic MIMO OFDM transmission system that is used

throughout this thesis.

In Chapter 3, I derive analytical models for the performance of an MIMO OFDM

receiver. The focus lies on the channel estimation, Intercarrier Interference (ICI)

modeling, and linear equalization. I derive the Mean Squared Error (MSE) of a gen-

eral linear channel estimator. The MSE can be divided into a noise-dependent and a

noise-independent part. Furthermore, I introduce the concept of a Basis Expansion

Model (BEM) for ICI modeling including Discrete Prolate Spheroidal (DPS) and or-

thogonalized polynomials. Last but not least, I derive the post-equalization Signal

to Interference and Noise Ratio (SINR) of a Zero Forcing (ZF) equalizer including

channel estimation errors.

Chapter 4 deals with optimal power allocation among pilot- and data-symbols. In

the first section of the chapter, I concentrate on the case when the whole available

power is consumed for the transmission. In this case, the optimal solution is obtained

via maximization of the post-equalization SINR including channel estimation errors.

In the second section, I investigate a power efficient solution of the power allocation

problem. In that case, instead of maximizing the post-equalization SINR, I rather

minimize the transmission power while constraining the post-equalization SINR.

In Chapter 5, I investigate an optimal pilot-symbol design for doubly-selective chan-

nels. In the first step of the analysis, I consider solely the pilot-symbol design. In

the next step, I also include optimal power distribution into the presented optimal

pilot-symbol framework. For the mentioned optimization problems, I utilize an up-

per bound of the constrained channel capacity as the cost function. Last, but not

least, I introduce a concept of adaptive pilot-symbol patterns that are adjusting to

varying channel conditions. By utilizing such adaptive pilot patterns, considerable

gains of the system performance can be achieved.
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Chapter 6 provides a summary of the main contributions of this thesis.

In Appendix A is shown that the interpolation error is always positive. Appendix B

shows how to obtain interpolation weights following a two-dimensional linear in-

terpolation strategy. Appendix C shows how to obtain an approximation for the

MSE of the Linear Minimum Mean Squared Error (LMMSE) channel estimator. In

Appendix D and Appendix E, post-equalization SINR for a ZF equalizer and an up-

per bound of the constrained capacity are derived, respectively. Last but not least,

Appendix F explains Additive White Gaussian Noise (AWGN) equivalent SNR.

1.4 Related Publications

The content of this thesis is to some extent based on the following peer-reviewed

publications:

[1] C. Mehlführer, J. C. Ikuno, M. Šimko, S. Schwarz, M. Wrulich, and M. Rupp, “The

Vienna LTE Simulators - Enabling Reproducibility in Wireless Communications Re-

search,” EURASIP Journal on Advances in Signal Processing, July 2011.

[2] M. Šimko, Q. Wang, and M. Rupp, “Optimal Pilot Symbol Power Allocation un-

der Time-Variant Channels,” EURASIP Journal on Wireless Communications and

Networking, July 2012.

[3] S. Schwarz, J. C. Ikuno, M. Šimko, M. Taranetz, Q. Wang, and M. Rupp, “Pushing

the Limits of LTE: A Survey on Research Enhancing the Standard,” IEEE Access,

2013.

[4] M. Šimko, C. Mehlführer, M. Wrulich, and M. Rupp “Doubly Dispersive Channel

Estimation with Scalable Complexity,” in Proc. of International ITG Workshop on

Smart Antennas (WSA 2010), Bremen, Germany, Feb. 2010.

[5] M. Šimko, D. Wu, C. Mehlführer, J. Eilert, and D. Liu “Implementation Aspects of

Channel Estimation for 3GPP LTE Terminals,” in Proc. of 17th European Wireless

Conference (EW2011), Vienna, Austria, Apr. 2011.

[6] J. C. Ikuno, S. Schwarz, and M. Šimko, “LTE Rate Matching Performance with Code

Block Balancing,” in Proc. of 17th European Wireless Conference (EW2011), Vienna,

Austria, Apr. 2011.

[7] M. Šimko, C. Mehlführer, T. Zemen, and M. Rupp “Inter-Carrier Interference Esti-

mation in MIMO OFDM Systems with Arbitrary Pilot Structure,” in Proc. of 73rd

IEEE Vehicular Technology Conference (VTC 2011-Spring), Budapest, Hungary, May

2011.

[8] S. Schwarz, M. Šimko, and M. Rupp “On Performance Bounds for MIMO OFDM

Based Wireless Communication Systems,” in Proc. of IEEE Workshop on Signal

Processing Advances in Wireless Communications (SPAWC 2011), San Francisco, Cal-

ifornia, USA, June 2011.

[9] M. Šimko, S. Pendl, S. Schwarz, Q. Wang, J. C. Ikuno, and M. Rupp, “Optimal Pi-
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lot Symbol Power Allocation in LTE,” in Proc. of IEEE 74th Vehicular Technology
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2. Link Level Simulation Methodology

2 Link Level Simulation Methodology

This chapter describes all for this thesis relevant aspects of the UMTS Long Term

Evolution (LTE) standard and explains Multiple-Input Multiple-Output (MIMO)

Orthogonal Frequency-Division Multiplexing (OFDM) systems in general, highlight-

ing the concepts utilized in this thesis. In order to show how the proposed optimiza-

tions perform in a standardized transmission system, I use exemplarily an LTE

transmission system as it is currently being deployed in many countries. Further-

more, this chapter describes a simulation tool utilized during this work, namely the

Vienna LTE Simulator. Last but not least, a mathematical description of the MIMO

OFDM transmission model, that is applied throughout this thesis, is defined.

2.1 UMTS Long Term Evolution

Cell phones and cell phone based services have become parts of our daily lives. The

users require faster and more reliable mobile wireless connections. LTE is one of the

latest steps enabling the demand for services. LTE represents a standard from the

so called fourth generation (4G) family.

The first generation of mobile wireless standards includes many different systems

like Nordic Mobile Telephone (NMT), Total Access Communication System (TACS),

Analogue Mobile Phone System (AMPS), and many others [3]. All these standards

have one main feature in common, all of them are analog transmission systems.

A big step from the first to the second generation lies in a transition from analog

to digital communication. Global System for Mobile communications (GSM) as

an example of the second generation family, was a very successful technology, the

number of devices was rapidly growing and usage of cell phones was becoming part

of our daily routine. The huge success of GSM was due to a collaborative spirit
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2. Link Level Simulation Methodology

during the development phase that resulted in a robust, interoperable and widely-

accepted standard [3]. The demand for a faster wireless communication standard

resulted in the definition of Universal Mobile Telecommunications System (UMTS)

that represents the third generation. The main aspects of the third generation is the

utilization of a larger bandwidth and the utilization of the transmission technology

Wideband Code-Division Multiple Access (WCDMA).

In order to ensure the competitiveness of the fourth generation standard during a

time-frame of 10 years, the standardization organization 3rd Generation Partnership

Project (3GPP) defined the following requirements [3]:

� Reduced delays, in terms of connection establishment and transmission latency

� Increased user data rates

� Improved cell-edge performance

� Improved spectral efficiency

� Simplified network architecture

� Seamless mobility

� Reasonable power consumption for the mobile terminals.

In terms of user mobility, LTE systems are required to support communication with

users moving at a speed of up to 350 km/h, and even up to 500 km/h depending on

the frequency band.

In order to enable the standard to fulfil all above mentioned requirements, new

technologies had to be utilized. From a physical layer perspective, the key technology

employed by LTE is the multicarrier transmission scheme OFDM in combination

with an extensive usage of multiple antennas at the transmitter and at the receiver,

properly modelled as an MIMO system.

2.1.1 Multicarrier Technology

The choice of modulation and multiple-access techniques is crucial for the overall

system performance. The standardization organization 3GPP for this purpose em-

ployed OFDM that divides the transmission bandwidth into a number of parallel

orthogonal but overlapping channels with a smaller bandwidth, an illustrative ex-

ample of which is provided in Figure 2.1. Such an approach is beneficial, since a

frequency selective channel is subdivided into a number of frequency flat channels.

This allows a very simple equalization of the channel at the receiver, and since no

guard bands are necessary much higher spectral efficiency is achieved by employing

OFDM as compared to other modulation techniques.

It was in 1966, when researchers at Bell Labs filed their first OFDM patent [4]. In

1973, Weinstein and Ebert proposed to use a Discrete Fourier Transform (DFT)
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2. Link Level Simulation Methodology

frequency
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Figure 2.1: OFDM spectrum: the required transmission bandwidth is divided into a number
of orthogonal and overlapping subbands with smaller bandwidth.

and guard bands, which allowed to implement the modulation technique in a cost-

effective way [5]. Further cost reduction in implementation was brought by the

Fast Fourier Transform (FFT) [6]. During the last decade OFDM was utilized

by several transmission standards, e.g., Digital Audio Broadcasting (DAB), Digital

Video Broadcasting (DVB), and Wireless Local Area Network (WLAN).

From a physical layer point of view, the benefits of OFDM can be summarized into

the following points [3]:

� Simple equalization at the receiver

� Easy implementation of MIMO schemes

� Orthogonality between subchannels that results in high spectral efficiency

However, OFDM utilization is connected with the following drawbacks:

� High Peak-to-Average Power Ratio (PAPR) requiring highly linear power ampli-

fiers

� Sensitivity to frequency offset

� Loss of orthogonality between subcarriers when experiencing time-variant chan-

nels

� Large guard-bands required to separate different OFDM signals

Let me consider a simple OFDM system, an illustrative example of a transmitter is

provided in Figure 2.2. In complex baseband notation, OFDM signal in the time

9
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data

S/P

IF
F
T

P
/S

... ...
...

... } CP

DAC
transmit
signal

Figure 2.2: OFDM transmitter: the transmit data is (after serial to parallel conversion)
transformed into the time domain via IFFT, then the CP prefix is attached
and after parallel to serial conversion and conversion to analog signals, the final
transmit signal is available.

domain can be expressed as

x [n] =
1√
N

N−1∑
m=0

X [m] ej2πm
n
N 0 ≤ n ≤ N − 1, (2.1)

where N denotes the number of subcarriers and X [m] represents the data-symbol at

the m-th subcarrier. First, data-symbols in the frequency domain are transformed

via Inverse Fast Fourier Transform (IFFT) into the time domain following Equa-

tion (2.1). Afterwards, the NCP last samples are attached at the beginning of the

OFDM symbol as demonstrated in Figure 2.2. This part of the signal is called Cyclic

Prefix (CP) and its purpose is to avoid Inter-Symbol Interference (ISI) between con-

secutive OFDM symbols. At the receiver side, the procedures of the receiver are

reversed, the CP is removed and the FFT is performed in order to transform the

received signal back into the frequency domain. Under the assumption that the CP

is at least as long as the channel impulse response and that the channel is not sig-

nificantly changing over the duration of an OFDM symbol, the overall system can

be expressed as

Y [m] = H [m]X [m] +N [m] , (2.2)

where Y [m] denotes the received symbol in the frequency domain located at the

m-th subcarrier, H [m] is the complex channel coefficient that can be obtained via

the Fourier transformation of the channel impulse response and N [m] represents

additive noise.

The physical layer of LTE is defined in [7–9]. The standard is defined in such a way

that a wide range of scenarios is supported, from indoor urban up to rural situations

under low and high mobility [3]. In the time domain, the LTE downlink signal

consists of frames with a duration of 10 ms. Each frame is split into ten equally

long subframes and each subframe into two equally long slots with a duration of

10
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received
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S/P
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F
F
T...ADC
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P

/S Channel
Estimation

Equalization
received
data

Figure 2.3: OFDM receiver: after the conversion of the received signal into the digital do-
main and removal of the CP, the signal is transformed into the frequency do-
main via FFT. Then procedures like channel estimation and equalization are
performed to remove the effects of the channel.

signal

one frame

one subframe

one slot

OFDM symbol + CP

Figure 2.4: LTE signal structure: one frame has a duration of 10 ms. Each frame consists of
10 subframes, comprising 14 OFDM symbols each.

0.5 ms. With the normal cyclic prefix length, each slot consists of seven OFDM

symbols; and for the extended cyclic prefix length of six OFDM symbols. In case of

the normal cyclic prefix length, its duration is around 5µs, with the extended cyclic

prefix length, it is 17µs. In LTE, the subcarrier spacing is fixed at 15 kHz. Twelve

adjacent subcarriers in one slot are grouped into a so-called resource block. The

number of resource blocks in an LTE slot ranges from 6 up to 100, corresponding to

a bandwidth from 1.4 MHz up to 20 MHz; for all possibilities refer to Table 2.1.

2.1.2 Multiple Antenna Technology

Multiple antenna technology can be regarded as a set of techniques that rely on the

use of multiple antennas at the receiver and/or the transmitter in combination with

signal processing [10]. Its value as means to improve communications was recognized

11
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Table 2.1: LTE bandwidth: the bandwidth utilized by LTE ranges from 1.4 MHz up to
20 MHz, corresponding to the number of data subcarriers ranging from 72 up to
1200.

Channel bandwidth [MHz] 1.4 3 5 10 15 20
Number of resource blocks 6 15 25 50 75 100
Number of subcarriers 72 180 300 600 900 1 200
FFT size 128 256 512 1 024 1 536 2 048

w1

w2

TX

Figure 2.5: Receive diversity: the receiver is equipped with two antennas that help to im-
prove the reliability of the transmission system.

in the very early ages of wireless transmissions [3]. A first military application can

be traced back to almost 60 years ago, however in the mass market multiple antenna

techniques drew attention first around the year 2000 [11].

The availability of multiple antennas opens door to three types of gains [3]:

� Diversity gain: improved ability to mitigate the effect of multipath fading by

transmitting or receiving over multiple antennas at which the effect of fading is

decorrelated.

� Array gain: corresponds to power gain achieved by ”shaping” the overall antenna

beam (beamforming).

� Multiplexing gain: refers to the ability to transmit more data streams in parallel

and by doing so increase the spectral efficiency.

Historically most commonly used are multiple antennas at the receiver side, an ex-

ample is shown in Figure 2.5. This multiple antenna setup is often referred to as

receiver diversity [10]. At the receiver side, signals from the individual receive anten-

nas are linearly combined. One possible strategy to combine the signals is Maximum

Ratio Combining (MRC), where the phase of the signals is rotated to ensure that the

signals are phase aligned and weighted in proportion to the corresponding channel

gains. It results in a maximal Signal to Noise Ratio (SNR).

As an alternative to multiple receive antennas, multiple antennas at the transmitter

side can be employed. Multiple transmit antennas can be used to achieve diversity

and beam-forming [10]. Additionally, multiple transmit antennas shift hardware

complexity from the receiver to the transmitter side, which is beneficial in systems

12
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RX
T

Figure 2.6: Transmit diversity: the simplest example of transmit diversity, the signal of one
transmit antenna is delayed by time T compared to the other antenna. Such an
approach is called delay diversity.

RXTX

Figure 2.7: Spatial multiplexing: the technique to increase spectral efficiency by applying
multiple antennas at the transmit and receiver side and transmitting data packets
in parallel.

where low complexity receivers are desired. If no channel knowledge is available at

the receiver, beam-forming cannot be achieved, only diversity can be utilized. The

simplest example of diversity achievable by employing multiple transmit antennas

is delay diversity, where both of the transmit antennas transmit the same signal,

but the signal from one transmit antenna is delayed compared to the other antenna.

An example is shown in Figure 2.6. A very popular technique to achieve transmit

diversity is by the application of space-time block codes [10].

The application of multiple antennas at the transmitter and receiver side at the

same time, allows to achieve the above mentioned transmit and receive diversity

simultaneously. Additionally to these, there is also the possibility for so-called spatial

multiplexing. The most important requirement for achieving a multiplexing gain is

that the channels between various transmit and receive antennas are sufficiently

uncorrelated [3]. An example of such a system is depicted in Figure 2.7.

LTE defines a transmit diversity scheme for two and four transmit antennas [7].

Transmit diversity is usually applied at low SNRs and in low mobility scenarios [3].

The transmit diversity mode utilizes Space-Frequency Block Codes (SFBCs). An-

other transmit diversity technique applied in LTE is Cyclic Delay Diversity (CDD).

This technique is however not used alone, but in combination with spatial multiplex-

ing. The basic principle of CDD is the same as in the above described time-delay

diversity. More details on both diversity techniques can be found in [3].

13
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Antenna port 1

Antenna port 2

Antenna port 3

Antenna port 4
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time

frequency

frequency

frequency

time

time

time

Figure 2.8: LTE pilot-symbol patterns: the colored squares correspond to pilot-symbols lo-
cated in the time-frequency grid of the LTE signal at different antennas. Crossed
squares correspond to silent positions within the time-frequency grid. This en-
sures that the pilot-symbols are orthogonal between individual antennas.

In LTE two types of spatial multiplexing are defined [7]:

� Open-loop: in this type of spatial multiplexing, the precoding matrix is circularly

varied among the defined precoding matrices.

� Closed-loop: the precoding matrix is chosen from a set of predefined precoding

matrices based on feedback information sent by the User Equipment (UE).

In order to cope with channel distortions, channel state information has to be ob-

tained at the receiver side. For this purpose the LTE standard defines pilot-symbol

patterns distributed over various antennas. Figure 2.8 displays the pilot-symbol

pattern in LTE for four transmit antennas. The colored squares correspond to

pilot-symbols. If there is a pilot-symbol inserted at a specific position in the time-

frequency grid at one transmit antenna, the remaining antennas on the same position

remain silent. In Figure 2.8, crosses correspond to these silent positions. The pilot

patterns located on the different transmit antennas are orthogonal to each other,

i.e., the transmitted pilot-symbols at a specific antenna are not disturbed from the

signal transmitted at the remaining antennas. Such a pilot-symbol pattern allows to

estimate an MIMO channel as a set of individual Single-Input Single-Output (SISO)

channels as long as their spatial correlation is neglected. If for example only a single

transmit antenna is utilized, only pilot-symbols at the first antenna are transmit-

ted (red squares) and no positions are kept silent. Table 2.2 shows the amount

of resources that are occupied by pilot-symbols using various numbers of transmit

antennas.

14



2. Link Level Simulation Methodology

Table 2.2: Relative pilot-symbol overhead: with an increasing number of transmit antennas,
also the overhead necessary for channel estimation is increasing.

number of transmit antennas pilot-symbol overhead [%]

1 ≈ 4, 7
2 ≈ 9, 5
4 ≈ 14, 3

2.2 Vienna Long Term Evolution Simulator

In this section, the simulation tool utilized in this thesis is introduced and its struc-

ture is explained. Furthermore, the motivation for development of such an advanced

tool is provided. In 2009, at the Vienna University of Technology, a team of re-

searchers started to implement a first version of an LTE compliant Matlab and C

based link level simulator. First results were published in [12]. With time the group

around the LTE simulator grew and so did the simulator’s functionality. Around

time of publishing [13], the simulator was termed Vienna LTE simulator. Its func-

tionality was extended towards newer LTE-Advanced (LTE-A) standards as well as

system level and LTE uplink. The simulator is freely available for download under

an ”academic non-commercial use licence”. Until now (April 2013), the Vienna LTE

link level simulator was downloaded more than 17 000 times from all over the world.

The motivation behind the development of the Vienna LTE simulator can be de-

scribed by two keywords:

� Reproducibility

� Openness

Reproducibility is one of the pillars of scientific research. Whereas reproducibil-

ity has a long tradition in most nature sciences and theoretical sciences, such as

mathematics, it is only recently that reproducible research becomes more and more

important in the field of signal processing [14, 15]. In contrast to results in fields

of purely theoretical sciences, results of signal processing research papers can only

be reproduced if a comprehensive description of the investigated algorithms (includ-

ing the setting of all necessary parameters), and eventually the required input data

are fully available. Due to lack of space, a fully comprehensive description of the

algorithm is often omitted in research papers. Even if an algorithm is explained in

detail, for instance by a pseudo code, initialization values are frequently not fully

defined. Moreover, it is not possible to include in a paper all necessary resources,

such as data that was processed by the presented algorithms. Ideally, all resources,

including the source code of the presented algorithms, should be made available for

download to enable other researchers (and also reviewers of papers) to reproduce the

results presented. Unfortunately, a researcher’s reality does not resemble this ideal
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Winner+ channel trace
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ACK/NACKsdelay
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coded/uncoded BER

block error ratio

throughput

Figure 2.9: Structure of the Vienna LTE simulator: the simulator is comprised by one or
more transmitter blocks, channel modeling for each link, and receiver blocks.
The feedback channel is implemented as a delayed error-free signaling channel.

situation, a circumstance that has recently been complained about quite openly [16].

Therefore, the authors of the simulator decided to offer the source code of the simu-

lator under a so called ”academic non-commercial use license”, allowing the research

community to reproduce the published results. By doing so, not only they enabled

their research results to be confronted by the research community around the world,

but they also provided a platform that allows researchers from other groups to im-

plement their algorithms which can be further tested.

The link level simulator can be divided into three basic building blocks, namely

transmitter, channel model, and receiver (see Figure 2.9). Depending on the type

of simulation, one or several instances of these basic building blocks are employed.

The transmitter and receiver blocks are linked by the channel model, which is used

to transmit the downlink data, while signaling and uplink feedback is assumed to

be error-free. Since signaling is stronger protected than data, by means of lower

coding rates and/or lower-order modulations, the assumption of error-free signaling

is in fact quite realistic. Equivalently, errors on the signaling channels only occur

when the data channels are already facing substantial performance degradation —

a point of operation usually not targeted in investigations.

In the downlink, the signaling information passed on by the transmitter to the re-

ceiver contains coding, HARQ, scheduling, and precoding parameters. In the uplink,

Channel Quality Indicator (CQI), Precoding Matrix Indicator (PMI), and Rank

Indicator (RI) (all three together forming the Channel State Information (CSI)) are

signaled. All simulation scenarios (see Section 2.2.2) support the feedback of CQI,

PMI, and RI, although it is also possible to set some or all of them to fixed values.

Such a setting is required for specific simulations, such as throughput evaluation of

an individual Modulation and Coding Scheme (MCS).
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2.2.1 Structure

In the following, the structure of the Vienna LTE simulator is described.

Transmitter

The layout of the LTE downlink transmitter is shown in Figure 2.10. This structure

is basically a graphical representation of the transmitter description defined in the

TS36’ standard series [7–9]. Based on UE feedback values, a scheduling algorithm

assigns Resource Blocks (RBs) to UEs and sets an appropriate MCS (coding rates

between 0.076 and 0.926 with 4, 16, or 64-QAM symbol alphabet [9, 17]), the MIMO

transmission mode (Transmit Diversity (TxD), Open Loop Spatial Multiplexing

(OLSM), or Closed Loop Spatial Multiplexing (CLSM)), and the precoding/number

of spatial layers for all served users. Such a channel adaptive scheduling allows the

exploitation of frequency diversity, time diversity, spatial diversity, and multi-user

diversity.

After the layer mapping, reference symbols are inserted into the precoded data

stream and OFDM symbols are assembled. The structure of the reference symbols

is shown in Figure 2.8. The assembled OFDM symbols are transformed via IFFT into

the time domain. Afterwards, the NCP last samples are attached at the beginning

of each OFDM symbol. This part of the signal is called CP and its purpose is to

avoid ISI between consecutive OFDM symbols.

Channel Model

The Vienna LTE Link Level Simulator supports block and fast fading channels.

In the block fading case, the channel is constant during one subframe (1 ms). In

the fast fading case, time-correlated channel impulse responses are generated for

each sample of the transmit signal. Currently, the simulator supports the following

channel models:

1. Additive White Gaussian Noise (AWGN)

2. Flat Rayleigh fading

3. Power Delay Profile-based channel models such as ITU Pedestrian B, or ITU

Vehicular A [18]

4. Winner Phase II+ [19].

The most sophisticated of these channel models is the Winner Phase II+ model. It is

an evolution of the 3GPP spatial channel model and introduces additional features

such as support for arbitrary 3D antenna patterns.
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Figure 2.10: Transmitter: implementation in the Vienna LTE link level simulator, as speci-
fied in [7–9].

Receiver

Figure 2.11 shows the implementation of the UE receiver. First, the samples of

CP are discarded and the remaining part of the received signal is transformed into

the frequency domain using the FFT. Afterwards, reference symbols are extracted

and the channel is estimated. Currently, five different types of channel estimators

are supported within the simulator: (i) Least Squares (LS), (ii) Linear Minimum

Mean Squared Error (LMMSE), (iii) Approximate LMMSE [20, 21], (iv) genie-driven

(near) perfect channel knowledge based on all transmitted symbols, and (v) perfect

channel knowledge. The estimated channel coefficients are used to calculate feedback

values, in particular, the supported CQI, the optimum PMI, and the RI [22].

After disassembling the RBs according to UE resource allocation, an MIMO OFDM

detection (using the estimated channel) is carried out. The simulator currently

supports Zero Forcing (ZF), LMMSE, and soft sphere decoding as detection algo-

rithms. The detected soft bits are decoded to obtain the data bits and several figures

18



2. Link Level Simulation Methodology

signaling

throughputBER
BLER

resource block
disassembling

RB allocation

decoded
data bits

user
feedback

CQI/PMI/RI
feedback

calculation

MIMO RX and OFDM detection

received signal

time-frequency
resource block  grid

CP removal

FFT

precoding

coding
paramschannel decoding

channel
estimation

Figure 2.11: LTE downlink receiver structure, as implemented in the Vienna LTE link level
simulator.

of merit, such as coded/uncoded Bit Error Ratio (BER), Block Error Ratio (BLER),

and throughput.

LTE requires UE feedback in order to adapt the transmission to the current channel

conditions. The LTE standard specifies three feedback indicators for that purpose,

CQI, RI and PMI [7]. The CQI is employed to choose the appropriate MCS, in

order to achieve a predefined target BLER, whereas the RI and the PMI are utilized

for MIMO pre-processing. Specifically, the RI informs the eNodeB about the pre-

ferred number of parallel spatial data streams, while the PMI signals the preferred

precoder that is stemming from a finite code book as specified in [7]. Very similar

feedback values are also employed in other systems such as WiMAX and WiFi. The

simulator provides algorithms that utilize the estimated channel coefficients to eval-

uate these feedback indicators [22]. Researchers and engineers working on feedback

algorithms can implement other algorithms by using the provided feedback functions

as a starting point to define their own functions.

Given this receiver structure, the simulator allows to investigate various aspects, such

as frequency synchronization [23], channel estimation [20], or interference aware-

ness [24].
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2.2.2 Complexity

Link level simulators are in practice a direct standard-compliant implementation

of the Physical (PHY) layer procedures, including segmentation, channel coding,

MIMO, transmit signal generation, pilot patterns, and synchronization sequences.

Therefore, implementation complexity and simulation time are high. To obtain a

simulator with readable and maintainable code, a high level language (Matlab) has

been chosen. This choice enabled to develop the simulator in a fraction of the time

required for an implementation in other languages such as C. Furthermore, Matlab

ensures cross-platform compatibility. While Matlab is certainly slower than C, by

means of code optimization (vectorization) and parallelization by the Matlab Par-

allel/Distributed Computing Toolbox, simulation runtime can be greatly reduced.

Severely difficult-to-vectorize and often-called functions are implemented in C and

linked to the Matlab code by means of MEX functions. Such functions include the

channel coding/decoding [25], Cyclic Redundancy Check (CRC) computation [26],

and soft sphere decoding.

Furthermore, it is possible to adjust the scale of the simulation to the specific needs.

This is achieved by introducing three different simulation scenarios with largely

different computational complexity (Figure 2.12):

Single-user Downlink

This simulation type only covers the link between one eNodeB and one UE. Such

a set-up allows for the investigation of channel tracking, channel estimation [20],

synchronization [27, 28], MIMO gains, Adaptive Modulation and Coding (AMC)

and feedback optimization [22], receiver structures [29] (neglecting interference and

impact of the scheduling1), modeling of channel encoding and decoding [30, 31], and

physical layer modeling [32], which can be used for system level abstraction of the

physical layer.

Single-cell Multi-user Downlink

This simulation setup covers the links between one eNodeB and multiple UEs. This

set-up additionally allows for the investigation of receiver structures that take into

account the influence of scheduling, multi-user MIMO resource allocation, and multi-

user gains. Furthermore, this set-up allows researchers to investigate practically

achievable multi-user rate regions. In the current implementation, the simulator

1 Note that the scheduler in a multi-user system changes the statistics of the individual user’s
channel, thus influencing the receiver performance.
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Figure 2.12: Three possible scenarios in the Vienna LTE link level simulator allow to adjust
the scale of the simulation complexity: single-downlink, single-cell multi-user,
and multi-cell multi-user.

fully evaluates the receivers of all users. However, if receiver structures are being

investigated, the computational complexity of the simulation can considerably be

reduced by only evaluating the user of interest.

Multi-cell Multi-user Downlink

This simulation scenario is by far the computationally most demanding scenario and

covers the links between multiple eNodeBs and UEs. This set-up allows for the real-

istic investigation of interference-aware receiver techniques [33], interference manage-

ment (including cooperative transmissions [34] and interference alignment [35, 36]),

and network-based algorithms such as joint resource allocation and scheduling. Fur-

thermore, despite the vast computational efforts needed, such simulations are crucial

to verify system level simulations.

For most users, the simulation time is a crucial factor and depends on the desired

precision and statistical accuracy of the simulation results, the selected bandwidth,

the transmission mode, and the chosen modulation order. It should be noted that

by a smart choice of the simulation settings, the simulation time can be decreased

(e.g., when investigating channel estimation performance, the smallest bandwidth

can be sufficient).

2.3 Transmission Model

In this thesis, I consider a generic model of an MIMO OFDM transmission system.

A received OFDM symbol of such a system in the frequency domain at the nr-th
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receive antenna can be written as

ỹnr =

Nt∑
nt=1

H̃nt,nr x̃nt + ñnr , (2.3)

where H̃nt,nr ∈ CNsub×Nsub represents a channel matrix in the frequency domain

between the nt-th transmit and nr-th receive antennas. The transmitted signal

vector is referred to as x̃nt , the received signal vector as ỹnr . Vector ñnr ∈ CNsub×1

is additive white zero mean Gaussian noise with variance σ2
n on receive antenna nr.

In the case of a time-invariant channel, channel matrix H̃nt,nr appears as a diagonal

matrix, whereas a time-variant channel forces channel matrix H̃nt,nr to become non-

diagonal. The non-zero non-diagonal elements indicate that the subcarriers are not

orthogonal anymore, leading to the so-called Intercarrier Interference (ICI).

Specifically, vector x̃nt ∈ CNsub×1 in Equation (2.3) comprises precoded data-

symbols x̃d,nt ∈ CNd×1 and pilot-symbols x̃p,nt ∈ PNp×1 from the set of all possible

pilot-symbols P, at the nt-th transmit antenna placed by a suitable permutation

matrix P

x̃nt = P
[
x̃T

p,nt
x̃T

d,nt

]T
. (2.4)

Vector x̃nt has Nsub entries, corresponding to the number of non-zero subcarri-

ers. Let me denote the number of pilot-symbols and the number of precoded data-

symbols by Np and Nd, respectively. On subcarrier k of data-symbol vector x̃d,nt ,

the precoding process can be described as

[x̃d,1,k · · · x̃d,Nt,k]
T = Wk [s1,ks2,k · · · sNl,k]

T , (2.5)

where x̃d,nt,k is a precoded data-symbol at the nt-th transmit antenna port and the

k-th subcarrier, Wk ∈ CNt×Nl is a unitary precoding matrix at the k-th subcarrier,

with Nl being the number of transmission layers, and snl,k ∈ D1×1 is the data-symbol

of the nl-th layer at the k-th subcarrier. Here, D is the set of available modulation

alphabets. A transmission layer represents an abstract concept of a spatial data

stream. These spatial data streams are located before the precoder. The number

of layers Nl cannot exceed the minimum of the number of transmit and receive

antennas, Nl ≤ min (Nt, Nr). In order to obtain data-symbol vectors xd,nt , one has

to stack data-symbols xd,nt,k obtained via Equation (2.5) at a specific antenna nt

into a vector.

For the derivation of the post-equalization Signal to Interference and Noise Ratio
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(SINR), I use an MIMO input-output relation at the subcarrier level, given as:

yk = Hk,kWksk + nk +
∑
m 6=k

Hk,mWmsm︸ ︷︷ ︸
ICI

. (2.6)

Matrix Hk,m ∈ CNr×Nt denotes the MIMO channel matrix between the k-th and m-

th subcarrier. MIMO channel matrix Hk,m contains appropriately ordered elements

of matrices H̃nt,nr located in the k-th row and m-th column. Vector sk consists of

the data-symbols of all layers at the k-th subcarrier. Vector nk represents additive

white zero mean Gaussian noise with variance σ2
n at subcarrier k. The effective

channel matrix is denoted by

Gk,k = Hk,kWk. (2.7)

Furthermore, the average power transmitted on each of the Nl layers is denoted by

σ2
s . The total power transmitted on each data position is σ2

d, while that on each

pilot position is σ2
p.

Example: When the power is evenly distributed between the data and pilot-

symbols, there is:

σ2
s = E

{
‖sl,k‖22

}
=

1

Nl
, (2.8)

σ2
d =

1

Nd

Nt∑
nt=1

E
{
‖x̃d,nt‖22

}
= 1, (2.9)

σ2
p =

1

Np

Nt∑
nt=1

E
{
‖x̃p,nt‖22

}
= 1, (2.10)

where Nd is the number of data-symbols and Np the number of pilot-symbols.

2.4 Summary

In this chapter, a brief overview of a current state-of-the-art standard for wireless

communications, namely LTE, is provided. Furthermore, the main enabling tech-

nologies of LTE at the physical layer, such as OFDM and MIMO, are explained. A

simulation tool utilized throughout this thesis, the Vienna LTE simulator, was in-

troduced and described. This simulator is freely available under a ”non-commercial

academic use license”. One of the main motivational aspects behind creation of such

a tool was reproducibility [13]. At the end of this chapter, I introduced an analytical

transmission model that is utilized throughout this thesis.

23



2. Link Level Simulation Methodology

The Vienna LTE simulator enables to investigate different aspects of the wireless

transmission system and to propose improvements at the transmitter and receiver

sides. To name couple of examples, the authors of [37] investigated iterative channel

estimation for the LTE system. In [38], the authors proposed a smoothing inter-

polator for LTE-A system. Timing offset estimation algorithms were proposed in

[39, 40].
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3 Receiver Performance Modeling

Prior to the process of the design of optimal pilot patterns an accurate model of

a receiver is required. With help of such a model, the influence of the changes

performed in the transmitter structure on the overall system performance can be

investigated. In this chapter, I derive the Mean Squared Error (MSE) for two state-

of-the-art channel estimators and show that the MSE of a linear channel estimator

can be decomposed into a noise dependent part and a noise independent part. Later

in the chapter, the modeling of ICI that occurs in OFDM systems due to time-

variant channels, is investigated. Last but not least, I show how to include channel

estimation errors into account in the post-equalization SINR of a ZF equalizer and

derive a simple analytical model for it.

In [41], the authors derived the MSE for an LS and an LMMSE channel estimator

for a time-invariant scenario. In [42, 43], the derivation was extended for the time-

variant case. In [44], the power of ICI caused by time-variant channels was derived.

The authors additionally derive tight upper and lower bounds for ICI power. A

typical assumption of linear channel variations was applied for ICI estimation in [45–

47]. This approach was extended to a general polynomial case in [48]. However,

the polynomial order is limited due to the ill-conditioning of the estimation matrix.

In [41, 49], post-equalization SINR for a ZF equalizer including its channel estimation

error was derived. Such an approach allows to analytically include the effect of

imperfect channel knowledge on the performance of the overall system.

3.1 Channel Estimation

In the following section, I present the state-of-the-art linear channel estimators and

derive analytical expressions for their MSE. The authors of [50] showed that opti-
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mal performance of an MIMO channel estimator was obtained with pilot patterns

that are orthogonal over individual transmit antennas. Such pilot patterns allow

to estimate an MIMO channel as NtNr individual SISO channels. Due to optimal

performance of such MIMO patterns, my discussion is restricted to pilot-symbol

patterns that are orthogonal over individual antennas. Note that the LTE-standard

utilizes such orthogonal pilot patterns. To ease the reading, I thus simplify the

notation in the following part and omit the antenna indices.

3.1.1 Least Squares Channel Estimation

The LS channel estimate at the pilot-symbol positions is obtained by solving the

following minimization problem

ˆ̃H
LS

p = arg min
ˆ̃Hp

∥∥∥yp − ˆ̃Hpxp

∥∥∥2

2
, (3.1)

where the matrix ˆ̃Hp ∈ CNp×Np is assumed to be diagonal, representing the channel

only at the pilot-symbol positions. Obviously, such an estimator ignores the non-

diagonal elements of the channel matrix and treats the potential ICI as noise. More

details on this topic can be found in [20]. The resulting MSE at the pilot-symbol

positions is given as

σ2
e,p =

σ2
n + σ2

ICI

σ2
p

. (3.2)

By increasing the power radiated at the pilot-symbols σ2
p, the channel estimates at

the pilot-symbols become more reliable. The channel estimates at the data positions

have to be obtained by applying a two-dimensional interpolation.

Figure 3.1 shows an example of an LS channel estimate with a two-dimensional

linear interpolation at a Doppler frequency of 115 Hz. The vertical lines represent

the pilot-symbol positions. Note that the channel estimates at the data positions

are obtained by spanning planes defined by the three nearest pilot-symbols.

In the following, I analyze performance of a general linear channel estimator in

terms of MSE. A channel estimate at an arbitrary data position using a linear

interpolation is given by a weighted sum of the S nearest channel estimates (in the

Euclidean sense of the time-frequency grid) at pilot positions. Let me denote the

channel estimate at the j-th data position by ĥd,j and the channel estimate at the

i-th pilot position by ĥp,i. The lower indices i and j are used as general description

of the location in the time-frequency grid. A channel estimate at a data position j
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Figure 3.1: An example of the linear interpolation of a channel at a Doppler frequency of
115 Hz (user velocity of 50 km/h). Vertical lines represent positions of the pilot-
symbols.

can be expressed as a weighted sum of S closest pilot-symbols

ĥd,j =
∑
i∈Pj

wj,iĥp,i, (3.3)

where Pj denotes a set of the S nearest pilot-symbol positions to the data position

j. The weight wj,i is a real number that indicates how much the channel estimate at

the j-th data position is influenced by the channel estimate at the i-th pilot position.

In the following, I evaluate the performance of such a linear channel estimator by

analytically deriving its theoretical MSE at the data positions. Given the definition

of the MSE

σ2
e,j = E

{∥∥∥hd,j − ĥd,j

∥∥∥2
}

= E
{
‖hd,j‖2

}
− 2<

{
E
{
h∗d,j ĥd,j

}}
+ E

{∥∥∥ĥd,j

∥∥∥2
}
. (3.4)

For the analytical derivation, I make the following assumptions:

� The channel power is normalized to one
(
E
{
‖hd,j‖2

}
= 1
)

.

� The channel hd,j at a data position j and the estimation error nest,i = hp,i − ĥp,i

at a pilot position i are uncorrelated
(
E
{
h∗d,jnest,i

}
= 0
)

.
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� The channel hp,i at a pilot position i and the estimation error nest,i′ at a pilot

position i′ are uncorrelated
(
E
{
hp,inest,i′

}
=
)

0.

Let me analyze the three terms in Equation (3.4) individually. The first term is

equal to one due to the system model E
{
‖hd,j‖2

}
= 1. In the second term, ĥd,j can

be replaced by Equation (3.3)

<
{
E
{
h∗d,j ĥd,j

}}
= <

E

h∗d,j ∑
i∈Pj

wj,iĥp,i




= <

∑
i∈Pj

wj,iE
{
h∗d,j (hp,i − nest,i)

}
=
∑
i∈Pj

wj,i<{Rj,i} , (3.5)

where nest,i represents the estimation noise at the i-th pilot position. The last step

in the above equation can be justified by the assumption that the channel at the j-th

data position and the estimation error at the i-th pilot position are uncorrelated.

The coefficient Rj,i = E
{
h∗d,jhp,i

}
denotes the correlation between the channels at

the j-th data-symbol and the i-th pilot-symbol positions.

Let me proceed with the last term of Equation (3.4), in which Equation (3.3) is

inserted and consequently the equality ĥp,i = hp,i − nest,i, which states that the

channel estimate at the pilot-symbol position is given as the true channel superim-

posed by an estimation error. Note that due to Equation (2.10), it can be shown

that the MSE of the LS channel estimator at the pilot-symbol positions is identical

to the noise power divided by the power radiated at the pilot-symbols σ2
n
σ2

p
for time-

invariant channels [41]. In the case of time-variant channels, also the ICI power has

to be considered. Therefore the power of nest,i is equal to
σ2
n+σ2

ICI
σ2

p
. I obtain:

E
{∥∥∥ĥd,j

∥∥∥2
}

= E


∥∥∥∥∥∥
∑
i∈Pj

wj,i (hp,i − nest,i)

∥∥∥∥∥∥
2

= E

∑
i∈Pj

∑
i′∈Pj

wj,iwj,i′ (hp,i − nest,i)
∗ (hp,i′ − nest,i′

)
=
∑
i∈Pj

∑
i′∈Pj

wj,iwj,i′Ri,i′ +
∑
i∈Pj

w2
j,i

σ2
n + σ2

ICI

σ2
p

. (3.6)

In the last step, I applied the assumption that the estimation error and channel are
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uncorrelated. To summarize, Equation (3.4) is simplified to

σ2
e,j = E

{∥∥∥hd,j − ĥd,j

∥∥∥2
}

= 1− 2
∑
i∈Pj

wj,i<{Rj,i}+
∑
i∈Pj

∑
i′∈Pj

wj,iwj,i′Ri,i′ +
∑
i∈Pj

w2
j,i

σ2
n + σ2

ICI

σ2
p

. (3.7)

A part of Equation (3.7) is independent of the term
σ2
n+σ2

ICI
σ2

p
, as it only depends on the

weights wj,i and on the correlation matrix. The dependency of the correlation matrix

can also be regarded as dependency on the maximum Doppler spread (or equivalently

the user velocity) and Root Mean Square (RMS) delay spread. The second part of

the MSE depends on
σ2
n+σ2

ICI
σ2

p
. This term is on the other hand independent of the

correlation matrix. In order to obtain the overall, MSE additional averaging over

all data-symbols has to be applied

σ2
e =

1

Nd

Nd∑
j=1

σ2
e,j . (3.8)

The MSE error can be decomposed into a noise dependent part and a noise inde-

pendent part

σ2
e = ce

σ2
n + σ2

ICI

σ2
p

+ d, (3.9)

where ce is a scalar depending on the weights wj,i, given as

ce =
1

Nd

Nd∑
j=1

∑
i∈Pj

w2
j,i ≥ 0. (3.10)

The value of the variable ce is obtained as arithmetic average over all data-symbol

positions. Its depends only on the interpolation weights wj,i of the estimator. The

constant d is a scalar depending on the weights wj,i as well as the correlation matrix.

In the following text, it is referred to as interpolation error (variance) d, given as

d =
1

Nd

Nd∑
j=1

1− 2
∑
i∈Pj

wj,i<{Rj,i}+
∑
i∈Pj

∑
i′∈Pj

wj,iwj,i′Ri,i′

 ≥ 0. (3.11)

In Appendix A, it is shown that the interpolation error is always greater than or

equal to zero. In the proof, perfect channel knowledge at the pilot-symbol positions

is assumed. The resulting MSE is equal to the interpolation error. Therefore,

the interpolation error can be interpreted as the estimation error caused by the

interpolation process.
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The choice of the interpolation weights wj,i depends on the interpolation strategy.

The simplest way to obtain the interpolation weights for doubly-selective channels is

a two-dimensional linear interpolation. In this case, the set of S closest pilot-symbols

shrinks to those three closest pilot-symbols that define a plane. Appendix B provides

a simple way of obtaining the interpolation weights following a two-dimensional lin-

ear interpolation. Additionally, because of geometry reasons shown in Appendix B,

the sum of the interpolation weights has to be equal to one, namely
∑

i∈Pj
wj,i = 1.

An example of a two-dimensional interpolation is provided in Figure 3.2. First,

three pilot-symbols (red lines), that are closest to a data-symbol (green) line, are

located. Second, a plane, that is spanned by these three pilot-symbols, is sampled at

the data-symbol position. Note that due to the linear interpolation/extrapolation

by a plane, some weights can become negative. More details on how to obtain the

interpolation weights for the two-dimensional linear interpolation can be found in

Appendix B. In this case, the interpolation weights depend solely on the location of

the pilot-symbols and are independent of the noise variance and channel correlation.
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Figure 3.2: Two-dimensional linear interpolation: channel estimate at a data position (green
line) is obtained by spanning a two-dimensional plane that is defined by the three
closest pilot-symbols (red lines).

In the case of a two-dimensional linear interpolation, the coefficient ce depends only

on the pilot pattern. In the case of a two-dimensional linear interpolation with an

LTE SISO pilot-symbol pattern using an LS channel estimator, I find ce = 0.6623,

evaluating Equation (3.10). Figure 3.3 shows the value of the interpolation error

d versus Doppler frequency for different antenna configurations using LTE pilot-
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symbol patterns. Its value grows with increasing Doppler frequency. Note that

the interpolation error d in Equation (3.9) causes an error floor in the MSE as a

function of SNR of any linear channel estimator. This saturation originates from a

low correlation over time. Figure 3.4 shows the simulated (solid lines) and theoretical

(dashed lines) MSE of an LS channel estimator, for which an excellent agreement

can be found.
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Figure 3.3: Interpolation error d plotted versus Doppler frequency for a different number of
transmit antennas. The interpolation error is identical for one and two transmit
antennas when utilizing LTE pilot patterns.

3.1.2 Linear Minimum Mean Squared Error Channel Estimation

The LMMSE channel estimator requires knowledge of the second order statistics of

the channel and the noise. It can be shown that the LMMSE channel estimate is

obtained by multiplying the LS estimate at the pilot-symbol positions with a filtering

matrix ALMMSE ∈ CNd×Np [51]

ĥLMMSE
d = ALMMSEĥ

LS
p . (3.12)

In order to find the LMMSE filtering matrix, the MSE

σ2
e = E

{∥∥∥hd −ALMMSEĥ
LS
p

∥∥∥2

2

}
, (3.13)
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Figure 3.4: Comparison between theoretical (dashed lines) and simulated (solid lines) MSE
of an LS channel estimator for a 1× 1 transmission system at different Doppler
frequencies.

has to be minimized, leading to

ALMMSE = Rhd,hp

(
Rhp,hp +

σ2
n + σ2

ICI

σ2
p

I

)−1

, (3.14)

where the matrix Rhp,hp = E
{
hph

H
p

}
∈ CNp×Np denotes the channel correlation

matrix at the pilot-symbols, and the matrix Rhd,hp = E
{
hdh

H
p

}
∈ CNd×Np is the

channel crosscorrelation matrix.

To derive the theoretical MSE, I insert Equation (3.14) into Equation (3.13):

σ2
e =E

{(
hd −

(
Rhd,hp

(
Rhp,hp −

σ2
n + σ2

ICI

σ2
p

I

)−1

ĥLS
p

))
(3.15)

(
hd −

(
Rhd,hp

(
Rhp,hp −

σ2
n + σ2

ICI

σ2
p

I

)−1

ĥLS
p

))H
 .

After a straightforward manipulation, the average MSE at the data subcarriers is

expressed as

σ2
e =

1

Nd
tr

{
Rhd,hd

−Rhd,hp

(
Rhp,hp +

σ2
n + σ2

ICI

σ2
p

I

)−1

Rhp,hd

}
, (3.16)
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where Nd is the number of data-symbols.

In order to derive interpolation error d for an LMMSE channel estimator, I assume

the expression
σ2
n+σ2

ICI
σ2

p
being equal to zero. Such an assumption corresponds per-

fect knowledge of the channel estimates at the pilot-symbol positions. In this way,

interpolation error d can be directly obtain from Equation (3.16) as

d =
1

Nd
tr
{
Rhd,hd

−Rhd,hpR
−1
hp,hp

Rhp,hd

}
. (3.17)

An alternative approach to find the LMMSE channel estimate can be obtained

using Equation (3.3), where the set of pilot-symbols Pj that impact the channel

estimate at a specific data position is extended from the three nearest pilot-symbols

to all available pilot-symbols. However, in contrast to the previously explained two-

dimensional linear interpolator, the weights wj,i depend on the channel correlation

matrix and SNR. Therefore, for the LMMSE channel estimator, SNR dependent

scalars ce(SNR) and d(SNR) can be found. In Appendix C, it is shown how to find

an SNR independent approximation of the variables ce and d.

Figure 3.5 depicts the simulated (solid line) and the analytical (dashed line) MSE

of an LMMSE channel estimator for different Doppler frequencies. The simulated

MSE and the analytically derived MSE show nearly perfect identity.
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Figure 3.5: Comparison between theoretical (dashed lines) and simulated (solid lines) MSE
of an LMMSE channel estimator for a 1 × 1 transmission system at different
Doppler frequencies.
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3.1.3 Intercarrier-Interference Estimation

In scenarios with time-varying channels such as intelligent traffic systems or high

speed trains, the orthogonality between subcarriers in OFDM is destroyed causing

ICI. In the literature, ICI equalization algorithms have been proposed; however,

they assume perfect channel knowledge at sample level. Unfortunately, existing

channel estimation algorithms do not provide accurate channel estimates at high

Doppler spreads, prohibiting data transmission with high spectral efficiency.

In the following, a Basis Expansion Model (BEM) utilizing a basis consisting of

orthogonalized polynomial or Discrete Prolate Spheroidal (DPS) sequences is pro-

posed. Such an approach allows to accurately model ICI at high Doppler frequencies.

This is especially useful for ICI estimation algorithms [24], ICI-aware precoding [52],

and ICI-aware equalization [24].

The channel matrix in the frequency domain H̃, from Equation (2.3), is obtained

via Fourier transformation of the channel in the time domain including the effects

of adding and removing of the CP and the guard-band subcarriers. This procedure

can be mathematically formulated as

H̃n = FGBrDFFTDCPr︸ ︷︷ ︸
D1

H̃time
n DCPD

H
FFTFGB︸ ︷︷ ︸
D2

, (3.18)

where the additionally introduced lower index n corresponds to the OFDM symbol

index. Matrices FGBr and DCPr remove the guard-band subcarriers and the CP,

respectively. Matrices DCP and FGB represent the addition of the CP and guard-

band, respectively. Finally, matrix DFFT is the Fourier transformation matrix. If

the channel is not varying during the transmission of one OFDM symbol, H̃n is a

diagonal matrix. On the other hand, if the channel is varying within one OFDM

symbol, H̃n is not diagonal and ICI occurs.

The channel matrix in the time domain can be split into two parts, one corresponding

to the mean channel and one to the time variation of the channel:

H̃time
n = Toep

(
hn
)

+ ∆Hn. (3.19)

Here vector hn comprises the mean channel impulse response as experienced by the

34



3. Receiver Performance Modeling

n-th OFDM symbol. The Toeplitz operator Toep (·) is defined as

Toep (b)
4
=



b(1) 0 . . . . . . . . . 0
...

. . .
. . .

...

b(N)
. . .

. . .
...

0
. . .

. . .
. . .

...
...

. . .
. . .

. . . 0

0 . . . 0 b(N) . . . b(1)


, (3.20)

with vector b being of length N . The resulting Toeplitz matrix is of an appropriate

size given by the size of the matrices D1 and D2. The channel matrix in the frequency

domain using the structure from Equation (3.19) is given by

H̃n = D1

(
Toep

(
hn
)

+ ∆Hn

)
D2 (3.21)

= diag
(
h̃n

)
+ D1∆HnD2, (3.22)

where vector h̃n contains the diagonal elements of the channel matrix in the fre-

quency domain. The operator diag (b) creates a diagonal matrix with the vector b

on its main diagonal.

Based on the above considerations, the frequency domain channel matrix can be

decomposed using a set of basis functions

H̃n =

Norder∑
i=0

diag
(
γ(i)
n

)
D1T

(i)D2, (3.23)

where the matrices T(i) are diagonal matrices comprising of the corresponding basis

vectors t(i) on their main diagonals. The channel estimator delivers an estimate of

the diagonal elements of the channel matrix in the frequency domain, which corre-

sponds to the mean of the channel during the transmission of one OFDM symbol.

In [48], it is shown that if the mean channel of several consecutive OFDM symbols

is known, the optimal coefficient can be obtained by means of a linear regression.

Using polynomials as the basis functions in Equation (3.23), the coefficients of the

BEM are obtained as follows[
γ̂(0)
n γ̂(1)

n γ̂(2)
n · · · γ̂(Norder)

n

]
= (3.24)(

MHM
)−1

MH
[
ĝ1ĝ2 · · · ĝNsymbol

]T
,

where matrix M contains the sampled basis function column wise. For example, for
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a polynomial basis matrix M is given as

M =
[
1mm�2 · · ·m�Norder

]
, (3.25)

where the operator ·�i denotes the element-wise raise to the power of i and the

vector m has the following structure

m =[⌊
Ns

2

⌋
, Ns +

⌊
Ns

2

⌋
, · · · , Ns (Nsymbol − 1) +

⌊
Ns

2

⌋]T

, (3.26)

with Nsymbol being the number of OFDM symbols within one subframe and vector

t is given as

t = [1, 2 · · ·Ns − 1, Ns]
T . (3.27)

In the following, I discuss different possibilities for the choice of the basis for the

BEM.

Linear Case

If polynomials are used as the basis spanning the channel space and the variable

Norder is set to one (Norder = 1), the channel is allowed to vary linearly in time.

Higher order channel variations are not taken into account. The same assumption

has been made in [45–47]. It was shown that such an assumption is valid at low

Doppler spreads.

DPS Sequences

In [53], a low-dimensional subspace spanned by discrete prolate spheroidal sequences

is used for time-variant channel estimation. The subspace is designed according to

the maximum Doppler frequency of a user. It is shown in [53] that the channel

estimation bias obtained with the Slepian basis expansion is more than a magnitude

smaller compared to the Fourier basis expansion (i.e., a truncated discrete Fourier

transform) [54] or a polynomial. The concept introduced in [53], can be directly

extended to the ICI model. The polynomials in Equation (3.23) are replaced by

DPS sequences.

Orthogonalized Sequences

When increasing the polynomial order above four in the approach of [48], the ma-

trix in Equation (3.24) becomes ill-conditioned. With increasing number of basis
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functions Norder, the condition number of the term MHM in Equation (3.24) is

also increasing. Therefore, the result of the inversion is not reliable. The maxi-

mum modeling order Norder depends on the choice of the basis vectors m�i. The

main requirement on the basis vectors is the orthogonality between their sampled

version. Orthogonal sampled sequences that span the same space as the sequences

m�0,m�1,m�2, · · · ,m�Norder have therefore to be found. During the search for the

new orthogonal sequences it has to be considered that it is required to construct cor-

responding sequences t�0, t�1, t�2, · · · , t�Norder at the sample level. In order to solve

the given problem with defined requirements, I apply the Gram Schmidt orthonor-

malization algorithm [55] on the vectors m�0,m�1,m�2, · · · ,m�Norder . During the

orthogonalization process, also the vectors t�0, t�1, · · · , t�Norder have to be trans-

formed in the same manner. The new sampled basis vectors li and the new basis

vectors at the sample level ki can be constructed as:

li = m�i −
i−1∑
j=1

lj
Tm�i

lj
Tlj

lj 0 ≤ i ≤ Norder, (3.28)

ki = t�i −
i−1∑
j=1

lj
Tt�i

lj
Tlj

kj 0 ≤ i ≤ Norder. (3.29)

By applying this procedure, it is possible to find basis vectors ki, such that their

sampled versions li are orthonormal. Therefore, the linear regression from Equa-

tion (3.24) simplifies to[
γ̂(0)
n γ̂(1)

n · · · γ̂(Norder)
n

]
= LH

[
ĝ1ĝ2 · · · ĝNsymbol

]T
, (3.30)

where matrix L contains the vectors li, L = [l0l1 · · · lNorder
]. The ICI model is

obtained with the help of Equation (3.23), where matrices K(i) are used instead of

matrices T(i). Matrices K(i) contain vectors ki on their main diagonals.

This orthogonalization process can be applied not only to polynomials but also to

DPS sequences. Furthermore, the basis sequences orthogonal at OFDM symbol level,

not only solve the problem of the ill-conditioned matrix, but also decrease the overall

complexity of the estimator, since instead of matrix inversion in Equation (3.24) only

a matrix multiplication in Equation (3.30) is necessary.

To quantify the performance of various ICI modeling approaches, the ICI modeling

MSE is defined as

MSEICI,k,m = E
{∥∥∥vec (Hk,m)− vec

(
Ĥk,m

)∥∥∥2

2

}
, (3.31)

with vec (Hk,m) being a vectorized version of the channel matrix between k-th and

m-th subcarriers. Matrix Ĥk,m represents the estimate obtained via the method
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described in this section.

In Figure 3.6(a), the MSE of various ICI estimation/modeling approaches is il-

lustrated. The MSE for a subcarrier located in the middle of the transmission

bandwidth (k = 36) is shown to illustrate the ICI from both sides of the considered

subcarrier. In this example, the SNR is fixed to 30 dB, Doppler frequency to 1200 Hz,

and RMS delay spread to 0 ns. All chosen parameters are rather extreme in order to

properly demonstrate the performance of the modeling approaches. The green curve

represents the MSE when estimating ICI, assuming linear channel variation between

consecutive OFDM symbols. Such an approach allows to decrease the estimation

error. The blue and red curves represents MSE corresponding to the orthogonalized

polynomial BEM and DPS BEM, respectively. For both of the models, the model

order is set to five. These two approaches significantly lower the estimation MSE.

Note that DPS sequences slightly outperforms the orthogonalized polynomial basis.

Finally, the magenta line presents the MSE when estimation ICI using polynomial

basis with model order five.

Figure 3.6(b) shows the performance of the orthogonalized polynomial model versus

subcarrier index. As the model order is increased, the MSE of the ICI estimator is

decreased. In this example, the SNR is fixed to 30 dB, Doppler frequency to 1200 Hz,

and RMS delay spread to 0 ns. Model order one corresponds to the linear case, when

a linear channel variation between OFDM symbols is assumed.

3.2 Post-equalization SINR

I consider a time-variant scenario and derive an analytical expression for the post-

equalization SINR of an MIMO system using a ZF equalizer based on imperfect

channel knowledge.

If perfect channel knowledge is available at the equalizer, the ZF estimate of the

data-symbol sk is given as

ŝk =
(
GH
k,kGk,k

)−1
GH
k,kyk. (3.32)

The data estimate ŝk given by Equation (3.32) results in a post-equalization SINR

of the l-th layer given as [56]

γ̄l,k =
σ2
s(

σ2
n + σ2

ICI

)
eH
l

(
GH
k,kGk,k

)−1
el

, (3.33)

where the vector el is an Nl × 1 zero vector with a one on the l-th element. This

vector extracts the signal on the corresponding layer after the equalizer. The variable
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(a) MSE for various ICI estimation models versus subcarrier index: when utilizing on
orthogonalized polynomial basis or a DPS basis, a significant performance improvement
can be achieved compared to other methods.
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Figure 3.6: MSE for various ICI estimation models versus subcarrier index: in this example,
the SNR is fixed to 30 dB, Doppler frequency to 1200 Hz, and RMS delay spread
to 0 ns. The blue curve is identical in both figures.
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σ2
ICI represents the ICI power that is given as

σ2
ICI = E

∑
m 6=k
‖Hk,mWmsm‖22

 . (3.34)

The authors of [44] derived the ICI power leaking from neighboring subcarriers due

to the loss of orthogonality between subcarriers. For a typical assumption of the

Jakes’ spectrum, the ICI power σ2
ICI can be expressed as

σ2
ICI = 1−

∫ 1

−1
(1− |x|) J0 (2πfdTsx) dx, (3.35)

where J0 (·) denotes the zeroth order Bessel function, representing the channel time

correlation function. The variable fd represents the maximal Doppler frequency and

Ts the OFDM symbol duration. The maximal Doppler frequency can be obtained

by the following expression

fd = vmax
fc
c0
, (3.36)

where vmax is the maximal user velocity, fc the carrier frequency, and c0 the speed

of light.

Figure 3.7 illustrates the ICI power that occurs as an additional noise term in the

input-output relation (see Equation (2.6)). The ICI power is increasing with in-

creasing Doppler frequency. At a Doppler frequency of 1200 Hz, it reaches approx-

imately -20 dB. This value of the Doppler frequency corresponds to a velocity of

approximately 500km/h at a carrier frequency of 2.5 GHz. Therefore at typical user

velocities, only negligible leakage between subcarriers occurs. However, especially

at high Doppler spreads, ICI has to be considered.

Let me proceed to the case of imperfect channel knowledge. I define the perfect chan-

nel as the channel estimate Ĥk,k plus an estimation error Ek,k due to the imperfect

channel estimation

Hk,k = Ĥk,k + Ek,k, (3.37)

where the elements of the matrix Ek,k can be modeled as statistically indepen-

dent random variables, each with variance σ2
e . Inserting Equation (3.37) in Equa-

tion (2.6), the input-output relation is modified to

yk =
(
Ĥk,k + Ek,k

)
Wksk + nk +

∑
m6=k

Hk,mWmsm. (3.38)
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Figure 3.7: ICI power as a function of Doppler frequency: at a Doppler frequency of 0 Hz
no ICI occurs. At a high Doppler frequency of 1200 Hz, the ICI power reaches
-20 dB.

Since the channel estimation error matrix Ek,k is unknown at the receiver, the ZF

solution is given again by Equation (3.32), with the channel matrix Hk,k replaced

by its estimate Ĥk,k that is known at the receiver

ŝk =
(
ĜH
k,kĜk,k

)−1
ĜH
k,kyk, (3.39)

with matrix Ĝk,k being equal to Ĥk,kWk. In Appendix D, the resulting average

post-equalization SINR for a ZF equalizer on the l-th layer is derived as

γ̄l,k =
σ2
s(

σ2
n + σ2

ICI + σ2
eσ

2
d

)
eH
l

(
GH
k,kGk,k

)−1
el

. (3.40)

In Equation (3.40), it is assumed that the available data power σ2
d is evenly dis-

tributed over individual layers, i.e., σ2
s =

σ2
d
Nl

. Furthermore, I include a-priori knowl-

edge about the channel estimation performance into the SINR expression of a ZF

equalizer by inserting Equation (3.9) in Equation (3.40) and decompose the expres-

sion into two parts

γ̄l,k = fh (Gk,k) fpow

(
ce, d, σ

2
d, σ

2
p, σ

2
n

)
, (3.41)
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with the so-called power allocation function fpow

(
ce, d, σ

2
d, σ

2
p, σ

2
n

)
being

fpow

(
ce, d, σ

2
d, σ

2
p, σ

2
n

)
=

σ2
d(

σ2
n + σ2

ICI +
(
ce
σ2
n+σ2

ICI
σ2

p
+ d
)
σ2

d

) (3.42)

and the equalizer allocation function

fh (Gk,k) =
1

Nle
H
l

(
GH
k,kGk,k

)−1
el

. (3.43)

It was shown in [57] that the post-equalization SINR of a ZF equalizer is a random

variable following a Gamma distribution for a stationary channel. Therefore, when

assuming a stationary channel, the mean value of the equalizer allocation function

can be obtained analytically

σZF,G = E {fh (Gk,k)} . (3.44)

The value of σZF,G is equal to Nr−Nt + 1 if neglecting antenna correlation [57, 58].

Inserting Equation (3.44) in Equation (3.41), the average post-equalization SINR

for a ZF equalizer under imperfect channel knowledge is obtained as

¯̄γ = E {γ̄l,k} (3.45)

=
σ2

d(
σ2
eσ

2
d + σ2

n + σ2
ICI

)σZF,G.

Figure 3.8 illustrates the accuracy of the derived post-equalization SINR model for

a ZF equalizer. The solid line represents SINR versus SNR obtained via simulation

for various MIMO setups. The dashed lines represent the SINR obtained via the

derived model. These curves show perfect alignment in the considered SNR range

except in the low SNR region, where the simulated SINR values is slightly below the

values obtained via the model. This effect is caused by a significant channel power

increase by Ek,k when assuming Hk,k = Ĥk,k + Ek,k.

3.3 Summary

In this chapter, I dealt with receiver performance modeling that is necessary in

order to optimize transmitter structures. In specific, I derived the MSE of a general

LS channel estimator utilizing a two-dimensional interpolation and of an LMMSE

channel estimator. The MSE of any linear channel estimator can be decomposed

into two parts, a noise dependent part and a noise independent part. The later

also referred to as the interpolation error. Furthermore, an ICI modeling approach
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Figure 3.8: Post-equalization SINR model for a ZF equalizer: the solid lines represent SINR
values obtained via simulation and the dashed line corresponding SINR values
obtained via the derived model in Equation (3.40).

was introduced that allows to precisely model ICI. I utilized a BEM model with

DPS sequences or orthogonalized polynomial basis. Last but not least, I derived a

post-equalization SINR model for a ZF equalizer under imperfect channel knowledge.

The considered LS and LMMSE channel estimators treat potential ICI as additive

noise. Such an approach is clearly suboptimal and the concept has to be extended

toward ICI-aware channel estimators. In the derivation of the channel stimulation

MSE, it was assumed that the interpolation weights are real valued. The extension

towards complex-valued interpolation weights is straightforward, but I would like to

stress that the complex interpolation weights represent the general case. Another

critical assumption during the MSE derivation is that the estimation error at the

pilot-symbols and the channel at the data-symbols are uncorrelated. This is clearly

a simplification, since a part of the estimation error at the pilot-symbols is caused

by ICI that is given by the channel at the data positions. The simulation shows

that this assumption can be justified. In the proposed ICI modeling approach, it

was assumed that the mean channel is located in the middle of an OFDM symbol.

This assumption is typically valid, but not strictly. The derived post-equalization

SINR expression of a ZF equalizer provides a useful insight into the performance of

a linear receiver. The power of this model lies in the fact that it allows to treat the

performance of a receiver analytically. In a real system, however, post-equalization

SINR is not the quantity that should be maximized. The network designers are

43



3. Receiver Performance Modeling

typically more interested into throughput maximization. Another drawback of the

post-equalization SINR is that it can be only expressed for linear equalizers. How-

ever, more reliable non-linear solutions are available to cope with channel distortions.

For the derivation of the MSE for a linear channel estimator utilizing a two-

dimensional interpolation, I considered a general case without any assumptions on

the interpolation weights. The provided results can serve as a basis for a design of

an optimal interpolator. Various optimization criteria can be chosen, e.g., overall

MSE minimization, interpolation error minimization or the noise dependent part of

the MSE minimization.

The provided concept of ICI modeling is especially useful at the receiver. It can be

applied to improve the channel estimation performance [24] and in order to design

ICI-aware channel equalizers [24]. At the transmitter, the model can be applied to

design ICI mitigating precoding [52]. In [59], the ICI modeling approach presented

in this chapter was extended employing Karhunen-Loève transformation resulting

in a small addition gain due to the optimality of the spanned spaced.

The presented post-equalization SINR model was utilized for the SINR prediction

in the system level simulation in [49] and for optimal power distribution in [41].

44



4. Pilot-Symbol Power Allocation

4 Pilot-Symbol Power Allocation

For the purpose of channel estimation, known symbols are inserted into the trans-

mitted data stream. These so-called pilot-symbols consume valuable resources such

as bandwidth and power. Some standards for wireless communication, e.g. LTE,

allow to assign different power levels to the data and pilot subcarriers, which cre-

ates room for the optimization of the transmission system. A power increase at

the pilot subcarriers typically results in a more reliable channel estimate [41], which

implies higher throughput, however the power available for the data subcarriers is

then decreased given a constant sum power constraint.

In this chapter, I show how to optimally distribute the available power among the

pilot and data subcarriers that delivers a maximized system performance. Fur-

thermore, I show how to take advantage of the saturation effect of linear channel

estimators at high Doppler spreads caused by the interpolation error. This results in

considerable transmit power savings while keeping the overall system performance

intact.

It is shown by means of simulations that the channel capacity strongly depends on

the power that is assigned to the pilot-symbols [60]. The authors suggested that

roughly half of the available power should be assigned to the pilot-symbols for the

maximization of the capacity. The authors of [61] showed the impact of different

power allocations on the BER. However, only an approximation of the impact on

BER by the imperfect channel knowledge is provided for a simple Binary Phase-

Shift Keying (BPSK) modulation. In [62], an optimal pilot-symbol allocation was

analytically derived for Phase-Shift Keying (PSK) modulations of order two and

four, using BER as the optimization criterion. In [50], an optimal pilot-symbol

power in MIMO systems was derived based on a lower bound for the capacity. The

solution provided by Hassibi and Hochwald is limited only to the LMMSE channel
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estimator. When the number of the pilot-symbols is equal to the number of the

transmit antennas, half of the available power should be assigned to the pilot-symbols

in order to maximize the capacity lower bound. Authors of [63] investigated power

allocations among the pilot- and data-symbols for MIMO transmission systems using

the post-equalization SINR as the cost function. However, they only considered a

lower bound of the SINR expression; and only an LMMSE channel estimator was

considered. The optimal solution was given as the ratio of the numbers of the data-

and pilot-symbols.

In [41], the authors derived an optimal power distribution among the pilot- and

data-symbols for time-invariant channels under imperfect channel knowledge. The

optimal distribution of power turned out to be independent of the SNR and of the

actual channel realization. The solution was provided for LS and LMMSE channel

estimators. The optimal distribution among the pilot- and data-symbols depended

on the utilized channel estimator and on the number of transmit antennas. In [64],

this work was extended to multi eNodeB scenarios where the interference from the

neighboring eNodeBs was included. Due to the LTE pilot-symbol design, the pilot-

symbols from the neighboring eNodeBs are overlapping with the data-symbols in

the eNodeB of interest, which further complicates the optimization problem. In [64],

only the worst case scenario was considered.

With the increasing demand for data rates in wireless networks, also the power con-

sumption is continually increasing [65]. The increasing power consumption results in

increased greenhouse gas emissions. Techniques to improve the current situation in

wireless networks are thus referred to as green radio. One of the earliest strategies in

green radio was to design ultra-efficient power amplifiers [66, 67]. Currently, the fo-

cus has shifted more to the MAC layer [68] and to the network design [69]. However,

the potential power savings at the physical layer were only poorly investigated.

4.1 Optimal Power Allocation

In this section, I describe how to distribute the available power among pilot- and

data-symbols in an optimal manner. As the cost function, I make use of the post-

equalization SINR of a ZF equalizer under imperfect channel knowledge. The general

case of doubly-selective channels is considered.

In order to keep the overall transmit power constant, the powers radiated at the

pilot-symbols σ2
p and at the data-symbols σ2

d have to fulfill the following equation

σ2
pNp + σ2

dNd = Np +Nd, (4.1)

where the variables Np and Nd represent the number of pilot-symbols and data-
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symbols in a subframe, respectively. In order to describe the interconnection between

the pilot-power σ2
p and the data-power σ2

d, I introduce a variable poff which is the

power offset between the power of the pilot-symbols and the data-symbols, denoted

by

σ2
p = poffσ

2
d. (4.2)

Therefore, σ2
p and σ2

d can be expressed in terms of the variables Np, Np, and poff :

σ2
d =

Np +Nd

Nd +Nppoff
, (4.3)

σ2
p =

Np +Nd
Nd
poff

+Np

= poffσ
2
d. (4.4)

Inserting Equation (4.3) and Equation (4.4) into the power allocation function and

simplifying the expression, I obtain

fpow

(
ce, d,

σ2
p

poff
, σ2

p, σ
2
n

)
=

1(
σ2
n + σ2

ICI

) (
1
σ2

p
(poff + ce) + d

σ2
n+σ2

ICI

) (4.5)

=
1(

σ2
n + σ2

ICI

)( Nd
poff

+Np

Np+Nd
(poff + ce) + d̃

) ,

with the variable d̃ being proportional to the interpolation error d (see Equa-

tion (3.11)) and given as

d̃ =
d

σ2
n + σ2

ICI

. (4.6)

Note that Equation (4.5) is independent of the channel realization.

Let me proceed to the definition of the optimization problem. The target is to find an

optimal value of poff that maximizes the post-equalization SINR in Equation (3.40)

while keeping the overall transmit power constant. The optimization problem can

be formulated mathematically as

maximize
poff

γ̄l,k (4.7)

subject to Ndσ
2
d +Npσ

2
p = Nd +Np.

In order to maximize the post-equalization SINR with respect to the variable poff ,

the power allocation function in Equation (4.5) has to be maximized with respect

to the variable poff . The terms σ2
n + σ2

ICI and d̃ are larger than or equal to zero (see
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Appendix A) and independent of the variable poff . Thus, in order to maximize the

power allocation function, the following expression has to be minimized

f
(
σ2

p, σ
2
d

)
=

1

σ2
d

+
ce
σ2

p

, (4.8)

which I refer to as simplified power allocation function. The simplified power allo-

cation function can be further simplified when inserting Equation (4.3) and Equa-

tion (4.4) leading to

f̄ (poff) =

Nd
poff

+Np

Np +Nd
(poff + ce) . (4.9)

The above expression depends solely on the power offset among the pilot- and data-

powers not on the actual powers. The minimum of the simplified power allocation

function in Equation (4.9) can simply be found by differentiation, resulting in the

optimal value of the variable poff

poff,opt =

√
Ndce
Np

. (4.10)
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Figure 4.1: The simplified power allocation function f(poff) for different antenna configura-
tions: the simplified power allocation function f(poff) versus power offset for two
state-of-the-art linear channel estimators. The functions have distinct minimum
points that correspond to the optimal choice of the power offset.
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Figure 4.1 shows an example of the simplified power allocation function from Equa-

tion (4.9) for LS and LMMSE channel estimators for various numbers of transmit

antennas utilizing LTE pilot patterns. All of these functions have distinct mini-

mum points. These minimum points correspond to the maximization of the post-

equalization SINR. Typical values of parameters for LTE downlink Nd, Np, and ce

are provided in Table 4.1. Note that although Nd and Np depend on the utilized

bandwidth, the minimum of f(poff) is independent of it, since Nd and Np scale with

the same constant with increasing bandwidth and actually only their ratio is what

matters. The value of ce is different for four transmit antennas due to the lower

number of pilot-symbols at the third and fourth antenna in an LTE downlink sys-

tem. The last row of Table 4.1 presents the optimal values of poff,opt for different

numbers of transmit antennas and an ITU VehA [70] type channel model for LTE

downlink transmission.

Table 4.1: Values of the parameters of f(poff) for different number of transmit antennas
at 1.4 MHz bandwidth, ITU PedA [70] channel model, LS and LMMSE channel
estimators

Parameter Tx = 1 Tx = 2 Tx = 4

Nd 960 912 864
Np 48 96 144

LS

ce 0.6623 0.6971 0.7359
d 5.9−4 5.9−4 5.9−3

poff,opt [dB] ≈5.61 ≈4.11 ≈3.22

LMMSE

ce 0.1819 0.1819 0.2574
d 1.4−4 1.4−4 1.1−3

poff,opt [dB] ≈1.27 ≈-0.35 ≈-1.35

Simulation Results

In the following part, I present simulation results and discuss the performance of LTE

transmission systems with different pilot-symbol powers under doubly-selective chan-

nels. Table 4.2 presents the most important simulator settings. The performance of

the system is demonstrated at an SNR value of 10 dB. Note that as derived earlier,

the optimal value of the variable poff is independent of the value of SNR.

Simulation results showing throughput performance for 1×1, 2×2, and 4×4 antenna

configurations are shown in Figure 4.2 for LS and LMMSE channel estimators. In

this example, the Doppler frequency is set to 230 Hz and SNR = 10 dB. Little ar-

rows always indicate the theoretically derived optimal value of the variable poff that
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Table 4.2: Simulator settings for power distribution simulations.

Parameter Value

Bandwidth 1.4 MHz
Number of data subcarriers 72

FFT size 128
CP duration ≈ 4.76µs

Number of transmit antennas 1, 2, 4
Number of receive antennas 1, 2, 4

Receiver type ZF
Transmission mode Open-loop spatial multiplexing

Channel type ITU VehA [70]
MCS adaptive
SNR 10 dB

Doppler frequency 230 Hz

maximizes the post-equalization SINR. Detailed values are listed in Table 4.1. The

simulation results show an excellent match with the analytical solution. The pre-

cision of the simulated throughput curves is indicated by 95% confidence intervals.

Using the optimal value of power offsets between pilot- and data-symbols results in

throughput maximization. Moving away from this value, a throughput loss can be

observed. However, this loss is usually not severe and the relatively broad maximum

indicates a high robustness against inaccurate power distribution between pilot- and

data-symbols. This is valid especially for a highly accurate channel estimator such

as the LMMSE channel estimator.

A negative value of the variable poff (in dB) corresponds to the reduction of the power

radiated at the pilot-symbols and an increasing power radiated at the data-symbols.

Such a negative value is optimal in the case of four transmit antennas applying an

LMMSE estimator. This kind of channel estimator is of superb performance and

therefore requires less power at the pilot-symbols to obtain a high quality channel

estimate.

Table 4.3: Throughput gain at SNR = 10 dB when using optimal power distribution between
data and pilot-symbols for various number of transmit antennas and LS and
LMMSE channel estimators.

Parameter Tx = 1 Tx = 2 Tx = 4

LS

throughput gain 10% 10% 7%

LMMSE

throughput gain 0.5% 0.1% 0.7%
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Figure 4.2: Throughput of LTE system versus poff using different channel estimators and
various antenna setups. Little arrows always indicate the theoretically derived
optimal value of the variable poff , that maximizes the post-equalization SINR.

Considering a single transmit antenna with an LS channel estimator, the optimal

value of poff,opt = 5.61 dB may be considered rather high. However, due to the low

number of pilot-symbols compared to the number of data-symbols, the overall power

radiated at the pilot-symbols is increased approximately by 6% compared to the case

of the uniform power distribution.

An OFDM transmission system that does not utilize different power levels for its

pilot- and data-symbols, corresponds to poff = 0 dB. In Figure 4.2 can be observed,

that using optimal power distribution results in throughput gains up to 10%. Ta-

ble 4.3 summarizes the throughput gain in percent of a system using optimal power

distribution among data- and pilot-symbols compared to a conventional system with

equal power distribution. For the LMMSE channel estimators, only a small gain can

be observed because the values of poff,opt are close to 1 (0 dB). Therefore, a system

with equal power radiated at the pilot- and data-symbols is already close to the op-

timum. Although the provided results are shown in the context of the current LTE

standard, the presented concept is not limited to it and can principally be applied

to any MIMO OFDM based system.

51



4. Pilot-Symbol Power Allocation

4.2 Power Efficient Power Allocation

As shown in Figure 3.4 and Figure 3.5, the performance of the linear channel es-

timators becomes saturated with increasing Doppler spread of the channel. This

saturation mainly originates in low temporal correlation between the pilot-symbol

positions and the data-symbol positions. Due to this effect, a power increase at

the pilot-symbols does not necessary lead to an improvement of the quality of the

channel estimate. Especially, when the interpolation error is a dominant term in

the MSE of a channel estimator. Therefore, in such a situation it might be benefi-

cial not to increase the power radiated at pilot-symbols, but rather invest it for the

transmission of the data-symbols. Such a strategy, however, increases the inter-layer

interference due to the imperfect channel knowledge. In this section, I present a so-

lution how to take advantage of the above mentioned channel saturation effect by

reducing the overall transmit power while preserving the throughput performance

of the system.

Let me recall, the problem definition of the optimal power distribution between

the pilot- and the data-symbols in Equation (4.7). The optimal power distribution

is obtained by the maximization of the post-equalization SINR with respect to the

power offset poff while keeping the overall transmit power constant. Let me formulate

a relaxed optimization problem, for which I only upper bound the transmit power,

and use the actual pilot-symbol power σ2
p and data-symbol power σ2

d instead of the

power offset

maximize
σ2

p,σ
2
d

γ̄l,k (4.11)

subject to σ2
pNp + σ2

dNd ≤ Nd +Np.

Similar to utilizing the whole available power (see Section 4.1), the problem of the

maximization of the post-equalization SINR corresponds to the minimization of the

simplified power allocation function in Equation (4.9):

minimize
σ2

p,σ
2
d

f
(
σ2

p, σ
2
d

)
(4.12)

subject to σ2
pNp + σ2

dNd ≤ Nd +Np

with the simplified power allocation function given in Equation (4.8)

f
(
σ2

p, σ
2
d

)
=

1

σ2
d

+
ce
σ2

p

,

where in contrast to Equation (4.9), the variables σ2
d and σ2

p were used instead of the
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variable poff . Note, the reformulated simplified power allocation function directly

depends on the power radiated at the pilot- and data-symbols and not on the power

offset between them as in Equation (4.9). The new definition allows to decrease the

overall transmission power. However, the solution of the optimization problem in

Equation (4.12) is identical to utilizing a constant transmit power constraint. The

simplified power allocation function is minimized only if the whole available power

is utilized. This is caused by the fact that the pilot and the data powers are in the

denominators of the simplified power allocation function.

Let me consider the term d̃ in the power allocation function in Equation (4.5). This

term is always larger or equal than zero, namely d̃ ≥ 0. It thus becomes obvious

that if it its larger than zero, it causes an overall limitation of the post-equalization

SINR. Furthermore, consider a situation when d̃ � f
(
σ2

p, σ
2
d

)
. In this case, the

post-equalization SINR is mainly determined by the value of d̃, and its value is

almost independent of the choice of σ2
p and σ2

d.

Therefore, in order to take advantage of the interpolation error, the actual transmit

power is minimized while bounding the post-equalization SINR, or equivalently the

simplified power allocation function, so that a certain performance of the system is

guaranteed. I thus define the optimization problem as follows:

minimize
σ2

p,σ
2
d

σ2
pNp + σ2

dNd (4.13)

subject to f
(
σ2

p, σ
2
d

)
< ad̃+ f

(
σ̃2

p, σ̃
2
d

)
0 < σ2

p <
Nd +Np

Np

0 < σ2
d <

Nd +Np

Nd

σ2
pNp + σ2

dNd ≤ Nd +Np.

The first condition from Equation (4.13) constraints the simplified power allocation

function, so that it does not become larger than the variable d̃ multiplied by a real

constant a, that I call a saturation margin, plus a simplified power allocation function

evaluated at σ̃2
p and σ̃2

d, which are the optimal values based on the constraints in

Section 4.1. The purpose of the saturation margin a is to ensure that the value

of the simplified power allocation function is much smaller than the variable d̃ in

case of channel estimation saturation f
(
σ2

p, σ
2
d

)
� d̃. The second and the third

conditions from Equation (4.13) warrant that at least some power is assigned to the

pilot- and data-symbols, respectively. At the same time, the power assigned to the

data- and pilot-symbols is not larger than the maximum available power. The last

condition upper bounds the sum transmit power of the pilot- and data-symbols by

the maximum available power. It is also assumed that Np + Nd is constant. This
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assumption is typically fulfilled in systems for wireless communications.

The cost function and the constraints formulated in Equation (4.13) are posyno-

mial functions [71] and therefore the formulated optimization problem belongs to

the family of geometric programs. Such problems can be efficiently solved employ-

ing techniques of convex optimization. For solving the optimization problem in

Equation (4.13) I utilized CVX, a package for specifying and solving convex pro-

grams [72, 73].
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Figure 4.3: Cost function σ2
pNp + σ2

dNd for an SISO transmission system applying an LS

channel estimator at a Doppler frequency of 1150 Hz and SNR = 20 dB.

Figure 4.3 displays an example of a cost function σ2
pNp + σ2

dNd for an SISO trans-

mission scheme utilizing an LS channel estimator at a Doppler frequency of 1150 Hz

and an SNR = 20 dB. In this case, by solving the optimization problem defined in

Equation (4.7), variables σ2
p and σ2

d are chosen by the algorithm to σ2
p ≈ 2.6 and

σ2
d ≈ 0.7, which results in poff ≈ 5.6 dB and an actual transmit power saving of

around 20%. In this example, the variable a = 1
16 is set.

Simulation Results

In the following part, I present simulation results and discuss the performance of

LTE transmission systems with different pilot-symbol powers under doubly-selective

channels. Table 4.4 shows the most important simulator settings.

Figure 4.4(a) shows throughput versus Doppler frequency for various numbers of

utilized antennas at SNR=20 dB. The dashed line depicts an LTE system with no
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Table 4.4: Simulator settings for power efficient power distribution simulations.

Parameter Value

Bandwidth 1.4 MHz
Number of data subcarriers 72

FFT size 128
CP duration ≈ 4.76µs

Number of transmit antennas 1, 2, 4
Number of receive antennas 1, 2, 4

Receiver type ZF
Transmission mode Open-loop spatial multiplexing

Channel type ITU VehA [70]
SNR 20 dB

power distribution among pilot- and data-symbols. The continuous line represents a

system with the proposed power efficient power distribution among pilot- and data-

symbols. The amount of power when utilizing the proposed power efficient power

distribution is shown in Figure 4.4(b). In case when no power distribution is applied,

the whole available transmit power is utilized. For example, considering a 4×4 trans-

mission system at a Doppler frequency of 1200 Hz, when using the proposed power

distribution algorithm almost 70% of the total transmit power can be saved com-

pared to a system with no power distribution, while achieving the same throughput.

For the simulated curves 95% confidence intervals are calculated, which are plotted

in gray color. Their size indicates a high quality of the simulation results. At lower

Doppler frequencies, the system utilizing power distribution outperforms the system

without any power distribution. This is consistent with results from [41, 43, 64]. At

higher Doppler frequencies the system with power efficient power distribution expe-

riences a small throughput loss, at the same time utilizes less transmit power than

the system not utilizing power distribution. Note that the throughput loss can be

further decreased by changing the variable a in the first condition of Equation (4.7).

In the shown simulation the saturation margin is fixed to a = 1
16 . If no SINR loss is

desired, the saturation margin a has to be set to zero, in this case, no power savings

are achieved.

Figure 4.4(b) depicts the actual transmit power for various antenna setups versus

Doppler frequency at SNR = 20 dB when using the power efficient solution. With

increasing Doppler frequency also the amount of power used for the transmission

decreases. This behavior can be explained by the fact that the performance of the

channel estimators with increasing Doppler spread becomes saturated due to the low

temporal channel correlation. Therefore, less power is radiated at the pilot-symbols

and at the same time the power at the data-symbols is limited, since it would only

increase the inter-layer interference caused by the imperfect channel knowledge.
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Figure 4.4: Power efficient power allocation versus Doppler frequency.
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In Figure 4.5(a), I compare the performance of an LTE system utilizing a unit

power distribution with its counterpart, utilizing the proposed power efficient power

distribution among pilot- and data-symbols. The throughput is shown as a function

of SNR for a VehA channel model and for a fixed Doppler frequency of 1200 Hz.

The selected value of the Doppler frequency is rather high, but it serves to illustrate

an extreme case with a significant interpolation error d. Because of the choice of

the Doppler frequency, the performance of 4 × 4 LTE systems is inferior to the

performance of other considered MIMO setups, no matter which power distribution

is utilized, since the LTE pilot pattern utilized for four transmit antennas fails to

estimate highly time-variant channels. In the 4 × 4 case, the throughput of both

competing systems is the same, the only difference comes from the amount of utilized

power for the transmissions. The amount of utilized transmission power by the power

efficient system compared to the system with unit power distribution is shown in

Figure 4.5(b). In the 4 × 4 case, while achieving the same performance for the

considered scenario, up to 65% of the transmit power can be saved to achieve the

same performance.

Let me concentrate on the cases of a single transmit antenna and two transmit anten-

nas in Figure 4.5(a) and Figure 4.5(b). In these cases, the applied channel estimator

in combination with the pilot patterns provided by the LTE standard does not com-

pletely fail to estimate time-variant channels and therefore the considered MIMO

schemes outperform 4×4 transmission systems and their throughput grows with in-

creasing SNR. The system utilizing power efficient power distribution outperforms

the standard LTE system up to a certain SNR value. In the case of a single transmit

antenna, this breakpoint is approximately at 15 dB, in the case of a 2 × 2 system,

approximately at 17 dB. At high SNR values, the system with no power distribution

slightly outperforms the power efficient system. The performance gain is smaller

than 5%. Figure 4.5(b) shows the amount of power utilized for the transmission

by the power efficient system compared to the standard LTE system. At low SNR

values the whole available transmit power is utilized, since the performance of the

channel estimator is not yet saturated. With increasing SNR, also the power savings

are increasing. At the SNR values, at which the power efficient system outperforms

the system without power distribution, the power savings reach up to 10%. At high

SNR values, only 80% of the total transmit power is utilized, while achieving up to

5% throughput loss.

In Figure 4.6(a) and Figure 4.6(b), I investigate the influence of the saturation

margin a on the overall performance of the system and on the power usage. Let

me focus on Equation (4.13) for a moment. From the first condition, it can be

inferred that an increasing value of the saturation margin a allows a higher value

of the simplified power allocation function compared to the optimal solution. By
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Figure 4.5: Power efficient power allocation versus SNR.
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allowing a higher value of the simplified power allocation function, also the post-

equalization SINR is effectively decreased. At the same time, the power utilized

for the transmission is lowered. Therefore, with increasing value of the saturation

margin a, a decreasing value of the post-equalization SINR and a decreasing amount

of the transmission power are expected.

The throughput versus SNR of various SISO transmissions is depicted in Fig-

ure 4.6(a) under a VehA channel model at a Doppler frequency of 1200 Hz. The

blue dashed line represents a typical LTE system with unit power distribution. The

colored solid lines represent power efficient systems with different saturation mar-

gins a. Figure 4.6(b) illustrates the amount of transmission power utilized by the

power efficient systems with various values of the saturation margin. As expected,

with an increasing value of the saturation margin, the performance of the system

is upper bounded by the performance of the system with unit power distribution

and the transition power is decreasing. Let me consider two extreme cases of the

saturation margin. The cyan curves represents a power efficient system with the

saturation margin of 1
4 . Such a system outperforms the standard LTE system up

to an SNR value of approximately 10 dB, while utilizing much less power than the

standard LTE system. However, at higher SNR values the throughput becomes sat-

urated, since a post-equalization drop is allowed. The yellow lines represent a power

efficient system with a = 1
128 . Such a system performs very close to a system with

no power distribution and reduces the transmission power by approximately 5%.

Based on these results, I can conclude that the saturation margin should be chosen

based on the operation point such that the performance loss is negligible and the

power savings maximized.

In the previous problem formulation Section 4.1, the whole available power had to be

utilized, however by increasing the power radiated at the data-symbols, inter-layer

interference would be increased, therefore the power radiated at the pilot-symbols

is increased, with a negligible effect on the quality of the channel estimate due to

the interpolation error with increasing Doppler frequency. The interpolation error

is more significant with increasing SNR, therefore the transmit power is lower with

an increasing SNR.

4.3 Summary

In this chapter, I introduced a framework that allows to optimally distribute avail-

able power among pilot- and data-symbols. The optimum is based on a maximization

of the post-equalization SINR of a ZF equalizer. The optimal power distribution

solution depends only on the ratio between pilot- and data-symbols and on the per-

formance of the applied channel estimator, namely on the noise contribution in the
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Figure 4.6: Power efficient power allocation versus SNR for various saturation margins a.
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MSE. This means that the optimal power distribution is independent of the channel

statistics and also of the operation point (SNR). Later in the chapter, I showed

how to take advantage of the interpolation error that is growing especially with an

increasing Doppler frequency. In this case, when increasing the power that is radi-

ated at the pilot-symbols, the channel estimate quality is not necessary improved

and therefore it appears beneficial to increase the power radiated at the data posi-

tions. However, due to the imperfect channel knowledge, such an approach would

increase the inter-layer interference and therefore it is beneficial to decrease the

overall transmit power. I proposed an algorithm that allows to decrease the overall

transmit power while keeping the performance of the overall system almost intact

compared to the case when the whole available power is utilized.

In order to obtain an SNR independent solution for the optimal power distribution,

variables ce and d are required to be SNR independent. This is true for the LS

channel estimator utilizing a two-dimensional linear interpolator. The variables ce

and d depend on SNR in case of the LMMSE channel estimator. Therefore, the

optimal power distribution for the LMMSE is also SNR dependent. However, it is

possible to find a precise approximation for SNR independent variables ce and d for

the LMMSE channel estimator.

The saturation margin a in the power efficient allocation requires a further investi-

gation and optimization. From the provided results, it can be observed that larger

values of the saturation margin save more transmit power but degrade the perfor-

mance at high SNR values. The performance degradation is however not present at

low SNR values. Therefore, an optimal value of the saturation margin as a function

of SNR should be found.

In [41], the power distribution among pilot- and data-symbols in time-invariant sce-

narios was investigated. The authors of [64] extended the analysis towards multiple

base stations in the network. This is especially necessary for cell-edge users that

experience strong interference from the neighboring base stations. The power dis-

tribution framework was extended toward time-variant situations in [43]. In [74],

power efficient power distribution among pilot- and data-symbols was introduced.
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5 Optimal Pilot-Symbol Pattern Design

Coherent detection is utilized in most of the transmission systems for mobile wire-

less communications. The performance of such systems especially depends on the

utilized pilot-symbol patterns. To avoid jeopardizing the performance of the overall

system, standardization organizations prefer fixed and therefore robust pilot-symbol

patterns, which allow to estimate the transmission channel with sufficient high accu-

racy under various channel conditions. This overprovisioning approach leads to an

advantage in terms of system robustness at the cost of reducing the system efficiency.

In this chapter, I investigate how to optimally design pilot-symbol patterns. First, I

show how to find pilot-symbol patterns that maximize an upper bound for the con-

strained channel capacity. In the next step, I include power distribution among pilot-

and data-symbols into the optimization framework. In the last part of the chapter,

I show how to exploit advantages offered by the optimal pilot-symbol patterns in

MIMO OFDM systems. So-called adaptive pilot-symbol patterns are introduced

that adjust to the varying channel statistics.

A summary of various pilot-symbols design methods is provided in [75]. The ear-

liest methods aimed to minimize the MSE of a channel estimator [76, 77]. The

authors of [76, 77] showed that equi-powered, equi-spaced pilot-symbols lead to the

lowest MSE. In contrast to these findings, in [78], it was shown that for chan-

nel estimation of doubly-selective channels, diamond-shaped pilot-symbol patterns

are optimal in terms of channel estimation MSE. This solution was obtained for

a given pilot-symbol overhead. It was not shown how to choose distance param-

eters of the diamond-shaped pilot-symbol pattern for various channel types. The

diamond-shaped pilot-symbol patterns are discussed later in this chapter. The au-

thors of [50, 79] proposed a design pattern that maximizes the channel capacity.

There are many different approaches for designing pilot-symbol patterns based on
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the minimization of BER [80] or Symbol Error Ratio (SER) [81].

The adaptation of the pilot patterns in OFDM systems was first proposed in [82].

Simeone and Spagnolini designed pilot patterns in a way that the effective SNR loss

due to the channel estimation error remained limited within a desired bound. Their

solution requires a complex Kalman channel estimator and only a greedy recom-

mendation was proposed when designing the pilot patterns. A similar approach was

presented in [83], the authors of which designed pilot patterns such that the channel

estimation MSE was bounded as desired by the system designer while minimizing

the pilot-symbol overhead. The presented solution was limited to a LMMSE channel

estimator and a LS channel estimator with a linear interpolation. The authors of [84]

considered the flatness of the channel estimation MSE as the cost function for their

adaptive pilot design. The proposed solution was applied with an LMMSE channel

estimator and with an LMMSE approximation. In [85], the authors considered a

Nyquist sampling theorem as the design criterion for the pilot-symbol placement in

order to preserve channel estimation performance. The presented solutions [82–85]

for adaptive pilot pattern design focus on the channel estimation performance in

various forms as the cost function, with less or no emphasis on the throughput.

Additionally, the presented solutions are mostly limited to an LMMSE channel esti-

mator, which in reality cannot be utilized due to its high computational complexity

and its a-priori requirements on the channel statistics.

5.1 Optimal Pilot-Symbol Patterns

In this section, it is shown how to design optimal pilot-symbol patterns for doubly-

selective channels. First, I concentrate on the case of unit power distribution among

pilot- and data-symbols and investigate the performance gain that is achieved by

optimal pilot patterns. In the second part, I include power distribution among

the pilot- and data-symbol into the problem formulation. I show how to obtain

optimal pilot-symbol patterns with an optimal power distribution for a given channel

autocorrelation matrix and an SNR value.

In [78], Choi and Lee showed that for a given amount of pilot-symbol overhead,

in terms of MSE, it is optimal to position the pilot-symbols in a diamond-shaped

constellation. It is, however, not shown how to choose shape parameters of the

diamond-shaped pilot-symbol pattern and consequently how much overhead is re-

quired for a proper channel estimation. Figure 5.1 shows an example of such a

diamond-shaped pilot-symbol pattern. Diamond-shaped pilot-symbol patterns can

be decomposed into two patterns with pilot-symbols equi-spaced in time and in fre-

quency directions with distances Dt and Df , respectively. These two patterns with

equi-spaced pilot-symbols are separated from each other by dDt
2 e in the time direc-
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tion and by dDf
2 e in the frequency direction. Therefore, a diamond-shaped pattern

is fully described by two variables Df and Dt. Figure 5.1 shows an example of a

diamond-shaped pilot-symbol pattern with Df = 10 and Dt = 4.

pilot symbol data symbol

Dt

Df

�Dt/2�

�Df/2�

Figure 5.1: Example of a diamond-shaped pilot-symbol pattern: the pilot-symbol pattern
is fully described by two variables Df and Dt. These parameters determine the
pilot-symbol density in the time and the frequency dimension.

Note that also LTE utilizes such a diamond shaped pilot-symbol pattern with Df = 6

and Dt = 7. Considering only diamond-shaped pilot-symbol patterns, I continue my

investigation and show which diamond patterns are optimal. Although I continue

my investigation with diamond-shaped pilot-patterns, the presented optimization

framework is not restricted solely to this family of pilot patterns.

In order to investigate the optimal choice of the pilot pattern, knowledge of the

channel estimator performance with a given pilot pattern is required. Basic princi-

ples are provided in Section 3.1, where I showed that the MSE of a linear channel

estimator can be decomposed into a noise dependent part ce
(
σ2
n + σ2

ICI

)
and a noise

independent part d, the later also called interpolation error. The noise dependent

part is, besides the noise, determined by a coefficient ce. The coefficient ce from

Equation (3.9) is purely defined by the pilot-symbol pattern for an LS channel

estimator. The interpolation error d additionally depends on the channel autocorre-

lation matrix. Therefore, from this point on, I use the following notation ce (Df , Dt)

and d (Df , Dt,Rh), in which the variable Rh represents the channel autocorrelation

matrix.
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Figure 5.2: The red solid curve represents the coefficient ce (Df , Dt) versus Dt while keeping
Df = 7. The blue dashed curve shows the behavior of the coefficient ce (Df , Dt)
versus Df while keeping Dt = 7. Both curves are shown for an LS channel
estimator.

Figure 5.2 shows an exemplarily behavior of the coefficient ce (Df , Dt) versus the

distance between two adjacent pilot-symbols in one dimension while the distance in

the second dimension is fixed. Let me first consider a case, in which the distance

in the time direction between adjacent pilot-symbols Dt is fixed and the distance in

the frequency direction is varied. This case corresponds to the dashed blue curve in

Figure 5.2. The behavior is intuitive to understand up to a certain distance. With

an increasing distance between pilot-symbols Df , the variable ce (Df , Dt) is also in-

creasing. The curve is not perfectly smooth due to the required extrapolation for

points outside the diamond shape. In [86, 87], the authors considered only interpo-

lated channel estimates and the value of the variable ce grows with an increasing

distance between the pilot-symbols. The pilot pattern is always located in a sym-

metric position with respect to the center of the time-frequency grid. Due to the

centralization of the pilot pattern, the number of the points outside of the diamond

shape can vary depending on the distance parameters of the diamond pattern. Con-

sider a case, in which increasing the distance between pilot-symbols in the frequency

direction does not decrease the amount of pilot-symbols in a given bandwidth. In

such a case, there are less data positions to extrapolate and therefore the value of

ce (Df , Dt) slightly decreases even though the distance between the pilot-symbols is

increased. This effect is even more pronounced when the variable Df becomes larger

and the amount of the data positions to extrapolate becomes significant compared to

66



5. Optimal Pilot-Symbol Pattern Design

the number of the total data-symbols. Therefore, at higher values of Df , a sawtooth

curve behavior of the variable ce (Df , Dt) can be observed. If Df is increased by one

and the variable ce (Df , Dt) changes from a local minimum to a local maximum, the

amount of the pilot-symbols in the frequency direction is decreased by one. This

behavior can be clearly observed in the red solid curve in Figure 5.2, which shows

the value of the variable ce (Df , Dt) versus Dt while keeping Df fixed. The sawtooth

behavior originates from the fact that only 14 OFDM symbols are considered in

order to be able to consistently compare the proposed system with a conventional

LTE system. Therefore, there is a significant number of data positions to extrapolate

compared to the total number of data positions. Note that the maximum distance

between pilots in the time direction is 26. This distance value ensures that at least

two pilot-symbols in the time direction are utilized within the considered 14 OFDM

symbols.
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Figure 5.3: The red solid curve represents interpolation error d (Df , Dt,Rh) versus Dt while
keeping Df = 7. The blue dashed curve shows the behavior of interpolation error
d (Df , Dt,Rh) versus Df while keeping Dt = 7. Both curves are shown for an LS
channel estimator and VehA channel model for a Doppler frequency of 350 Hz.

Figure 5.3 shows the behavior of the interpolation error d (Df , Dt,Rh) for a varying

distance in the frequency direction while the distance in the time direction is fixed

(blue dashed line) and the corresponding case, in which the distance in the time

direction is varied while the distance in the frequency direction is fixed (red solid

line). The behavior of both curves is intuitive to understand, as an increase in the

distance in either direction causes an increase of the interpolation error. Note that
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the interpolation error depends on the second-order statistics of the channel. If the

correlation is strong, the saturation coefficient is small [86]. The interpolation error,

shown in Figure 5.3, can be interpreted as a bound on the best performance of an

LS estimator for a Doppler frequency of 350 Hz under the VehA channel model. If

no noise and no ICI are present, the overall MSE is equal to the interpolation error

d (Df , Dt,Rh), as can be inferred from Equation (3.9).

Figure 5.4 illustrates the behavior of the interpolation error d (Df , Dt,Rh) as a func-

tion of the pilot-symbol distance Dt with a fixed pilot-symbol distance Df = 7 for

Doppler frequencies between 0 and 1200 Hz and with a fixed RMS delay spread of

400 ns. The value of the interpolation error grows with an increasing Doppler fre-

quency and also with increasing pilot-symbol distance in the time direction Dt. This

demonstrates a tendency that the performance of the channel estimator utilizing a

fixed pilot pattern becomes poorer as the value of Doppler frequency is increasing.
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Figure 5.4: Interpolation error versus pilot-symbol distance Dt with a fixed pilot-symbol
distance Df = 7 for various values of Doppler frequencies with RMS delay spread
of 400 ns. The interpolation error grows with increasing Doppler frequency and
also with increasing pilot-symbol distance Dt.

Figure 5.5 illustrates the behavior of the interpolation error d (Df , Dt,Rh) as a

function of the pilot-symbol distance Df at a fixed pilot-symbol distance Dt = 7 for

RMS delay spreads between 0 and 800 ns with a Doppler frequency of 0 Hz. The

interpolation error becomes more significant with increasing pilot-symbol distance

and with increasing RMS delay spread. Note that for typical values of RMS delay

spread up to 800 ns the interpolation saturation stays below -20 dB. Thus, at a
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typical operational point, the interpolation error caused by frequency selectivity of

a channel is smaller than the noise dependent part of the MSE.
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Figure 5.5: Interpolation error versus pilot-symbol distance Df with a fixed pilot-symbol dis-
tance Dt = 7 for various values of RMS delay spreads with a Doppler frequency
of 0 Hz. The interpolation error grows with increasing RMS delay spread and
also with increasing pilot-symbol distance Df .

At this point, it is possible to analytically express the performance of a linear chan-

nel estimator as a function of Df and Dt for diamond-shaped pilot-symbol pat-

terns. With this knowledge it is possible to maximize the post-equalization SINR

in Equation (3.41) simply by maximizing the power allocation function in Equa-

tion (3.42) [43]. However, the optimal values of Df and Dt and the optimal power

distribution between the pilot- and the data-symbols cannot be found exclusively by

maximizing the post-equalization SINR. Such an approach leads to a solution with

minimum distances between adjacent pilot-symbols in the time and frequency direc-

tions, which would decrease the available bandwidth for data transmission. There-

fore, another cost function is required that includes a penalty due to the bandwidth

occupied by the pilot-symbols. The constrained channel capacity is thus a natural

choice for the new cost function since it provides a more accurate estimate of the

expected throughput than capacity [88, 89]

C = Bs

Nl∑
l=1

∑
k

log2 (1 + γl,k) , (5.1)

where Bs is the bandwidth utilized for the data transmission of a subcarrier and γl,k
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is the post-equalization SINR at a layer l and a subcarrier k. The second sum in

the above equation is a sum over all subcarriers carrying data-symbols.

The constrained capacity in Equation (5.1) is realistic as a waterfiling solution for a

temporally changing channel is not feasible. Note also that for typically measured

frequency selective MIMO channels the difference between the waterfilling solution

(capacity) and the proposed constrained version is very small [90]. The impact

of precoding matrices can be included in the channel estimation, as we consider

here. Variable γl represents the instantaneous post-equalization SINR. However,

Equation (5.1) cannot be directly utilized as a cost function, since it would require

the knowledge of the instantaneous channel matrix and its estimation error. These

are however not available and thus we utilize an ergodic capacity in terms of its

expectation value. Such ergodic capacity requires the a-priori knowledge of statistics

and is in general difficult to evaluate. However, its upper bound [91, 92] obtained

by applying Jensen’s inequality when inserting the mean post-equalization SINR

Equation (3.45) in the constrained capacity expression Equation (5.1) (for more

details see Appendix E), results in

C ≤ C̄, (5.2)

C̄ = B (Df , Dt) log2 (1 + ¯̄γ) , (5.3)

= B log2

(
1 + fpow

(
ce, d, σ

2
d, σ

2
p, σ

2
n

)
σZF,G

)
. (5.4)

Due to simplicity reasons in the above equations, I omit the dependency of the

variables B (Df , Dt), ce (Df , Dt), and d (Df , Dt,Rh) on the variables Dt, Df , and

Rh in the above equations. The ultimate target from physical-layer perspective is

to maximize throughput. However, throughput is very difficult if not impossible

to track analytically [89], which would allow a low complexity solution. Therefore,

an analytical performance measure is required that allows to predict throughput

including channel estimation error. The presented upper bound of the constrained

capacity fulfils these requirements.

5.1.1 Unit Power Distribution

In this section, the same average power to the pilot-symbols and to the data-symbols

is assigned. This approach is referred to as unit power distribution among the pilot-

and data-symbols. This allows to investigate a potential gain that can be achieved

solely by adjusting the pilot pattern.

Assuming evenly distributed power among pilot- and data-symbol (i.e., σ2
d = 1 and
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σ2
p = 1), I obtain from Equation (E.4)

C̄ (Dt, Df) = B (Df , Dt) log2

(
1 + fpow

(
ce, d, 1, 1, σ

2
n

)
σZF,G

)
. (5.5)

Due to simplicity reasons in the above equations, I omit the dependency of the

variables ce (Df , Dt) and d (Df , Dt,Rh) on the variables Dt, Df , and Rh.

In order to design a pilot-symbol pattern that maximizes the upper bound of the

constrained channel capacity with respect to the pilot-symbol distance in the fre-

quency dimension Df and in the time dimension Dt, I formulate the optimization

problem as

maximize
Dt,Df

C̄ (Dt, Df)

subject to

B (Df , Dt) ≤ constant.

(5.6)

To solve the above optimization problem, the cost function is maximized over all

possible combinations of the variables Dt and Df in order to find their optimal set.
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Figure 5.6: Optimal choice of the pilot-symbol distances in the frequency dimension Df and
in the time dimension Dt as a function of Doppler frequency. With an increasing
Doppler frequency the pilot-symbol distance in the time dimension is decreasing
and the distance in the frequency dimension is increasing. Overall, the amount
of pilot-symbols is increasing with an increasing Doppler frequency.

To illustrate the optimal choice of the variables Dt and Df , I consider an exemplar-

ily case of a fixed RMS delay spread of 400 ns with a varying Doppler frequency.
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Figure 5.6 illustrates an optimal choice for the parameters of the diamond-shaped

pilot patterns as a function of the Doppler frequency for a fixed RMS delay spread

of 400 ns for various MIMO setups at an AWGN equivalent SNR of 5 dB (for more

details about AWGN equivalent SNR see Appendix F). In LTE terminology, an

AWGN equivalent SNR of 5 dB corresponds to a CQI value seven. The distance

between adjacent pilot-symbols in the time direction decreases with an increasing

Doppler frequency for all considered MIMO setups. This is intuitive to understand,

since with an increasing Doppler frequency also the time selectivity of a channel is

increasing and therefore more pilot-symbols are required in order to obtain a precise

channel estimate. At a Doppler frequency of 600 Hz, the distance between pilot-

symbols in the time dimension Dt reaches the minimum distance allowed for all

considered MIMO setups. On the other hand, the distance between pilot-symbols

in the frequency direction Df increases with increasing Doppler frequency. At a first

sight, this might look unreasonable, since the frequency selectivity is fixed with a

constant RMS delay spread of 400 ns and therefore a constant value of the variable

Df would be expected. Note, however, that with an increasing pilot density in the

time direction and a fixed variable Df , the overall pilot-symbol overhead would be

extreme and only a small amount of data could be transmitted. Therefore, such

a design strategy would lead to a low value of the constrained capacity. There-

fore, the distance in the frequency direction is increasing with an increasing Doppler

frequency.

In Figure 5.7, the optimal choice of the pilot pattern parameters versus RMS delay is

shown. In this example, I fixed the Doppler frequency to 0 Hz, which corresponds to a

time-invariant channel. The AWGN equivalent SNR value is fixed to 19.9 dB, which

in LTE terminology corresponds to CQI 15. The distance in frequency direction

decreases with an increasing value of RMS delay spread. Since with an increasing

value of RMS delay spread the channel becomes more frequency-selective, more

pilot-symbols in the frequency direction are required for a proper operation of the

channel estimator. The distance in the time direction slightly decreases with an

increasing RMS delay spread. This is caused mainly because an example of a time-

invariant channel is considered. Thus, the channel is constant over individual OFDM

symbols, i.e., the channel is perfectly correlated in the time direction. Therefore, in

order to improve the channel estimation performance a denser pilot pattern in the

time dimension is a good strategy due to its strong correlation.

Figure 5.8 shows the optimal choice of the distances between adjacent pilot-symbols

in the time and frequency dimensions for a fixed Doppler frequency of 200 Hz and a

fixed RMS delay spread of 400 ns. In general, two tendencies can be observed. First,

with an increasing SNR, the distance between pilot-symbols in the time dimension

is decreasing. Second, with an increasing SNR the distance in the frequency dimen-
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Figure 5.7: Optimal choice of the pilot-symbol distances in the frequency dimension Df

and in the time dimension Dt as a function of RMS delay spread for a fixed
Doppler frequency and SNR. With an increasing RMS delay spread the pilot-
symbol distance in the time dimension is decreasing and the distance in the
frequency dimension too. Overall, the amount of pilot-symbols is increasing
with an increasing value of RMS delay spread.

sion is increasing. Overall, the amount of pilot-symbols in the given transmission

bandwidth is increasing with an increasing value of SNR. Let me discuss the blue

solid line, representing the optimal choice of the pilot distance in the frequency di-

mension for an SISO system. In general, with an increasing value of SNR, a more

reliable channel estimate is desired so that data-symbols out of high-order symbol

alphabets can be successfully received. In the case of optimal pilot design with

unit power distribution a more precise channel estimate can be obtained only via

reserving more bandwidth for the pilot-symbols. Therefore, the optimal value of Df

for an SISO transmission system at SNR of 16 dB decreases, while the optimal Dt

stays unchanged. With a further increasing value of SNR, the optimal choice of Dt

decreases and the optimal Df remains constant. But at SNR of 28 dB, the optimal

Df increases and the optimal Dt decreases. All of the mentioned changes with an

increasing value of SNR, increase the amount of the total pilot-symbols.

The following trends can be identified when designing optimal pilot patterns with

unit power allocation among pilot- and data-symbols:

� The optimal amount of pilot-symbols grows with an increasing value of Doppler

frequency.

� With an increasing Doppler frequency, the optimal distance between pilot-symbols
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Figure 5.8: Optimal choice of the pilot-symbol distances in the frequency dimension Df and
in the time dimension Dt as a function of SNR for a fixed Doppler frequency
and RMS delay spread. With an increasing SNR the pilot-symbol distance in
the time dimension is decreasing and the distance in the frequency dimension is
increasing. Overall, the amount of pilot-symbols is increasing with an increasing
value of SNR.

in the time dimension decreases, whereas the optimal distance in the frequency

dimension increases in order to compensate the constrained capacity loss caused

by dense pilot-symbols in the time dimension.

� The optimal amount of pilot-symbols grows with an increasing value of RMS

delay spread.

� With an increasing RMS delay spread, the optimal distance between pilot-symbols

in the frequency dimension decreases. The optimal distance in the time dimen-

sion slightly decreases with an increasing value of RMS delay spread in order to

improve channel estimation performance.

� The optimal amount of pilot-symbols grows with an increasing SNR value.

Simulation Results

In the following, I present throughput simulation results and compare the perfor-

mance of two competitive wireless transmission systems in order to quantify the

performance gain provided by optimal pilot patterns compared to conventional fixed

pilot patterns. The first system utilizes LTE compliant pilot patterns for the pur-

poses of channel estimation. The second system is the same in all parameters as
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the first system except for the pilot patterns. It utilizes optimal pilot patterns with

unit power distribution among pilot- and data-symbols. Table 5.1 shows the most

important parameters of the simulations. In order to generate channels with an

arbitrary RMS delay spread, I utilized the model presented in [93]. For generat-

ing channels with an arbitrary Doppler spread, I utilized the modified Rosa Zheng

model, presented in the appendix of [53].

Table 5.1: Simulator settings for optimal pilot patterns with unit power distribution.

Parameter Value

Bandwidth 1.4 MHz
Number of data subcarriers 72

FFT size 128
CP duration ≈ 4.76µs

Number of transmit antennas 1, 2, 4
Number of receive antennas 1, 2, 4

Receiver type ZF
Transmission mode Open-loop spatial multiplexing

Figure 5.9(a) illustrates throughput as a function of Doppler frequency for various

MIMO setups at a fixed SNR value of 14 dB and a fixed RMS delay spread of 400 ns.

The throughput of the system with LTE pilot patterns is approximately constant

up to a certain value of Doppler frequency and then is begins to degrade. This

Doppler frequency value shifts to lower values as the number of transmit antennas

is increased. The performance degradation also worsens with an increasing number

of transmit antennas. The performance drop with an increasing Doppler frequency

of a 4 × 4 system with LTE pilot pattern is mainly caused due to the pilot pat-

tern placed on the third and fourth transmit antennas that does not allow a precise

estimation of time-variant channels. The systems utilizing optimal pilot patterns

always outperform the corresponding LTE systems. Let me consider a 1× 1 trans-

mission system. The throughput approximately linearly decreases with an increasing

Doppler frequency. At around a Doppler frequency of 350 Hz, a gap between the

two competing systems is the smallest from the considered scenarios and therefore I

can conclude that the LTE pilot pattern for a single transmit antenna is close to an

optimal pilot pattern with unit power distribution at a Doppler frequency of 350 Hz.

The performance of the remaining antenna setups with optimal pilot patterns be-

haves in a similar manner: approximately linear throughput loss with an increasing

Doppler frequency. Note that the throughput loss is more significant as the num-

ber of transmit antennas is increased. This is caused mainly by the fact that for a

higher amount of transmit antennas, there are more channel coefficients to estimate

and therefore also more pilot-symbols are required. At Doppler frequencies around

950 Hz, an SISO system utilizing optimal pilot patterns outperforms a 2× 2 MIMO

system with the LTE pilot pattern. Thus, at high Doppler spreads optimal pilot
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patterns allow to save hardware cost and complexity that are inherently connected

with MIMO applications.

In Figure 5.9(b), the relative throughput gain in percent of a system utilizing opti-

mal pilot-symbol patterns relative to its counterpart utilizing a standard LTE pilot-

symbol pattern is shown versus Doppler frequency for a fixed SNR of 14 dB and a

fixed RMS delay spread of 400 ns. As observed from Figure 5.9(a), the through-

put gain reaches its maximum at the maximum Doppler frequency. The potential

throughput gains offered by optimal pilot patterns grow with increasing number of

transmit antennas. In the case of four transmit antennas, it reaches up to almost

800% compared to the corresponding 4× 4 LTE system. Such a high gain is caused

mainly due to the LTE pilot design for four transmit antennas failing to estimate

time-variant channels. In case of two transmit antennas, the gain reaches up to 80%

and in case of a single transmit antenna up to 65%, respectively. Let me focus on

the blue curve, representing an SISO system. The throughput gain compared to

its LTE counterpart, is typically larger than 5%. Remember that LTE with this

antenna configuration utilizes 4.7% of the bandwidth for the pilot-symbols. Thus,

I can conclude, the throughput gain does not solely come from the fact that pilot-

symbols occupy less bandwidth, but also because the channel estimate obtained is of

higher precision than when utilizing LTE pilot patterns. The same line of arguments

is valid also for the remaining antenna configurations.

Figure 5.10(a) illustrates throughput versus SNR for various MIMO setups utilizing

either LTE pilot patterns or optimal pilot patterns with unit power distribution

among data- and pilot-symbols. In this simulation, the RMS delay spread and the

Doppler frequency are fixed to 400 ns and 200 Hz, respectively. Considering the

dashed curves, which represent the systems utilizing LTE pilot patterns, a typical

behavior can be observed: increasing the number of transmit and receive antennas

boosts the overall throughput of the systems. However, at a low SNR value of 0 dB,

it is more beneficial to transmit only with a single antenna, because the potential

multiplexing benefits cannot be exploited at such a low SNR value. The solid lines

represent systems utilizing optimal pilot patterns. These always outperform their

corresponding counterparts. Note that for higher values of the Doppler frequency,

the 4 × 4 MIMO system with LTE pilot pattern performs poorly, due to the LTE

pilot design on the third and fourth transmit antennas. The standard compliant pilot

pattern enables to estimate time-variant channels with a very poor quality [94].

To quantify the performance gain achieved due to the optimal pilot patterns, let me

consider Figure 5.10(b). In this figure, the relative throughput gain in percent of a

system with optimal pilot pattern relative to an LTE system versus SNR is shown.

The gain is decreasing with increasing SNR. Higher gains are obtained for higher

MIMO schemes. Let me consider the blue solid curve representing gain of an SISO
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with unit power distribution.

0 200 400 600 800 1000 1200
0

100

200

300

400

500

600

700

800

900

1000

Doppler frequency [Hz]

th
ro

ug
hp

ut
 g

ai
n 

[%
]

SNR = 14 dB
RMS delay spread 400 ns
LS channel estimator 4×4

2×2
1×1

1×1
2×2
4×4

200 300 400 500 600
0
1
2
3
4
5
6
7
8
9

10

(b) Throughput gain of a system utilizing an optimal pilot pattern with unit power
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Figure 5.9: Performance of optimal pilot patterns with unit power distribution versus
Doppler frequency for a fixed SNR of 14 dB and a fixed RMS delay spread of
400 ns.
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Figure 5.10: Performance of optimal pilot patterns with unit power distribution versus SNR
for a Doppler frequency of 200 Hz and a fixed RMS delay spread of 400 ns.
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system. At a high SNR value, it reaches approximately 3%. At this SNR value a

highly precise channel estimate is required so that data-symbols out of high order

symbol alphabets can be properly equalized. The SISO LTE pilot pattern allows

to estimate the channel with such a high precision, but a further 3% of the pilot-

symbols can be saved and utilized for the data transmission. The gain for a 4 × 4

system is significantly higher than for the other presented MIMO systems. This is

caused by the pilot-symbol pattern provided by the LTE standard for four transmit

antennas. Pilot-symbols placed on the third and fourth transmit antennas do not

allow to estimate time-variant channels with high precision, thus the performance

of such a system is limited. This limitation is even more severe at higher Doppler

spreads. The throughput gain for a 4× 4 system at low SNR is infinitely high, since

the LTE system at this SNR values has zero throughput, but the system utilizing

optimal pilot patterns delivers non-zero throughput at the considered SNR value.

5.1.2 Optimal Power Distribution

In this section, I include power distribution among pilot- and data-symbols into

the optimal pilot-symbol pattern design framework. By doing so, it is possible to

adjust the power at the pilot-symbols and obtain highly precise channel estimates

at the pilot-symbols and therefore decrease the noise-dependent part of the channel

estimation error.

I consider a case in which the entire available power is utilized for the transmission,

and therefore, σ2
d and σ2

p can be expressed in terms of the variable poff defined as

the ratio between the power of the pilot-symbols and of the data-symbols

poff =
σ2

p

σ2
d

. (5.7)

Consequently, the variables σ2
d and σ2

p can be expressed in terms of the variable poff

and the numbers of the pilot- and data-symbols as

σ2
p =

Np +Nd
Nd
poff

+Np

= poffσ
2
d, (5.8)

σ2
d =

Np +Nd

Nd +Nppoff
. (5.9)

Therefore, the cost function in Equation (5.5) depends only on the triple (poff , Dt,

Df) for a given channel autocorrelation matrix Rh.
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I formulate the optimization problem as

maximize
poff ,Dt,Df

C̄ (poff , Dt, Df)

subject to Ndσ
2
d +Npσ

2
p = constant

B (Df , Dt) ≤ constant

(5.10)

To solve the above optimization problem, I first find numerically the optimal value

of poff for all possible combinations of the variables Df and Dt. Consequently, I

maximize the cost function over the variables Dt and Df in order to find the optimal

triple poff , Dt, and Df .

Figure 5.11(a) and Figure 5.11(b) illustrate the optimal choice of the pilot pattern

design variables as a function of Doppler frequency for a fixed AWGN equivalent

SNR of 5 dB. Compared to the previous case of unit power distribution, the case of

optimal power distribution is more complicated to understand. Let me recall that

an MSE of a linear channel estimator consists of a noise dependent part and a noise

independent part, also called interpolation error. When increasing the pilot-symbol

power, only the noise dependent part is decreased. Therefore, when trying to find an

optimal power offset value for a given values of the noise variance and the variables

Dt and Df , the power at the pilot-symbols is increased until the noise dependent

part of the MSE is negligible compared to the interpolation error. At such a point,

a further power increase does not deliver a further improvement in terms of MSE.

Therefore, compared to the previous case of equal power distribution, when a more

reliable channel estimate is required, it can be achieved not only by increasing the

amount of the pilot-symbols but also by increasing the power at the pilot-symbols

depending on what is more beneficial in terms of the cost function. Figure 5.11(a)

shows the optimal choice of the pilot-symbol distances versus Doppler frequency

for a constant RMS delay spread of 400 ns and a fixed AWGN equivalent SNR of

5 dB. The distance in the time direction is decreasing as the Doppler frequency

increases, whereas the optimal distance in the frequency direction is increasing with

an increasing Doppler spread. At high Doppler frequencies, the optimal choice of the

pilot patterns is the same as in the case of equal power distribution for two and four

transmit antennas. However, in the case of optimal power distribution more power

is transmitted at the pilot-symbols than in the case of unit power distribution.

Figure 5.11(b) shows the optimal choice of power offset as a function of Doppler

frequency for a fixed value of RMS delay spread. For all considered MIMO setups,

optimal power offset decreases with increasing Doppler frequency. As it is shown in

Figure 5.4, the interpolation error is increasing with an increasing Doppler frequency.

Thus, at higher Doppler frequencies the point at which a further power increase at

the pilot-symbols does not improve the MSE, is reached with a smaller amount of
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(a) Optimal choice of the pilot-symbol distances as a function of Doppler frequency
for optimal power distribution. With an increasing Doppler frequency the pilot symbol
distance in the time dimension is decreasing and the distance in the frequency dimension
is decreasing. Overall, the amount of pilot-symbols is increasing with an increasing
Doppler frequency.
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(b) Optimal power offset between pilot- and data-symbol as a function of Doppler
frequency for the case including also optimal power distribution. With an increasing
Doppler frequency the power offset in decreasing.

Figure 5.11: Optimal pilot pattern parameters versus Doppler frequency.
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power.

In Figure 5.12(a), the optimal choice of the pilot pattern parameters versus RMS

delay spread is shown. In this example, the Doppler frequency is fixed to 0 Hz. This

case corresponds to a block fading scenario with time-invariant channels. Since the

channel is not changing over time, the optimal pilot distance in the time dimension

is chosen as the maximum distance allowed by the optimization problem for all con-

sidered MIMO setups. This parameter choice corresponds to a single pilot-symbol

in the time dimension. The pilot distance in the frequency dimension is decreasing

as the RMS delay spread grows. With an increasing value of RMS delay spread the

frequency-selectivity of the channel becomes stronger, thus more pilot-symbols in

the frequency direction are required.

Figure 5.12(b) illustrates the optimal choice of the power offset versus RMS delay

spread for a fixed SNR value and a fixed Doppler frequency of 0 Hz. The optimal

power offset decreases with an increasing value of RMS delay spread.

The optimal choice of the triple Df , Dt, and poff versus SNR is shown in Fig-

ure 5.13(a) and in Figure 5.13(b). At a first sight, the optimal choice of the distances

between pilot-symbols appears counterintuitive. In general, as in the case of the unit

power distribution, the amount of pilot-symbols is increasing with an increasing value

of SNR. At low SNR values, the increase of the amount of pilot-symbols originates

from the decreasing distance in the frequency dimension. Between SNR values of

15 dB and 20 dB a significant reduction of the distance in the time dimension occurs

and in order to compensate the capacity loss if the variable Df would stay constant,

the optimal distance in the frequency dimension is extended. Afterwards, with an

increasing SNR the variable Df decreases again to allow for a more accurate channel

estimation.

The behavior of the optimal power offset is shown in Figure 5.13(b) as a function

of SNR for a fixed RMS delay spread of 400 ns and a fixed Doppler frequency of

200 Hz. The main function of the increased power of the pilot-symbols is to reduce a

noise dependent portion of the channel estimation MSE. This, naturally, decreases

with increasing SNR and therefore also the optimal choice of the power offset is

decreasing with increasing SNR.

The following trends can be identified when designing optimal pilot patterns with

optimal power allocation among pilot- and data-symbols:

� The optimal amount of pilot-symbols grows with an increasing value of Doppler

frequency.

� With an increasing Doppler frequency, the optimal distance between pilot-symbols

in the time dimension decreases, whereas the optimal distance in the frequency

dimension increases in order to compensate the constrained capacity loss caused
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(a) Optimal choice of the pilot pattern parameters as a function of RMS delay spread
for optimal power distribution. With an increasing RMS delay spread the pilot symbol
distance in the frequency dimension is decreasing and the distance in the time dimension
is constant (it is the same for all considered MIMO setups). Overall, the amount of
pilot-symbols is increasing with an increasing RMS delay spread.
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(b) Optimal power offset between pilot- and data-symbol as a function of RMS delay
spread for the case including also optimal power distribution. With an increasing RMS
delay spread the power assigned to the pilot-symbols in decreasing.

Figure 5.12: Optimal pilot pattern parameters versus RMS delay spread.
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(a) Optimal choice of the pilot-symbol distances in the frequency dimension Df and in
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delay spread. With an increasing SNR the pilot symbol distance in the time dimension
is decreasing and the the distance in the frequency dimension is increasing. Overall,
the amount of pilot-symbols is increasing with an increasing value of SNR.
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(b) Optimal power offset between pilot- and data-symbol as a function of SNR. Since
with an increasing value of SNR less noise is present, the power assigned to the pilot-
symbols is decreasing for increasing SNR.

Figure 5.13: Optimal pilot pattern parameters versus SNR.
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by dense pilot-symbols in the time dimension.

� The optimal amount of power radiated at pilot-symbols decreases with an in-

creasing Doppler frequency.

� The optimal amount of pilot-symbols grows with an increasing value of RMS

delay spread.

� The pilot-symbol distance in the frequency dimension grows as the value of RMS

delay spread grows.

� The optimal amount of power radiated at pilot-symbols decreases with an in-

creasing RMS delay spread.

� The optimal amount of pilot-symbols grows with increasing SNR.

� The optimal amount of power radiated at pilot-symbols decreases with increasing

SNR.

Simulation Results

In the following, I present throughput simulation results for the optimal pilot pat-

tern design including optimal power distribution among pilot- and data-symbols. I

present throughput simulations for two competitive systems that are identical in all

parameters except the utilized pilot patterns. The tested system utilizes the pro-

posed optimal pilot patterns including optimal power distribution. I compare the

performance of such a system to a benchmark system that utilizes pilot patterns

provided by the LTE standard. Furthermore, I compare the performance of systems

utilizing optimal pilot patterns with and without optimal power distribution. The

most important simulation settings are presented in Table 5.2.

Table 5.2: Simulator settings for optimal pilot patterns with optimal power distribution.

Parameter Value

Bandwidth 1.4 MHz
Number of data subcarriers 72

FFT size 128
CP duration ≈ 4.76µs

Number of transmit antennas 1, 2, 4
Number of receive antennas 1, 2, 4

Receiver type ZF
Transmission mode Open-loop spatial multiplexing

Figure 5.14(a) presents throughput simulation results versus Doppler frequency for

various MIMO setups at a fixed SNR of 14 dB and a fixed RMS delay spread of 400 ns.

The dashed lines represent a transmission system utilizing pilot patterns defined

by the LTE standard for various numbers of transmit antennas. The solid lines

represent the competing systems utilizing optimal pilot patterns with optimal power
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(b) Throughput gain of a system utilizing an optimal pilot pattern with optimal power
distribution compared to an LTE compliant system.

Figure 5.14: Performance of optimal pilot patterns with optimal power distribution versus
Doppler frequency for a fixed SNR of 14 dB and a fixed RMS delay spread of
400 ns.
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distribution among pilot- and data-symbols. The system with optimal pilot patterns

outperforms the corresponding benchmark system in the considered Doppler spread

range. With increasing Doppler frequency the gap between an LTE system and

the competing system widens. The throughput increase grows with an increasing

number of transmit antennas. Similar to the case of optimal pilot patterns with unit

power distribution, the throughput loss of the optimal systems is approximately

linear with an increasing Doppler frequency. The loss is more significant as the

number of transmit antennas is increased. A comparison of these results with the

results from Figure 5.9(a) yields a significant improvement of the system utilizing

also optimal power distribution and not only optimal pilot patterns. I investigate

the achieved performance gain in Figure 5.15.

In order to quantify the improvement of the performance when utilizing optimal

pilot patterns with optimal power distribution, I present the relative throughput

gain when compared with the LTE standard compliant transmission systems in

Figure 5.14(b). As observed from the throughput figure, for a single and two transmit

antennas, the gain relative to the LTE system is approximately constant up to a

Doppler frequency of 600 Hz, afterwards it begins to grow with increasing Doppler

frequency. For an SISO transmission system, the gain begins at around 20% and

reaches up to 80%. For the system utilizing two transmit antennas, the gain begins

at a value of approximately 30% and grows up to a value of 100%. As in the previous

cases, the system utilizing four transmit antennas yields larger throughput gains, in

a low mobility scenario at a Doppler frequency 0 Hz, the gain is around 85% and

its grows up to 850% in a high mobility scenario at a Doppler frequency of 1200 Hz.

For all considered MIMO setups, the achieved gain is larger than the amount of

pilot-symbols utilized for channel estimation by the LTE standard. Thus, I can

conclude that the gain does not only come from having more resources available

for the data transmission, but is also due to a smart rearrangement of the pilot-

symbols; the channel estimate is more precise than utilizing the standard compliant

pilot pattern.

In order to show the significance of the optimal power allocation among pilot- and

data-symbols, in Figure 5.15 I present the throughput gain of transmission systems

utilizing optimal pilot patterns with optimal power distribution relative to systems

utilizing optimal pilot patterns with unit power distribution. In order not to cause

a potential confusion, let me stress that these two systems utilize not only different

power levels at their pilot-symbols but also different pilot patterns. In general,

the systems with optimal power distribution utilize less bandwidth for the pilot-

symbols than the system with unit power distribution, due to possibility to decrease

the channel estimation MSE, when required, by two means, adjusting pilot density

and their power. The systems with unit power distribution can decrease the MSE
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only by modifying the pilot patterns. Let me first focus on the blue and red curves,

representing systems with a single and two transmit antennas, respectively. The gain

ranges between 10% and 20%. It slightly grows with increasing Doppler frequency.

The gain with two transmit antennas is larger than for a single transmit antenna.

The presented gains are consistent with results shown in Chapter 4. As in the

previous cases, the behavior for the 4 × 4 transmission is different. It grows more

significantly with an increasing Doppler frequency and reaches up to almost 100%.
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Figure 5.15: Throughput gain of a system utilizing an optimal pilot pattern with optimal
power distribution compared to a system with optimal pilot pattern with unit
power distribution, as a function of Doppler frequency for a fixed SNR of 14 dB
and a fixed RMS delay spread of 400 ns.

In the following, I investigate the performance of the considered systems versus SNR

for a fixed Doppler and RMS delay spreads. Figure 5.16(a) shows throughput for

various MIMO setups for an RMS delay spread of 400 ns and a Doppler frequency

of 200 Hz. The dashed lines represent systems utilizing pilot patterns provided by

LTE. The solid lines represent systems utilizing optimal pilot patterns with optimal

power distribution. The optimal systems always outperform the LTE benchmark

systems. For the 1 × 1 system, the throughput gain is approximately constant up

to an SNR value of 20 dB. After this value, the gain becomes smaller when further

increasing SNR. For the 2 × 2 MIMO setup, the system utilizing optimal pilot

patterns outperforms the LTE system by an approximately constant throughput

offset in the whole considered SNR range. The situation differs for a 4× 4 system.

In this case, the pilot pattern provided by LTE fails to estimate precisely enough

time-variant channels and therefore the gap between the optimal system and the
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LTE system widens with increasing SNR. Based on the behavior of the gap size, I

can conclude that the LTE pilot patterns for a single and two transmit antennas are

close to optimal for high SNR values. Note that these SNR values are far beyond

a typical operation point. Thus, the LTE pilot patterns are designed for rather

extreme and unrealistic situations in order to operate suboptimally but in a wide

range of scenarios.

In Figure 5.16(b), the relative throughput gains of optimal systems with respect

to pilot patterns and power distribution are shown and compared to their LTE

counterparts. At low SNR value, the gains are relatively large and with increasing

SNR they decrease. This is consistent with the previously stated finding that the

LTE pilot patterns are designed for high SNR values. The gain is more significant

for a higher number of transmit antennas. For an SISO system, the gain begins at

75% and decreases up to a value of 3.4% at an SNR of 30 dB. At such an operation

point, a very precise channel state information is required in order to successfully

transmit transmit data-symbols out of high order symbol alphabets. The LTE pilot

patterns provide such a precise channel state information but they require 3.4%

more bandwidth than the optimal pilot patterns. For the MIMO setup with two

antennas at both ends, the throughput gain begins at around 130% and decrease to

a value of 6.5%. In the case of a 4× 4 system, the gain at SNR of 0 dB is infinitely

high, since the LTE system delivers zero throughput. At a high SNR value of 30 dB,

the gain is around 40%.

The throughput gain of a system utilizing optimal pilot patterns with optimal power

distributions compared to a system with optimal pilot patterns with unit power

distribution is shown in Figure 5.17. The gain is shown for a fixed RMS delay spread

of 400 ns and a fixed Doppler frequency of 200 Hz. These gains behave similar to the

gains relative to LTE shown in Figure 5.16(b). The gain is larger for high MIMO

orders. The gains decrease with an increasing SNR. The main difference is that the

gains for all considered MIMO setups reach almost 0% at an SNR value of 30 dB.

The sum of gains shown in Figure 5.17 and in Figure 5.10(b) results in gains of the

optimal system presented in Figure 5.16(b). For low SNR values the main portion

of the gains is due to the optimal power allocation, whereas the gains obtained at

high SNR values are achieved due to the optimal pilot placement.

In Figure 5.18(a), throughput versus RMS delay spread for LMMSE and LS channel

estimators for a time-invariant channel (at a Doppler frequency of 0 Hz) is shown.

The throughput of all presented curves is approximately constant with a slight de-

crease when the RMS delay spread increases. The dashed lines represent transmis-

sion systems employing LTE pilot patterns. These system are always outperformed

by the corresponding systems utilizing optimal pilot patterns (solid lines). The

throughput gain when applying optimal pilot patterns compared to LTE pilot pat-
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(a) Throughput as a function of SNR: Dashed lines represent systems utilizing LTE pi-
lot patterns. Solid lines represent systems utilizing optimal pilot patterns with optimal
power distribution.
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(b) Throughput gain of a system utilizing an optimal pilot pattern with optimal power
distribution compared to an LTE compliant system, as a function of SNR.

Figure 5.16: Performance of optimal pilot patterns with optimal power distribution versus
SNR for a fixed Doppler frequency of 200 Hz and a fixed RMS delay spread of
400 ns.
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Figure 5.17: Throughput gain of a system utilizing an optimal pilot pattern with optimal
power distribution compared to a system with optimal pilot pattern with unit
power allocation, as a function of SNR for a fixed Doppler frequency of 200 Hz
and a fixed RMS delay spread of 400 ns.

terns for an LMMSE channel estimator is approximately 2.5% at an SNR of 14 dB

and 4.5% at an SNR of 30 dB. The gain when utilizing optimal pilot patterns for an

LMMSE channel estimator is significantly lower than for an LS channel estimator,

especially for an SNR of 14 dB. It is remarkable that the throughput of optimal pi-

lot patterns for LS and LMMSE channel estimators is almost identical with a small

performance gain when applying optimal LMMSE channel estimator. Therefore,

when utilizing the proposed optimal pilot patterns under time-invariant channels,

the performance of an optimal LMMSE estimator can almost be achieved by an LS

channel estimator of lower complexity.

Figure 5.18(b) displays the throughput as a function of Doppler frequency for

LMMSE and LS channel estimators at a fixed RMS delay spread of 400 ns and

an SNR of 14 dB and 30 dB. The throughput improvement with the proposed pilot

patterns compared to an LTE system with an LMMSE channel estimator is lower

than when utilizing an LS channel estimator. For an LMMSE channel estimator the

gain ranges between 2% and 7% at an SNR of 14 dB and between 3% and 15% at

an SNR of 30 dB. For an LS channel estimator with the proposed pilot patterns, a

system throughput is close to the system with a fixed LTE pilot pattern employing

an LMMSE channel estimator. Therefore, I can conclude that with the proposed

optimal pilot patterns, it is possible to decrease the computational complexity at
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(a) Throughput versus RMS delay spread for LMMSE and LS channel estimators at
a Doppler frequency of 0 Hz. For time-invariant channels, the performance of an op-
timal LMMSE estimator can almost be achieved by an LS channel estimator of lower
complexity.
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Figure 5.18: Throughput comparison of LS and LMMSE channel estimators employing LTE
compliant and optimal pilot patterns at SNR of 14 dB and 30 dB.
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the receiver side while almost achieving the performance of an LMMSE channel

estimator with fixed pilot patterns.

5.2 Adaptive Pilot-Symbol Patterns

Current standards for wireless communications typically utilize fixed pilot-symbol

patterns for the purpose of channel estimation. Such an approach provides a high

level of system robustness, if the pilot-symbol patterns are designed properly. At

the same time, however, resources such as power and bandwidth are devoted solely

for channel estimation and therefore limit the throughput of the system.

In this section, I describe a concept of adaptive pilot-symbol patterns that adjust

to varying channel conditions. Furthermore, I investigate the feedback requirements

for adaptive pilot-symbol patterns applied in MIMO OFDM systems. The main goal

is to support a wide range of Doppler spreads and RMS delay spreads while keeping

the number of allowed pilot-symbol patterns at a minimum.

In Section 5.1, I demonstrated how to design an optimal pilot-symbol pattern for a

given SNR value and a given channel autocorrelation matrix. The channel autocor-

relation matrix can be decomposed into a time correlation matrix and a frequency

correlation matrix [20]. These two correlation matrices depend on the RMS delay

spread and maximum Doppler spread, respectively. Therefore, an optimal pilot-

symbol pattern is given by a triple of SNR, Doppler frequency, and RMS delay

spread values.

Let me consider an LTE system for a moment. This system for wireless transmis-

sion allows to adapt coding rate, modulation alphabet, precoding, and some other

important parameters of the transmission according to the quality of the channel.

The main idea in LTE is the usage of the so-called CQI that is reported by the

user equipment back to an eNodeB. The CQI is not only a measure of the channel

quality, in consequence it also defines two important transmission properties, the

coding rate and the modulation alphabet. There are 15 different CQIs defined in

LTE. The CQI corresponds to an AWGN equivalent SNR value of a channel real-

ization. Therefore, for each CQI value, an optimal pilot pattern should be defined.

In this way, no additional feedback overhead is created to distinguish different SNR

values, since the feedback for CQI is already implemented in the standard feedback

channel.

In order to allow the pilot pattern to adapt to a varying user mobility, pilot patterns

for various Doppler spreads (user velocities) have to be defined. Later in this sec-

tion, I investigate a number of different pilot-symbol patterns required to support

a wide range of Doppler spreads. A typical LTE system shall support users moving
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Table 5.3: Simulator settings for adaptive pilot patterns.

Parameter Value

Bandwidth 1.4 MHz
Number of data subcarriers 72

FFT size 128
CP duration ≈ 4.76µs

Number of transmit antennas 1
Number of receive antennas 1

Receiver type ZF
Transmission mode SISO

with velocities up to 500 km/h, which corresponds to a Doppler frequency of ap-

proximately 1150 Hz at a carrier frequency of 2.5 GHz. Therefore, I divide the range

of the Doppler frequencies between 0 and 1200 Hz into F bins and for each bin, an

optimal pilot-symbol pattern is defined for the center value of the corresponding bin.

Finally, in order to allow the pilot-symbol patterns to adapt to frequency selectivity

of the channel, optimal pilot-symbol patterns have to be designed for different values

of RMS delay spread. Typical values of RMS delay spread range between 0 and

800 ns. I divide this range of RMS delay spread into T bins and for each bin, an

optimal pilot-symbol pattern is defined for the center value of the corresponding bin.

Since the same pilot-symbol pattern is used for the entire transmission bandwidth,

the extra feedback requirements caused by the adaptive pilot-symbol patterns are

log2 (F ) log2 (T ) bits, if coded brute forcely. In case of a multi-user transmission,

log2 (F ) log2 (T ) bits need to be reserved for each user. Note that since a single

pilot-symbol pattern is used across the entire transmission bandwidth, its feedback

requirements are negligible compared to other narrowband feedback indicators such

as CQI, PMI, and RI.

Simulation Results

In the following, I present simulation results and compare the throughput of a system

with adaptive pilot-symbol patterns with different bin granularities, against a system

with a pilot-symbol pattern defined by LTE standards and unit distribution of power

between data- and pilot-symbols. Table 5.3 shows the most important simulator

settings of the Vienna LTE simulator [13].

Figure 5.19(a) illustrates throughput as a function of RMS delay spread for a fixed

Doppler frequency of 0 Hz at SNR values of 14 dB and 30 dB. The blue dashed

curves represents the throughput for an SISO LTE transmission system at a given

SNR value. The throughput is approximately constant versus RMS delay spread

for the LTE system. The blue solid curve represents a system with optimal pilot
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patters with perfect granularity, i.e., an optimal pilot pattern is generated for each

RMS delay value. This system outperforms the standard compliant LTE system in

the whole considered RMS delay range. Let me focus on the green solid curve in the

14 dB SNR scenario. This curve represents a system utilizing optimal pilot patterns,

but in contrast to the previous case, the RMS delay spread range is divided into two

bins, and optimal pilot-symbol patterns generated for the center points are utilized

in the corresponding bins. The system with only two different pilot patterns in the

considered RMS delay spread range shows the same performance as the competitive

system utilizing a much higher number of pilot-symbol patterns. Therefore, I can

conclude that for the considered situation of a fixed SNR of 14 dB and a fixed Doppler

frequency of 0 Hz, only one bit of extra feedback is required, i.e., T = 2. Considering

the green curve at an SNR value of 30 dB, a throughput drop occurs compared to

the perfect case at an RMS delay spread of 350 ns. Therefore, I divide the RMS

delay spread operation range into four bins, represented by the red curve. In this

case the performance is the same as in the case of perfect granularity. Therefore, I

can conclude that with two bits of extra wide-band feedback the RMS delay spread

operation range up to 800 ns can be served.

Figure 5.19(b) shows throughput versus Doppler frequency for a fixed RMS delay

spread of 400 ns at SNR of 14 dB and 30 dB. The blue dashed curves represents

throughput for an SISO LTE transmission system at a given SNR value. A through-

put drop occurs as the Doppler frequency increases. The blue solid curve repre-

sents a system with optimal pilot patters with perfect granularity. This system

outperforms the standard compliant LTE system in the whole considered Doppler

frequency range. Let me focus on the green solid curve it the 14 dB SNR scenario.

This curve represents a system utilizing optimal pilot patterns, but in contrast to

the previous case, the Doppler frequency range is divided into two bins, and optimal

pilot-symbol patterns generated for the center points are utilized in the correspond-

ing bins. The system utilizing only two different patterns in the considered Doppler

frequency range shows poorer performance than the system with perfect granular-

ity. The performance loss can be observed at two points: first, at low values of

Doppler frequency, where too many pilots are utilized for channel estimation and

therefore they cannot serve for data transmission. A second point is, at a Doppler

frequency of 550 Hz, where the channel is not estimated properly. Therefore, I divide

the Doppler frequency range into four bins. The system utilizing four different pilot

patterns is represented by the red curve. The performance of such a system is the

same as of the system with perfect granularity. Therefore, I can conclude that in

order to support Doppler frequencies up to 1200 Hz at an SNR value of 14 dB, four

different pilot patterns are required. In order to draw more general conclusions, let

me consider the simulation results at a higher SNR value of 30 dB. In general, at

higher SNR values the system is more sensitive to the utilized pilot patterns, since
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(b) Throughput as a function of Doppler frequency for a fixed SNR of 14 dB and a
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Figure 5.19: Throughput comparison of an LS with optimal pilot patterns with various feed-
back granularities at SNR of 14 dB and 30 dB.
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more precise channel estimates are required. The curves at an SNR of 30 dB show

the same behavior as the 14 dB. Thus, four different pilot patterns are sufficient to

support the desired Doppler frequency range.

5.3 Summary

In this chapter, I dealt with optimal pilot-symbol design for doubly-selective channels

for MIMO OFDM systems. Compared to the previous chapter, I utilized an upper

bound of constrained capacity as the cost function compared the post-equalization

SINR that does not allow to introduce a penalty due to the bandwidth occupation

by pilot-symbols. I compared the performance of a system utilizing optimal pilot

patterns with an LTE system utilizing fixed pilot patterns. Significant throughput

gains can be achieved when utilizing optimal pilot patterns. Last but not least, I

introduced the concept of adaptive pilot patterns that adjust to the varying channel

statistics and investigate the feedback requirements for such adaptive pilot patterns.

It turned out that only four bits of extra wide-band feedback are required in order

to support a wide range of situations.

As the cost function for the optimal pilot patterns, I chose an upper bound of the

constrained capacity. This is a good compromise that does not requires perfect

channel knowledge at the transmitter and the solution can be obtained off-line.

However a more suitable cost-function might exist.

The feedback requirements of adaptive pilot patterns are supported only by simu-

lation results. Therefore, a further investigation is required. As result, I obtained

that four bits of extra feedback per user are required. This number could be even

further decreased when applying differential encoding of the feedback or some other

methods.

The content of this chapter is partially based on the following publications that I

authored. The first insights into this topic were published in [86]. In order to find

optimal pilot distance in a frequency selective system, the authors of [86] considered

low and high SNR approximations of the constrained channel capacity. The analysis

was extended towards time-variant channels in [87]. The authors of [95] conducted

an analysis of the feedback requirements of adaptive pilot patterns.
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6 Summary

Based on the results presented in this thesis, I can conclude that the current LTE

standard for wireless communications, from a physical layer point of view, is still

not optimal and there is a lot of room for improvement.

6.1 Contributions

In Chapter 3, I derived analytical models for the performance of an MIMO OFDM

receiver. Firstly, I derived an expression for the MSE of an LS channel estimator

utilizing a two-dimensional interpolation. It turned out that the MSE expression

consists of two parts, a noise dependent part and a noise independent part, also

called interpolation error. The interpolation error can cause a performance satura-

tion as it becomes the dominant term in the MSE expression. I, further, derived

the MSE expression for an LMMSE channel estimator. It can be shown that an

LMMSE channel estimator can be obtained via interpolation of an LS channel esti-

mator at the pilot positions, therefore the results shown for an LS channel estimator

utilizing a two-dimension interpolation are valid also for an LMMSE channel es-

timator. However, the interpolation weights are in general SNR dependent, thus

the interpolation error and the noise dependent coefficient depend on SNR as well.

Secondly, I provided a model for ICI modeling that allows to design advanced re-

ceiver structures taking ICI into account. In the derived model, I applied a BEM

approach with orthogonalized polynomials and DPS sequences. Such an approach

significantly improves the ICI estimation error compared to the previously proposed

approaches. Thirdly, I derived an expression for the post-equalization SINR for a ZF

equalizer including imperfect channel knowledge. This allows to analytically treat

the performance of an MIMO OFDM transmission system.
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Chapter 4 provides a framework for an optimal power distribution among pilot-

and data-symbols in an MIMO OFDM transmission system. As the cost function, I

chose the average post-equalization SINR for a ZF equalizer under imperfect channel

knowledge. The optimum power distribution depends on the ratio of the pilot- and

data-symbols, and on the performance of the channel estimator. The throughput

gains achieved by this strategy range up to 10% compared to the case of unit power

distribution. Later in this chapter, I introduced a power efficient power distribu-

tion. I revisited a commonly mistaken intuition that when a more precise channel

estimate is desired, a power increase at the pilot-symbols will do the job. However,

in situations with a large interpolation error, such a strategy does not improve the

MSE and on the other hand, a further power boost at the data-symbols increases

inter-layer interference. Therefore, in situations with a large interpolation error, a

power decrease can be of benefit instead. Thus, instead of maximizing the post-

equalization SINR, I rather minimize the actual transmit power and set a constraint

on the post-equalization SINR. By this approach a significant amount of transmit

power can be saved while not influencing the performance of the overall system.

In Chapter 5, I derived a framework allowing to design optimal pilot patterns. As a

cost function, I utilized an upper bound of the constrained channel capacity. In gen-

eral, an optimal pilot pattern depends on an SNR value, channel correlation matrix,

and on a channel estimator performance. Compared to a traditional approach of

fixed pilot patterns utilizing in the LTE standard, gains up to 850% can be achieved

depending on the operation point. The gain is higher for low SNR values, for low

RMS delay spread, and for high Doppler spreads. I also introduced a concept of

adaptive pilot patterns that adjust to varying channel statistics. Only with four

additional wide-band feedback bits per user, users can effectively benefit from the

optimal pilot patterns.

6.2 Outlook

Due to the high cost and complexity of measurements, typically, a new technology

is at first investigated by means of simulations. However, before applying in a real

world, extensive measurements have to be conducted in order to provide sufficient

evidence for a proper operation of the investigated technology. Thus, all concepts

provided in this thesis should be a subject of an intensive measurement campaign.

Such a measurement campaign can provide evidence that the assumptions made

throughout this thesis are reasonable and do not restrict the validity of the presented

work.

During my investigation, I neglected antenna correlations. However, antennas are

hardly perfectly uncorrelated and therefore antenna correlation should be taken into
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account in the next step of the introduced optimization framework. Especially, with

the wild race of increasing the number of transmit antennas at the base station, it

cannot be expected that all spatial layers have the same power and therefore the

optimal power distribution may differ among individual layers at the pilot- and also

data-symbols.

I introduced an approach for a power reduction while preserving the performance

of the system for situations with a dominant interpolation error that occur at high

Doppler frequencies. This is a simple step towards green radio exploited at the

physical layer. More effort should be invested into this direction of research.

In this thesis, I considered single-user MIMO setups. In the future, a shift towards

multi-user MIMO is expected and therefore a way of adaptive pilot patterns in-

corporation into multi-user MIMO has to be investigated in order for a successful

connection of these two concepts.

For today’s typical applications, ICI does not play a crucial role yet. However,

with high mobile velocities this is going to change and therefore more advanced

ICI-aware receivers have to be investigated. The approaches considered until now

set unrealistic assumptions.

The derived channel estimation MSE as a function of the interpolation weights

provides a useful framework for design on various interpolators. In this way inter-

polators fulfilling various criteria can be designed to deliver optimal performance in

the desired situations.
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A Interpolation Error Lower Bound

In the following appendix, I show that the interpolation error is lower bounded by

0 ≤ d. (A.1)

As shown in Chapter 3 by Equation (3.11), the interpolation error is given as

d =
1

Nd

Nd∑
j=1

1− 2
∑
i∈Pj

wj,i<{Rj,i}+
∑
i∈Pj

∑
i′∈Pj

wj,iwj,i′Ri,i′

 . (A.2)

The interpolation error in the above equation is obtained as arithmetical mean of

interpolation errors at individual data positions j that are given as

dj = 1− 2
∑
i∈Pj

wj,i<{Rj,i}+
∑
i∈Pj

∑
i′∈Pj

wj,iwj,i′Ri,i′ . (A.3)

First, I show that 0 ≤ dj is valid for all j, from which follows that 0 ≤ d is valid.

Let me define a variable h̄d,j , similar to Equation (3.3), as weighted average of the

channel at the pilot positions from set Pj

h̄d,j =
∑
i∈Pj

wj,ihp,i. (A.4)

Compared to the previous case of Equation (3.3), I obtain the channel estimate at

a data position j as a weighted average of the channel estimate at the neighbor-

ing pilot positions. The considered neighbors are defined in the set Pj . The case

of Equation (A.4) corresponds to perfect channel knowledge at the pilot-symbol

positions.
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In the next step, I define the MSE error between hd,j and h̄d,j as

σ̄2
e,j = E

{∥∥hd,j − h̄d,j

∥∥2
}

(A.5)

= E
{
‖hd,j‖2

}
− 2<

{
E
{
h∗d,j h̄d,j

}}
+ E

{∥∥h̄d,j

∥∥2
}
. (A.6)

The error caused by interpolation in Equation (A.5) is defined as a quadratic form

and there 0 ≤ σ̄2
e,j holds. Equation (A.6) can be expanded by following the same

line of arguments as in Section 3.1 and results in

σ̄2
e,j = 1− 2

∑
i∈Pj

wj,i<{Rj,i}+
∑
i∈Pj

∑
i′∈Pj

wj,iwj,i′Ri,i′ . (A.7)

The expressions in Equation (A.7) and Equation (A.3) are identical and therefore I

can conclude that the interpolation error is always equal or larger than zero.
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B Two-Dimensional Linear Interpolation

In the following appendix, it is shown how to obtain interpolation weights wj,i in

Equation (3.3) when following two dimensional linear interpolation.

First of all, I define a vector pi, whose entries are positions of the i-th pilot in the

time-frequency grid, namely pi = [fi, ti]
T , i = 1, 2, ...Np, where the scalar fi is a

frequency index and ti a time index. Similarly, I denote the position of the j-th

data-symbol in the time-frequency grid by a vector dj .

Example: I assume that the channel of the first data symbol hd,1 is located within

the plane spanned by the channel estimates at the first three pilot symbols, hp,1,

hp,2, hp,3. The plane spanned by these three channel estimates is defined as follows

d1 = p1 + a (p2 − p1) + b (p3 − p1) , (B.1)

where a and b are real scalars that indicate how far is the vector d1 located from p1

in respective directions. For a general solution, Equation (B.1) can be reformulated

as

d1 = (1− a− b)p1 + ap2 + bp3. (B.2)

Comparing Equation (3.3) with Equation (B.2), using a linear interpolation, it can

recognized that the interpolation weights are given as w1,1 = 1−a− b, w1,2 = a and

w1,3 = b. Note that the sum of the interpolation weights is equal to one.

If the interpolated data-symbol is located between the three nearest pilot-symbols,

as it is the case in Figure 3.2, the interpolation weights wj,i are bounded as 0 ≤
wj,i ≤ 1. In case of extrapolation, when the data-symbol is located outside of a

triangle area spanned by three closets pilot-symbols, the interpolation weights can
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become negative and also larger than one.
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C MSE Parameter Approximation for

LMMSE

In order to quantify MSE performance of a linear channel estimator, variables ce

and d were derived in Chapter 3. In the special case of an LS channel estimator

with a two-dimensional linear interpolator, these variables turned out to be SNR

independent, since the interpolation weights in Equation (3.3) are chosen solely

based on the ”geometrical” distances between pilot- and data-symbols. In general,

variables ce and d depend on SNR. This appendix provides a simple approximation

method for finding SNR independent variables ce and d for an LMMSE channel

estimator.

Considering Figure 3.5, it may be believed that the variables variables ce and d

are SNR independent. However, this is not the case and therefore the MSE of an

LMMSE channel estimator can only be approximated by

σ2
e ≈ ce

σ2
n + σ2

ICI

σ2
p

+ d, (C.1)

where the scalar coefficient ce and the interpolation error d can be obtained by the

following method. First, it is assumed that there is no noise and no ICI, and insert

σ2
n = 0 and σ2

ICI = 0 into Equation (3.16), providing an MSE value given with

perfect channel knowledge at the pilot-symbols, resulting in the interpolation error

d. Figure 3.3 shows the value of the interpolation error d over Doppler frequency

for 1× 1 and 4× 4 systems for LTE pilot-symbol pattern obtained by this method.

In the case of a 2 × 2 MIMO system using the pilot-symbol pattern defined in

LTE, the interpolation error d is the same as in a 1 × 1 case, since the amount

of the pilot-symbols is the same and an LMMSE estimator performs identically.
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The SNR independent value of ce can be obtained by applying linear regression on

Equation (3.9).
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D ZF Post-equalization SINR

In the following appendix, I derive the post-equalization SINR for a ZF equalizer

with imperfect channel knowledge. Let me begin with the input-output relation

under imperfect channel knowledge

yk =
(
Ĥk,k + Ek,k

)
Wksk + nk +

∑
m 6=k

Hk,mWmsm. (D.1)

Since the channel estimation error matrix Ek,k is unknown at the receiver, the ZF

solution is given again by Equation (3.32), with the channel matrix Hk,k replaced

by its estimate Ĥk,k that is known at the receiver

ŝk =
(
ĜH
k,kĜk,k

)−1
ĜH
k,kyk, (D.2)

with matrix Ĝk,k being equal to Ĥk,kWk. The symbol error after the ZF equalizer

is given as

ŝk − sk =
(
ĜH
k,kĜk,k

)−1
ĜH
k,k

Ek,kWksk + nk +
∑
m6=k

Hk,mWmsm

 . (D.3)
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From Equation (D.3), the instantaneous symbol error matrix can be computed

SEk = (ŝk − sk) (ŝk − sk)
H (D.4)

=
(
ĜH
k,kĜk,k

)−1
ĜH
k,k

Ek,kWksk + nk +
∑
m6=k

Hk,mWmsm


Ek,kWksk + nk +

∑
m 6=k

Hk,mWmsm

H

Ĝk,k

(
Ĝk,kĜ

H
k,k

)−1
.

The instantaneous post-equalization SINR at the layer l and subcarrier k is given as

γl,k =
eH
l sks

H
k el

eH
l SEkel

, (D.5)

where the vector el is an Nl × 1 zero vector with a one on the l-th element. This

vector extracts the signal on the corresponding layer after the equalizer. For the

further derivation, I assume:

� Channel estimation error and noise are uncorrelated.

� Noise and data are uncorrelated.

� Channel estimation error and data are uncorrelated.

� Data symbol on different layers are uncorrelated.

� Power is equally distributed between all layers.

� Power is equally distributed between all transmit antennas.

In order to obtain average layer post-equalization SINR, I apply expectation operator

for a given estimated channel matrix Ĝk,k on Equation (D.5)

ˆ̄γl,k = E
{
γl,k|Ĝk,k

}
(D.6)

=
σ2
s(

σ2
eσ

2
d + σ2

n + σ2
ICI

)
eH
l

(
ĜH
k,kĜk,k

)−1
el

.

The nominator of the expression in Equation (D.6) is obtained as:

E
{
eH
l sks

H
k el
}

= eH
l E
{
sks

H
k

}
el (D.7)

= eH
l σ

2
sIel

= σ2
se

H
l Iel

= σ2
s .
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The quantities σ2
e , σ

2
n, and σ2

ICI in Equation (D.11), I define as

E
{
Ek,kWksks

H
kW

H
k E

H
}

= E
{
Ek,kxkx

H
kE

H
}

(D.8)

=
σ2

d

Nt
E
{
Ek,kE

H
}

= σ2
eσ

2
dI

E
{
nkn

H
k

}
= σ2

nI (D.9)

E


∑
m6=k

Hk,mWmsm

∑
m 6=k

Hk,mWmsm

H
 = σ2

ICII. (D.10)

In order to consider the true post-equalization SINR, I define Ĥk,k = Hk,k + Ek,k.

Due to the equivalency of to the previous model Hk,k = Ĥk,k+Ek,k, I directly obtain

the average post-equalization SINR of a ZF equalizer at the l-th transmission layer

for a given effective channel matrix Gk,k as

γ̄l,k =
σ2
s(

σ2
eσ

2
d + σ2

n + σ2
ICI

)
eH
l

(
GH
k,kGk,k

)−1
el

. (D.11)

The main difference between Equation (D.11) and Equation (D.6) lies in the re-

placement of Ĝk,k by Gk,k. The difference between these two expression is visible

especially in a low SNR region (see Figure 3.8).
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E Constrained Capacity Upper Bound

In the following, I derive an upper bound for the constrained capacity including

channel estimation error. Let me begin the derivation with the instantaneous con-

strained capacity

C = Bs

Nl∑
l=1

∑
k

log2 (1 + γl,k) , (E.1)

where Bs represents the bandwidth of a subcarrier. The second sum in the above

equation is a sum over all subcarriers carrying data-symbols. In the next step, I

include Equation (D.5) into Equation (E.1)

C = Bs

Nl∑
l=1

∑
k

log2

(
1 +

eH
l sks

H
k el

eH
l SEkel

)
. (E.2)

In order to obtain a feasible solution for the considered optimization problems, I

consider a mean value of the constrained capacity

E {C} = Bs

Nl∑
l=1

∑
k

E
{

log2

(
1 +

eH
l sks

H
k el

eH
l SEkel

)}
. (E.3)

However, the expectation operator in Equation (E.4) cannot be directly evaluated,

therefore, only an upper bound of the mean constrained channel capacity is consid-

ered by applying Jensen’s inequality [91, 92] as follows

E {C} ≤ C̄, (E.4)
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with

C̄ = Bs

Nl∑
l=1

∑
k

log2

(
1 + E

{
eH
l sks

H
k el

eH
l SEkel

})
(E.5)

= B (Df , Dt) log2 (1 + ¯̄γ) ,

with the transmission bandwidth being sum of subchannels over all data-subcarriers

and layers

B (Df , Dt) = Bs

Nl∑
l=1

∑
k

1. (E.6)
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F AWGN-equivalent SNR Definition

In this appendix, AWGN-equivalent SNR definition is provided. AWGN-equivalent

SNR represents a measure for the quality of a transmission channel. Such a measure

is frequently used in system modeling for link abstraction [31]. Thanks to the usage

of AWGN-equivalent SNR in frequency-selective OFDM transmissions is it possible

to obtain a single-valued quality measure representing ”average” channel quality of

all considered subcarriers. Between the most common averaging strategies belong

Mutual Information Effective SINR Mapping (MIESM) and Exponential Effective

SINR Mapping (EESM).

In MIESM and EESM, AWGN-equivalent SNR γAWGN is obtain via the following

expression

γAWGN = βf−1

(
1

Nd

Nd∑
d=1

f

(
γd
β

))
, (F.1)

where f ( ) represents Bit-Interleaved Coded Modulation (BICM) capacity in case

of MIESM and an exponential function in case of EESM, respectively [96]. Variable

γd is the actual SINR at the subcarrier d. Coefficient β serves as a calibration

parameter in order to match the mapping to various coding rates and modulation

alphabets.
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Acronyms

Acronyms

3GPP 3rd Generation Partnership Project

AMC Adaptive Modulation and Coding

AMPS Analogue Mobile Phone System

AWGN Additive White Gaussian Noise

BEM Basis Expansion Model

BER Bit Error Ratio

BICM Bit-Interleaved Coded Modulation

BLER Block Error Ratio

BPSK Binary Phase-Shift Keying

CDD Cyclic Delay Diversity

CLSM Closed Loop Spatial Multiplexing

CQI Channel Quality Indicator

CP Cyclic Prefix

CRC Cyclic Redundancy Check

CSI Channel State Information

DAB Digital Audio Broadcasting

DFT Discrete Fourier Transform

DPS Discrete Prolate Spheroidal

DVB Digital Video Broadcasting

EESM Exponential Effective SINR Mapping
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FFT Fast Fourier Transform

GSM Global System for Mobile communications

ICI Intercarrier Interference

IFFT Inverse Fast Fourier Transform

ISI Inter-Symbol Interference

LMMSE Linear Minimum Mean Squared Error

LS Least Squares

LTE Long Term Evolution

LTE-A LTE-Advanced

MCS Modulation and Coding Scheme

MIESM Mutual Information Effective SINR Mapping

MIMO Multiple-Input Multiple-Output

ML Maximum Likelihood

MMSE Minimum Mean Squared Error

MRC Maximum Ratio Combining

MSE Mean Squared Error

NMT Nordic Mobile Telephone

OFDM Orthogonal Frequency-Division Multiplexing

OLSM Open Loop Spatial Multiplexing

QAM Quadrature Amplitude Modulation

PAPR Peak-to-Average Power Ratio

PHY Physical

PMI Precoding Matrix Indicator

PRC Partial Response Coding

PSK Phase-Shift Keying

RB Resource Block

RI Rank Indicator

RMS Root Mean Square

SER Symbol Error Ratio

SFBC Space-Frequency Block Code

SINR Signal to Interference and Noise Ratio
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Acronyms

SISO Single-Input Single-Output

SNR Signal to Noise Ratio

TACS Total Access Communication System

TxD Transmit Diversity

UE User Equipment

UMTS Universal Mobile Telecommunications System

WCDMA Wideband Code-Division Multiple Access

WLAN Wireless Local Area Network

ZF Zero Forcing

119



Acronyms

120



Bibliography

Bibliography

[1] N. Tesla, “On Light and Other High Frequency Phenomena,” in National Electric Light

Association, St. Louis, USA, Mar. 1893.

[2] Ericsson, “Ericsson Mobility Report: On the Pulse of the Networked Society,” Feb. 2013.

[3] S. Sesia, I. Toufik, and M. Baker, LTE, The UMTS Long Term Evolution: From Theory to

Practice. John Wiley & Sons, Aug. 2009.

[4] R. Chang, “Orthogonal Frequency Multplex Data Transmission System,” Jan. 1970, US Patent

3,488,445.

[5] S. Weinstein and P. Ebert, “Data Transmission by Frequency-Division Multiplexing Using

the Discrete Fourier Transform,” IEEE Transactions on Communication Technology, vol. 19,

no. 5, pp. 628–634, Oct. 1971.

[6] A. Peled and A. Ruiz, “Frequency Domain Data Transmission Using Reduced Computa-

tional Complexity Algorithms,” in Proc. of IEEE International Conference on Acoustics,

Speech, and Signal Processing (ICASSP 1980), pp. 964–967, Denver, USA, Apr. 1980, doi:

10.1109/ICASSP.1980.1171076.

[7] Technical Specification Group Radio Access Network, “E-UTRA; physical channels and mod-

ulation,” 3GPP, Tech. Rep. TS 36.211 Version 8.7.0, May 2009.

[8] Technical Specification Group Radio Access Network, “E-UTRA; multiplexing and channel

coding,” 3GPP, Tech. Rep. TS 36.212, March 2009.

[9] Technical Specification Group Radio Access Network, “E-UTRA; physical layer procedures,”

3GPP, Tech. Rep. TS 36.213, March 2009.

[10] E. Dahlman, S. Parkvall, and J. Sköld, 4G: LTE/LTE-Advanced for Mobile Broadband. Aca-

demic Press, May 2011.

[11] M. Rupp, S. Caban, C. Mehlführer, and M. Wrulich, Evaluation of HSDPA and LTE: From

Testbed Measurements to System Level Performance. Wiley, Nov. 2012.

[12] C. Mehlführer, M. Wrulich, J. C. Ikuno, D. Bosanska, and M. Rupp, “Simulating the Long

Term Evolution Physical Layer,” in Proc. of European Signal Processing Conference (EU-

SIPCO 2009), Glasgow, Scotland, Aug. 2009, doi: 10.1.1.184.6145.
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