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Kurzfassung

Zur automatisierten Speicherbereinigung, kurz Garbage Collection, existieren zwei grund-
legende Ansätze: Tracing und Reference Counting. Ziel dieser Arbeit ist es, einen Algo-
rithmus zu finden, der beide Ansätze auf effiziente Weise vereint, und der es ermöglicht
Zyklen auf teilweise referenzgezählten Heaps zu erkennen, ein Problem das typischerwei-
se in Sprachintegrationen auf Compiler-Ebene gefunden werden kann, und gleichzeitig
die Auswirkungen auf die zu integrierenden Technologien und deren Garbage Collector
niedrig hält. Zwei Versionen dieses Algorithmus wurden im PyPy Just-in-time-Compiler
implementiert, um die Integration von CPython-Erweiterungsmodulen zu unterstützen.
Der finale Algorithmus ist an Jython’s JyNI-Integration [Ric16] angelehnt, kann aber als
eigenständig betrachtet werden. Eine teilweise und eine vollständig inkrementelle Version
dieses Algorithmus wurden entworfen und deren Korrektheit semiformell bewiesen. Die
Implementierungen wurden mittels aufwändiger Tests verifiziert und mithilfe eigener
Benchmarks verglichen. Die Ergebnisse zeigen, dass das Verhalten der vollständig inkre-
mentellen Version des Algorithmus relativ gut ist und ein großer Teil des Mehraufwands
kompensiert werden kann, der durch die vollständige Integration beider Ansätze entsteht.
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Abstract

Two essential garbage collection techniques exist: tracing and reference counting. The
goal of this work is to find an algorithm, to efficiently combine both approaches and
collect cycles in partially reference counted heaps, a problem which is typically found
in compiler-level language integrations, while keeping the impact on both integrated
technologies and their existing garbage collector low. Two versions of the algorithm are
implemented in the PyPy just-in-time compiler to support the integration of CPython
extension modules. The final algorithm has been influenced by Jython’s GC integrations
for JyNI [Ric16], but still stands on its own. Semi- and fully-incremental versions of this
algorithm are designed and their correctness is established by a semi-formal proof. The
implementations are verified using sophisticated tests and their efficiency is measured by
running several benchmarks. The results reveal, that the fully-incremental version of the
algorithm seems to behave quite well and is able to compensate a lot of the introduced
overhead, of fully integrating both garbage collection mechanisms.
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CHAPTER 1
Introduction

Garbage collection has been around for more than half a decade, with the first papers
reaching back to the 1960ies [JHM11]. The wide adoption amongst popular programming
languages like Java, Python, JavaScript, C# etc. makes garbage collection an integrated
part of modern software development. Research in this field is still conducted, even
though the fundamentals are already well established. Two essential garbage collection
techniques exist: tracing and reference counting. This thesis is concerned with combining
those two approaches into a single algorithm efficiently, to cope with situations where
both are used alongside each other.

1.1 Tracing and Reference Counting

Despite the huge amount of different algorithms and approaches to detect and free unused
memory, they all boil down to two very simple basic algorithms. Tracing algorithms
might be divided into mark-sweep, mark-compact and copying collection, but all of
those algorithms have in common, that they need to trace all live objects, starting from
the mutator roots. Roots are memory regions, that can be directly accessed by the
application, like stack roots or static roots. All live objects are reachable from those
roots, so if we trace the whole object graph starting from this roots, whether we mark or
copy visited objects, we can determine the set of (potentially) live objects. Reference
counting applies a different view on the liveliness of objects. Indstead of tracing the whole
graph, the count of all ingoing references of an object is stored locally and increased or
decreased accordingly, when new references to the object are created. Once the count
drops to zero, the object can be freed instantly and without any further checks. Even
though both techniques seem so fundamentally different, they can be subsumed into a
universal theory of garbage collection [BCR04].

However, there is one severe issue with reference counting. While it works for most graphs,
it can not detect dead, cyclic structures, as their reference count always stays above zero.

1
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1. Introduction

To solve this issue, a common approach is to use a technique called backup tracing, where
a tracing algorithm is executed from time to time, to clear those cycles. This is also the
point, where both approaches overlap, and an ideal opportunity to integrate them into a
single algorithm. Even though this seems like an obvious solution, few research has been
made in this field on how to do so efficiently, as we will see in the upcoming sections.

1.2 Cyclic Reference Counting

Forcing the application developer not to create reference cycles, transfers a lot of respon-
sibility to the developer, so most language developers tend to prefer a different approach.
Detecting such cycles automatically seems like a consistent strategy, as garbage collection
is primarily introduced to keep the responsibility of freeing unused memory away from
application developers. Thus, since the problem of reference cycles was first discovered,
a lot of research has been made on how to solve this problem efficiently [SBYM13],
[CYTW10], [HLM09].

Historically, several approaches have been proposed, to identify the reference, which
creates a reference cycle, in order to clear them once they become unreachable [FW79],
[Bro85], [Sal87], [PvEP88], [Axf90]. However, none of them has yet proven to be safe
and efficient [JL96], . Trial deletion [Chr84], on the other hand, is a now widely adopted
technique for handling cyclic structures [JHM11]. It is based on two observations:

• In any isolated cycle, all reference counts result from internal pointers (between
objects in the structure).

• Garbage cycles can arise only from a pointer deletion that leaves a reference count
greater than zero.

Trial deletion, as a side effect, might be used to identify only implicitly known mutator
roots, but it can also be employed to perform partial tracing [MWL90]. Partial tracing,
in contrast to global tracing, only traces those parts of the object graph, where dead
cycles are suspected. It can only be applied on reference counted graphs and works as
follows:

1. Deduct all internal references from the set of identified objects (including all
reachable objects).

2. Scan for objects with a remainig (= external) reference count greater than zero.

3. Trace the graph, starting from these objects and increase the reference count of all
reachable objects respectively.

4. Clear all objects (from this set), whose reference count is zero.

If the garbage collection algorithm is not able to identify such a set of objects, for example
because of the specifics of the language, trial deletion might also be used on the whole
object graph, as described in the original paper.

2
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1.3. Incremental Garbage Collection

Since the discovery of trial deletion, several advanced approaches have been proposed,
like concurrent or asynchronous cycle detection. Concurrent cycle detection allows trial
deletion to be executed concurrently with the application (see next section), but in this
case synchronization between the application and the garbage collector is necessary, which
proves to be an issue in some cases, as we will see in the upcoming chapter. Asynchronous
cycle detection delays the execution of the trial deletion algorithm, by collecting the set
of potential objects and performing the actual algorithm at a later point in time, instead
of eagerly performing trial deletion, each time a single object has been identified [Lin92].
Performance can also be improved, by statically recognizing objects that might never be
part of a cycle, and ignoring such objects for most of the algorithm [BR01]. As we will
see in Chapter 3, we can apply this optimization, as well as a variant of the asynchronous
cycle detection.

1.3 Incremental Garbage Collection

Another general issue with garbage collection, that has seen a lot of attention by
researchers, is how to keep the interruptions caused by the introduced algorithms to
a minimum, also for reference counting [BR01], [JHM11]. In practice, some language
developers seem to prefer incremental garbage collection, in contrast to concurrent
approaches, as it is a relatively simple but effective approach to cope with long pause
times. Concurrent approaches always need to be synchronized with the application, as
both might access the same memory regions at the same time. Incremental approaches
do not need sophisticated synchronization, their correctness is easier to proof and their
implementations are easier to verify. This is because with incremental collection, either
the garbage collector or the application runs at one point in time. However, the collection
might be paused at any time, to allow the application to make progress. This seems
like a good compromise between performance, pause times and simplicity for a lot of
applications.

1.4 Partitioned Heaps

Applications not always manage their memory on one single, continous heap. Generational
garbage collection is just one, but a very common reason for partitioning the heap [LH83],
[Ung84]. Another one of these situations might be interoperability between different
technologies [Inc]. Many modern programming languages offer support for C level
modules, so legacy code written in C or other programming languages offering similar
support, might be integrated into a single application on compiler level [jni], [csh], [pycb].
As soon as two or more languages are integrated, their garbage collection approaches
also need to be integrated. Most of the times, this boils down to a partitioned heap,
where each heap is managed by the respective language. Some integrations then force
the application developer to refrain from creating reference cycles. Other integrations,
offer automatic solutions for clearing such cycles, as we will see in the upcoming sections.
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1. Introduction

1.5 Partially Reference Counted Heap

In this special case, one partition of the heap is reference counted, when the other is not.
Combining reference counting with tracing has already been explored in generational
garbage collectors, with multiple generations using either tracing or reference counting
[AP03], but this topic has not seen much attention outside of this area. When working
with reference counted heaps, the mutator roots do not need to be known explicitly.
Backup tracing algorithms are typically designed to cope with this issue, but typical
tracing algorithms need explicit knowledge of all roots. This presents the first problem
of integrating both approaches: how to find all roots, if only some of them are known
explicitly? The second problem is, how to combine an existing tracing algorithm with
an arbitrary backup tracing algorithm, as we might not want to introduce new garbage
collection algorithms and implementations, for each integration. Finally, the question is,
how to solve these problems efficiently, with low pause times.

1.6 Goal of this Work

The goal of this work is to find an algorithm, to efficiently collect cycles in partially
reference counted heaps, typically found in compiler-level language integrations, while
keeping the implications on both integrated technologies and their existing garbage
collector low. More specifically, we will try to find an algorithm to integrate a rather
simple reference counting scheme with a generational mark-sweep garbage collector. We
will design two versions of this algorithm and measure its efficiency by implementing
both versions in the PyPy just-in-time compiler and running several benchmarks. As a
side goal, PyPy will then be able to collect such cycles, which it was previously unable.

The following chapter gives an introduction into PyPy and it’s default garbage collector,
as well as a short introduction into Richter’s approach with Jython and Microsoft’s
approach with COM and .NET to solve similar problems.
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CHAPTER 2
State of the Art

Apart from generational garbage collection, partially reference counted heaps have neither
been extensively studied in theory nor widely adapted in practice. However, some scientific
papers on this topic exist and there are also some applications that solve similar issues,
like the one we would like to solve in PyPy. Before we take a look at how two partitioned
heaps, one reference counted, the other one not, can be fully integrated with regards to
garbage collection, let us take a look at how PyPy solves this problem currently.

2.1 PyPy and cpyext

PyPy is a just-in-time compiler for Python programs [pypc]. It features many opti-
mizations, aiming to execute Python programs faster than the standard implementation
CPython (see upcoming section). In contrast to the CPython interpreter, PyPy uses
tracing instead of reference counting for garbage collection. It also features a compatibility
layer for CPython extension modules, called cpyext. CPython extension modules offer
application developers the opportunity to extend their Python application with C or
C++ code. Some of them, like NumPy [num], are very popular amongst developers, so
their support seems to be crucial. Those extension modules integrate into CPython’s
reference counting implementation for memory management. For PyPy, this presents a
problem, as the default mark-sweep garbage collector is not compatible with CPython’s
reference counting scheme.

2.1.1 Garbage Collection

The current version of PyPy uses an incremental, generational garbage collector called
IncMiniMark [pypa]. IncMiniMark is PyPy’s default and recommended garbage collector.
Other garbage collectors are also available, but are not covered here. Before we take a
closer look at the garbage collection algorithm, let us take a quick look at the memory
layout of the virtual machine.
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2. State of the Art

2.1.2 Memory Layout

IncMiniMark handles objects in two generations on a partitioned heap. Objects are
stored in various memory structures, depending on their size. Once objects are promoted
to the second generation, they are never moved again, so their address will always stay
the same.

• Small objects in the first generation are stored in the nursery, a fixed-sized memory
buffer. In the second generation, they are stored in a memory hierarchy, which
consists of arenas, pages and buffers. Arenas consist of continuous memory regions,
which are allocated by the operating system They are managed in linked lists.
Arenas contain multiple pages, which are also managed in lists. Pages contain a
predefined number of buffers of equal size and each buffer can fit exactly one object.
The exact location of a promoted object will thus be determined by its size and
the number of free blocks within a suitable page.

• Large objects are always stored in a single buffer, which is directly allocated by
the operating system. These buffers are managed in two stacks, one stack for each
of the two generations. Large arrays are managed in two-level card tables within
those buffers, card marking is used to aid the garbage collector.

• Medium objects are objects, which are too big to fit in arenas, but still fit in the
nursery. Those objects are stored in the nursery in the first generation, but are
moved into buffers in the second generation, where they are treated like large
objects.

• Specific objects, independent of their size, might be directly allocated as second
generation objects. This is determined by the language implementation.

• Some objects might also get pinned by the language implementation, so their
memory address must not be changed by the collector. In case they are still in the
nursery when they are pinned, they are forced to stay there and are not moved
outside. If they get unpinned at a later point in time, they will eventually be
promoted to the second generation.

2.1.3 Default Behavior

Before we take a look at the altered behaviour, once CPython extension modules have
been loaded and the heap becomes partitioned into a reference counted and a non-
reference counted partition, we will take a look at how the IncMiniMark collector behaves
by default.

Two types of collections are executed: minor and major collections. Following the weak
generational hypothesis, only objects in the young generation are collected in a minor
collection to optimize performance. A simple copy collection is executed, where surviving
objects are copied to the second generation. Minor collections are not incremental, in
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2.1. PyPy and cpyext

contrast to major collections. Technically, major collections only process objects in the
old generation. However, at the beginning of a major collection, a minor collection
is triggered, so all surviving objects are then part of the old generation. Then, an
incremental mark-sweep algorithm is executed, which collects those objects.

Minor Collection

A minor collection is typically executed, once the nursery has been filled and needs to be
cleared. During a minor collection, surviving objects are promoted to the old generation,
except for pinned objects in the nursery. An object of the young generation survives, if it
is reachable by a root, or by an object in the old generation through an inter-generational
pointer.

Small objects are moved outside of the nursery into arenas, medium objects are moved
into separately managed buffers and references to large objects are moved from the young
generation stack to the old generation stack.

Inter-generational pointers from the old generation to the young generation are recorded
in a remembered set. This set is updated by a write barrier and implemented as a list.
Using this list, objects from the young generation, which are directly referenced by an
inter-generational pointer are promoted to the old generation. For inter-generational
pointers to pinned objects, a special list is used. If card marking for large arrays is
enabled, an additional list is used for those objects too.

Major Collection

Major collections are executed when the used memory has grown by a configurable
amount. They implement an incremental, uniprocessor mark-sweep algorithm. This
means, that mutator and collector execution is interleaved and never happens concurrently.
As already noted, they trigger a minor collection, before they are executed. Actually, a
minor collection is executed before each increment. Because of the incremental nature of
the collector, synchronization between the mutator and the collector is needed.

The correctness of a mark-sweep implementation can be formally proven by the tricolor
abstraction [DLM+76], [DLM+78]. In this abstraction, every object has one of three
colors: white, grey and black. White objects have not been marked (yet). Grey colors
have been marked, but their children might have not been marked already. Black objects
have been fully processed, as all their children have also been marked (so they are either
grey or black). Once all objects are colored black, the marking phase might terminate, as
all reachable objects have been marked. All unmarked (white) objects can be sweeped,
as they are unreachable and thus dead.

For incremental marking, write barriers are typically used to ensure that the invariant is
not violated. PyPy uses a grey Boehm write barrier [BDS91]. This barrier is relatively
simple: Black objects which are modified between two increments are reverted to gray and
added to the working set. Objects are allocated white, but once they are dragged out of
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2. State of the Art

the nursery they become grey. The same is true for objects which were allocated outside
of the nursery and survive a minor collection. This means that after these preprocessing
steps, the weak tricolor invariant is restored at the beginning of each major marking step.

A working set is used to keep track of all grey objects. This set is initialized at the
beginning of a major collection, by adding all roots to the set, and processed during each
increment. For each object which is processed, all directly referenced white objects are
marked grey and added to the working set. Afterwards the object is marked black and
removed from the working set. Once the incremental limit has been reached, the increment
is over and the collector is paused, to allow the mutator to continue its execution. In case
the set becomes empty before the limit is reached, the marking phase of major collection
is over and the heap can be sweeped.

Sweeping

At the end of a minor collection, the nursery does not need to be sweeped explicitly, as
all live objects have already been copied out of the nursery, so the pointer to the next
free memory area only needs to be reset to the beginning of the buffer. The sweeping
phase after a major collection is also relatively simple. All unmarked (white) objects are
sweeped from the heap. Depending on the memory structure, the memory area is freed
by the operating system or it is simply marked as unused.

Support for Finalizers and Weak References

The garbage collector also supports finalizers and weak references, which we will not
cover here in detail, as their behaviour does not need to be adapted to support cyclic
reference counting. This includes some special scenarios, like object shadows, which were
introduced to support stable IDs, which are needed for functions like Python’s id().

2.1.4 Support for cpyext Modules

When the first CPython extension module is loaded, cpyext is initialized and the behaviour
of the garbage collector changes, to incorporate cpyext-managed objects. At the end of
the marking phase of each minor and major collection, additional code is executed to
ensure the safety of the algorithm.

In detail, the integration works as follows: A reference from a PyPy-managed (non-
reference counted) to a C-managed (reference counted) object is implemented as a reference
to a non-reference counted proxy which is linked to the C-managed object. Conversely,
a reference from a C-managed object to a PyPy-managed object is implemented as a
reference counted proxy which is linked to the PyPy-managed object. Links are saved in
an additional field in the header of the reference counted object and in a total of four
lists (two for each generation, depending on the direction of the reference).
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2.2. CPython

Unlinked, reference counted objects are freed when their reference count drops to zero
and unlinked, non-reference counted objects are still sweeped, when they are unmarked
at the end of the marking phase.

Linked objects are always kept alive by the additional routines, as long as the reference
counted part is alive. Non-reference counted proxies are kept alive, so that they do
not have to be recreated too often. Reference counted proxies keep the non-reference
counted object alive, to guarantee the safety of the algorithm. Any reachable objects on
both parts of the heap are also kept alive in this case. Also, linked, reference counted
objects have an additional artificial reference count, so that they are not freed once their
actual reference count drops to zero, as some of them might only be kept alive by their
linked, non-reference counted object. Linked object pairs are only freed, when the actual
reference count of the reference counted object is zero and the non-reference counted
object is unmarked at the end of the marking phase.

These adaptions guarantee the safety of the algorithm, which means that no live objects
are freed. But they lead to floating garbage, as objects in cyclic structures containing at
least one reference counted object are never freed, even if they become unreachable. This
issue should be fixed by our adaptions to the algorithm.

2.2 CPython

CPython is the standard implementation for Python [pyt]. It manages a purely reference
counted heap, so we do not need to worry about any special cases, caused by references to
and from non-reference counted objects. However, we can use parts of CPython’s cyclic
garbage collector for the design of our algorithm, so we will take a look at its collection
logic [cpyb].

CPython’s garbage collector implements a generational, global trial deletion algorithm.
Objects are managed in lists (one for each generation) and the trial deletion algorithm is
executed on the generation about to be collected and all prior generations. References
from later generations are simply treated as external references.

Weak references and finalizers need to be specially handled. Weak references in Python
also supported callbacks, when the weakly reference object dies. They might not be called,
if the weak reference is about to die, so those callbacks need to be cleared beforehand.
Python’s legacy finalizers might not be called on cyclic structures, so objects using them
and all objects they keep alive, are moved to a list (gc.garbage), where they can be
manually cleared by the application developer. Modern finalizers should be called, but
they might resurrect some objects, so all the set of all potentially dead objects needs to
be processed again, after all modern finalizers have been called.

The implementation is neither concurrent nor incremental, which results in potentially
high pause times, but the application of generational garbage collection should help
reducing pause times, according to the weak generational hypothesis (a lot of newly
created objects die young) [FF81]. The usage of five generations on the other hand is
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2. State of the Art

questionable, as the strong generational hypothesis (younger, not newly created objects
die sooner than older objects) is generally not that evident [Hay91].

2.3 Jython’s JyNI

Jython is an alternative Python implementation on top of the Java virtual machine
(JVM) [jyt]. Just like PyPy, Jython has a compatibility layer for CPython extension
modules, which is called JyNI [Ric14]. JyNI faces a very similar problem: the garbage
collector of the JVM also uses a mark-sweep algorithm to clear dead objects.

Richter et al. proposed an algorithm to integrate the reference counting scheme used
for those extension modules with Jython [Ric16]. Their approach is implemented on top
of the JVM, where the unmanaged, reference counted graph is mirrored to the JVM-
managed, non-reference counted graph. JVM’s built-in mark-sweep implementation is
then able to detect unreachable cyclic structures on the reference counted heap and across
both heaps. This is necessary, as Jython aims to be compatible with any unmodified
JVM implementation and they generally do not offer an interface to interact with the
garbage collector on a low level. This is in stark contrast to PyPy, where the garbage
collector can be modified to support any kind of low level integration. Anyway, we can
use their approach and modify it, so we can efficiently clear refeference cycles in PyPy’s
garbage collector.

In JyNI, the reference counted graph is permanently mirrored to the non-reference counted
graph in an asychronous manner. Built-in objects implement change notifications, so
changes are directly applied on the mirrored graph. Other reference counted objects,
which are implemented in the extension modules and cannot be adapted, need to be
mirrored asynchronously, as reliable write barriers are not possible for raw C objects.
This means that not only at the beginning of an increment, but also at the beginning of a
major collection, the mirrored graph might not be synchronous with the real object graph.
Thus, before objects are sweeped, dead structures need to be checked for consistency.
Only if their internal references and their reference count matches, they can be sweeped.
Weak references and finalizers are quite difficult to support in this case. We will not go
into any details, but we will see that our modifications to the core algorithm simplify the
handling of weak references and finalizers.

When mirroring the reference counted graph, the issue of only implicitly known external
roots can be solved quite elegantly. They can easily be detected, as the reference count
of externally referenced objects does not match the count of the ingoing references in the
mirrored graph. Once we have identified these objects, we can treat them as roots of the
whole object graph.

In PyPy and cpyext, we can omit the mirroring of reference counted objects and process
them directly, which simplifies the algorithm dramatically, as we do not need any
synchronization or special handling for weak references. The root detection can be
implemented similar to CPython’s root detection. However, this might probably result
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2.4. Microsoft .NET/COM integration

in higher maximum pause times, as we will have to perform this in one single increment.
But we can change the behaviour of our mark-sweep implementation, so that we are able
to defer the marking phase of the reference counted heap to the last increment, which
will only increase the pause time for this last increment and keep the pauses, caused by
all other increments, on the same level.

On the other hand, we can modify Richter’s approach, so it does need to mirror the
reference counted graph permanently. Instead, we can create a low-level snapshot of the
reference counted graph at the beginning of the reference counted marking phase, which
we can throw away at the end of the marking phase. This should solve the problem of
higher pause times, while still keeping the algorithm relatively simple. We can apply
the same synchronization mechanism that JyNI does, to keep track of mutations to the
graph between increments. Even in this case, we do not need any special handling for
weak references. Finalizers need to be specially handled in both cases.

2.4 Microsoft .NET/COM integration

Microsoft’s Component Object Model (COM) [coma] integration in .NET [dotb] also faces
a similar problem. COM uses reference counting, while the Common Language Runtime
(CLR), which executes .NET code, implements a mark-sweep algorithm. Microsoft even
holds several patents for clearing cycles in this scenario [HK15], [HK17]. However, there
is one crucial difference: application developers are not allowed to create strong cycles
in COM, only cycles which are closed by a weak reference are allowed [comb]. This
means that there can only exist (strong) cyclic structures on the non-reference counted
(CLR-managed) heap and across both heaps. A specialized, local trial delection algorithm
can thus be applied quite efficiently, as all cyclic structures that include reference counted
objects have to include at least one cross-reference. The patented algorithm exploits this
fact and additionally applies some optimizations, to detect such cycles more efficiently.
As strong cycles in CPython extension modules are allowed, Microsoft’s algorithm cannot
be applied in our situation.
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CHAPTER 3
Algorithms

As we have seen in the previous chapter, no specialized algorithm exists, to solve our
problem in an efficient way. This means, that we have to find a new way of combining
reference counting with tracing in our situation.

The trial deletion algorithm is the most popular choice for local tracing [JHM11]. It
has the advantage, that it can operate without the exact knowledge of the roots of the
heap. This is especially useful, as we are only aware of the subset of reference counted
objects, which can potentially become part of a cycle. However, an ideally minimal set
of candidate objects, which might currently be members of a garbage cycle, would be
desirable. To acheive this, several approaches exists [MWL90], [HLM09], [CYTW10],
[SBYM13], however due to the programming model, there is no exact way of telling which
subset of objects is currently part of a cycle. Also, trial deletion does not seemlessly
integrate with the mark-sweep algorithm used for the non-reference counted heap and by
itself can only be used for purely reference counted systems.

But we can combine both approaches: First, we detect all roots of the non-reference
counted heap using the standard mark-sweep techniques. Then, we execute the first
phase of the trial deletion algorithm and simply treat all reference counted objects as
potential members of a garbage cycle. This leaves us with a set of reference counted
objects with a reference count greater than zero. Those objects have external references
to them and can be treated like roots to our set of known reference counted objects.
Now that we have collected all roots on both heaps, we can execute a global tracing
algorithm. First, we execute the marking phase of a typical mark-sweep algorithm for the
non-reference counted heap and the second phase of the trial deletion algorithm for the
reference counted heap in conjunction (we keep on marking/incrementing the reference
count of reachable objects if we cross heaps). Then, we clear the heap using the sweeping
phase of the mark-sweep algorithm and the third phase of the trial deletion algorithm.
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3. Algorithms

In reality, we additionally have to take care of weak references and finalizers, as well as
of the specifics of the runtime and the programming model. To improve the properties
of our algorithm, primarily pause times, we might also choose to execute the phases
incrementally and in a slightly different order.

3.1 Semi-Incremental Algorithm

The proposed algorithm performs global tracing across the reference counted and non-
reference counted parts of the heap.

The roots of the non-reference counted heap can be easily determined by scanning the
stack and collecting all static roots, as all non-reference counted objects are managed
by PyPy’s memory system. The roots of the reference counted heap are not explicitly
known, because of the nature of the programming model used for CPython extension
modules. The algorithm calculates the roots of the reference counted heap by deducting
all internal references from the objects reference counts and scanning the heap for objects
with a reference count greater than zero, just like CPython’s GC.

On a high level, after the set of root objects is known, all reachable objects are marked
or, respectively, their reference count is newly calculated (we will also call this marking
in the following descriptions, for the sake of simplicity). Afterwards, the remaining,
unreachable objects are either unmarked or still have a reference count of zero, or both.
Those objects are sweeped and the memory is freed.

On a more detailed level, the steps are executed in a slightly different order, to minimize
pause times. This is because the marking phase of the PyPy-managed heap can be
performed incrementally quite easily, as write barriers are reliable and fairly cheap to
implement, while the marking (and root determination) phase of the reference counted
heap has to be done at once, as reliable write barriers on C-managed objects are not
feasible. In the following section, we will propose a more advanced approach for dealing
with this issue, by taking a snapshot of the reference counted heap (see Section 3.2). In
both cases, additional specifics of the C programming model and its implementation in
PyPy have to be taken into account, making the final algorithm slightly more complex.

The resulting algorithm is a mixture of the algorithm PyPy’s default, incremental mark-
sweep garbage collector IncMiniMark currently implements [pypa], and an adaptation of
the algorithm CPython’s garbage collector currently implements [cpyb]. Before we have
a look at the pseudocode and a proof of correctness, a description of the algorithm and
its relation to the algorithms it is based on is given.

3.1.1 Relation to IncMiniMark and CPython’s GC

By default, IncMiniMark is only able to detect dead objects managed by PyPy’s memory
system. This means that only objects created from Python code are considered during a
collection. On the other side, objects managed by cpyext (PyPy’s compatibility layer
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3.1. Semi-Incremental Algorithm

for CPython extension modules) are only freed, when their reference count drops to
zero. Even though there is rudimentary support for cpyext-managed objects in PyPy,
encapsulated by the rawrefcount module and implemented mostly inside IncMiniMark, the
algorithm is not able to detect all kinds of dead structures. The implemented algorithm
only deals with objects at the border between PyPy-managed and cpyext-managed objects,
and ensures that objects on both sides keep each other alive, in case there are references
between them (we will call those references links further on, to simplify the description
and also because the actual implementation in PyPy refers to them as links; when we
speak of references, we only refer to intra-heap references; we use the term pointer, to
refer to both references and links). The adapted version takes all cpyext-managed objects
into account, by applying parts of CPython’s garbage collection algorithm. CPython
uses its garbage collector solely to detect dead reference cycles, all other objects are
directly freed when their reference count drops to zero. In the adapted version, dead,
cyclic structures within and across both heaps are detected, utilizing existing parts of
PyPy’s IncMiniMark.

3.1.2 Description

The algorithm described here is able to detect all kinds of dead objects and additionally
supports weak references and finalizers. The Python language currently features two
kinds of finalizers, referred to as modern and legacy finalizers, both of which are supported
by the algorithm. For the sake of simplicity and because the existing algorithm in PyPy
already handles weak references and finalizers correctly for PyPy-managed objects, only
the handling of weak references and finalizers concerning cpyext-managed objects will be
described here.

Terminology

Objects managed by PyPy’s memory system are called PyPy objects and they reside on
the PyPy heap. Objects managed by cpyext are called C objects and they reside on the
C heap. C objects which can potentially be part of a cycle, and therefore implement the
traverse and clear methods, are called garbage collected C objects. They are added to the
list of garbage collected objects (a doubly linked list) before initialization and are removed
from that list before they die. C objects which can normally not be part of a cycle are
called non-garbage collected C objects. There is only one special case, where such objects
can be part of a cycle, which is explained in the following paragraph.

Objects with cross-references are called linked objects. Conceptually, they are realized as
two objects on both heaps, which are linked to each other. One object acts as a proxy
to the real object on the other side and keeps it alive. There can only be at most one
proxy for each real object, which means that linked objects can be viewed as pairs. As
an optimization, to avoid creating and throwing away too many proxy objects, a linked
C object that acts as a proxy to a PyPy object is cached and therefore kept alive (for
later reuse), as long as the PyPy object is alive. As proxy objects do not contain any
references to other objects, this does not impose a great memory overhead or keep any
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3. Algorithms

other objects which would otherwise be dead alive. The links between those objects are
managed by cpyext and stored in two lists, depending on which side (C object or PyPy
object) acts as a proxy. Also non-garbage collected (reference counted) objects can be
linked to PyPy objects. In this case, they might be part of a cycle, as PyPy objects can
generally be part of cycles. This means, that in our algorithm, we also have to take this
special case into consideration.

Tuples

Tuples are initially added to a separate list, because some tuples might only contain
primitive types or non-garbage collected C objects. As tuples are immutable in Python,
we do not have to take tuples containing only such objects into consideration during
tracing, as they will never be part of a cycle. However, all other tuples will be added to
the actual list of garbage collected objects, before the C heap is processed.

Support for Weak References

In CPython, callbacks of weak references within garbage cycles need to be cleared before
the cycles are sweeped. Otherwise, it might happen that both, the weak reference and the
weakly referenced object, are part of a cycle. If the weakly referenced object is sweeped
before the weak reference, the callbacks of the weak reference are called. Those callbacks
now might hold references to already dead objects, so they might access or resurrect
them. In the worst case, this might lead to unexpected behaviour or crash the application.
However, in our case weak references are implemented as PyPy objects, which are always
sweeped before C objects during phase 5a. This means that their callbacks will never be
called, so they don’t need to be cleared beforehand.

Support for Legacy Finalizers

Legacy finalizers should never be called by the garbage collector, as they are not safe to
be called on cyclic structures. They are only called, if the reference count of an object
drops to zero outside of the collection cycle. Instead, objects with legacy finalizers and
all objects they keep alive, and would be dead otherwise, are added to the global list of
garbage (gc.garbage) during phase 6d. From this list, they can be accessed and cleared
manually by the user.

Support for Modern Finalizers

A modern finalizer should be called by the garbage collector exactly once, in case the
object is about to die. If it resurrects any object, this must be taken into account by
the garbage collector. It might not be safe to call the finalizer during the execution of
PyPy’s garbage collector, so this must be done outside of the environment of the garbage
collector during phase 6b. This means that if modern finalizers are used, at least two
collection cycles are needed to free dead cyclic structures.
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3.1. Semi-Incremental Algorithm

Outline of the Algorithm

Text colored in black is part of the basic algorithm, text colored in yellow is part of the
weak reference support, text colored in green is part of the modern finalizer support, text
colored in blue is part of the legacy finalizer support. If you are only interested in the
basic algorithm, the colored text can be safely ignored. If, for example, you only want
to understand the weak reference support, it should be sufficient to read the black and
yellow text.

1. Collect the roots of the PyPy heap (static roots, stack roots, ...).

2. Mark all reachable objects on the PyPy heap (using only references on the PyPy
heap) recursively, starting from the previously collected roots.

3. Mark all other objects, in case cpyext is enabled:

a) Move tuples which might be part of a cycle to the list of garbage collected
objects and remove all other tuples from the list of newly created tuples.

b) Collect the roots of the C heap:

i. Decrement the internal references from the reference count of all garbage
collected C objects (standard case) and decrement the reference count of
all non-garbage collected linked proxy objects which are directly referenced
by a garbage collected C object (special case), by iterating over the list of
garbage collected objects and utilizing their traverse-method.

ii. Scan for garbage collected C objects with external references (reference
count still greater than zero, or linked to a marked PyPy object). Treat
those objects as roots of the C heap

c) Mark the garbage collected C objects and all reachable PyPy objects, starting
from the roots of the C heap, found in the previous step. Increment the
reference count of all reachable garbage collected C objects and mark all
reachable, unmarked PyPy objects recursively. Also, increment the reference
count of directly referenced non-garbage collected linked objects (special case).
When proccessing a garbage collected C object, move it into a new list, so
unreachable objects remain in the old list. The old list is now called list of
dead objects.

d) Look if there are any objects with legacy finalizers in the list of dead objects.
If so, move all of those objects and all objects reachable from those objects
(including PyPy objects) into a separate list and mark them as live (increment
their reference count or mark them).

e) Look if there are any objects with modern finalizers in the list of dead objects.
If so, move all objects from the list of dead objects into a seperate list. Also,
mark all PyPy objects reachable from this set of objects recursively. This
means that no C object and no PyPy object which is only kept alive by any C
object dies this cycle.

17

https://www.tuwien.at/bibliothek
https://www.tuwien.at/bibliothek


D
ie

 a
pp

ro
bi

er
te

 g
ed

ru
ck

te
 O

rig
in

al
ve

rs
io

n 
di

es
er

 D
ip

lo
m

ar
be

it 
is

t a
n 

de
r 

T
U

 W
ie

n 
B

ib
lio

th
ek

 v
er

fü
gb

ar
.

T
he

 a
pp

ro
ve

d 
or

ig
in

al
 v

er
si

on
 o

f t
hi

s 
th

es
is

 is
 a

va
ila

bl
e 

in
 p

rin
t a

t T
U

 W
ie

n 
B

ib
lio

th
ek

.
D

ie
 a

pp
ro

bi
er

te
 g

ed
ru

ck
te

 O
rig

in
al

ve
rs

io
n 

di
es

er
 D

ip
lo

m
ar

be
it 

is
t a

n 
de

r 
T

U
 W

ie
n 

B
ib

lio
th

ek
 v

er
fü

gb
ar

.
T

he
 a

pp
ro

ve
d 

or
ig

in
al

 v
er

si
on

 o
f t

hi
s 

th
es

is
 is

 a
va

ila
bl

e 
in

 p
rin

t a
t T

U
 W

ie
n 

B
ib

lio
th

ek
.

3. Algorithms

f) Iterate over all linked object pairs with C proxies and look, if there are any
non-garbage collected objects with a reference count greater than zero. Mark
all reachable PyPy objects (important for linked non-garbage collected C
objects which are not directly referenced by any garbage collected C object).

4. Prepare C objects for sweeping

a) Iterate over all linked object pairs and look, if there are any non-garbage
collected objects on the C heap which were only kept alive by their PyPy
proxy. If the PyPy proxy is unmarked and about to die, add the corresponding
C object to a separate list, which will be sweeped afterwards.

b) During the previous step, clear the lists of linked objects by removing all pairs
with unmarked PyPy objects.

5. Sweep the PyPy heap.

a) Clear all weakrefs and call the remaining callbacks. Weakrefs in cycles die
before the cycle, as they are implemented as PyPy objects, so we do not be
careful not to resurrect any objects by calling the callbacks of the remaining
weakrefs.

b) Sweep all unmarked PyPy objects.

6. Sweep the C heap (outside of the context of the garbage collector)

a) Sweep all objects in the list created in 4a, using their decref method.

b) Call all modern finalizers available (iterate over the list created in 3e).

c) Destroy all objects in the list of dead objects (created in 3c), using their clear
and decref method. Those objects were most likely part of a cycle.

d) Move all objects from the list created in 3d to the global list of garbage
(gc.garbage) and eventually create PyPy wrappers for objects on the C heap.
In case another collection cycle is triggered during this action, consider all
objects on the C heap alive, by skipping steps 3b-3e and marking all linked
PyPy objects in step 3f, so this list can be safely processed. After this step,
these objects are kept alive by the gc.garbage list.

3.1.3 Proof

Outline

Mark-sweep is a formally proven algorithm for determining live (reachable) objects and
removing dead (unreachable) objects from the heap. The basic algorithm is quite simple.
First, the roots are determined and then all reachable objects are recursively marked.
Finally, the heap is scanned for unmarked objects, which are sweeped from the heap.
The algorithm can also be executed incrementally, by introducing write barriers to drag
modified objects back into the working set and executing the root detection and marking
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3.1. Semi-Incremental Algorithm

phase in increments, until the working set is empty. Then, the sweeping phase is executed
in increments, without any write barriers, as dead objects cannot be modified.

In our case, the roots of the non-reference counted part of the heap are determined using
well established methods, like scanning the stack and static parts of the heap. The roots
of the reference counted part of the heap are determined using an algorithm called trial
deletion, where a set of objects (in this case the whole heap) is iterated, and their internal
reference count is deducted. The remaining objects with a reference count greater than
zero are those with external references to them. This is the set of root objects.

What is different is the order of execution. Normally, all roots are collected and then the
marking phase starts. However, in our case we collect the roots of the reference counted
part of the heap after the whole non-reference counted part has been marked, using only
the non-reference counted roots. This might seem like a substancial change, but it is very
similar to what happens in an incremental mark-sweep algorithm. We already perform
the marking phase of the non-reference counted part of the heap incrementally. If we
think about the marking phase of the reference counted part of the heap as just another
increment (where we treat all reference counted roots as newly detected roots), it is easy
to see that the algorithm, at its core, has not been changed at all.

A B

root

reference counted, non-garbage collected

non-reference counted

C

Figure 3.1: Non-garbage collected object keeping non-reference counted object alive

However, we have a special case, where some objects on the reference counted part of
the heap are not garbage collected. Not garbage collected means, that they are not
traced, because they cannot be part of a cycle. They are only freed when their reference
count drops to zero (either during normal program execution or when clearing a cycle).
When we think about the reasons why we need to perform mark-sweep on the reference
counted part of the heap (which is to clear cycles), we quickly realize why such objects
do not have to be traced. However, we still need to keep objects on the non-reference
counted part of the heap alive, which are linked to such non-garbage collected objects
(see Figure 3.1). There are also special cases like weak references or dictionaries, which
are implemented on the non-reference counted part of the heap and can create cycles,
but their reference counted wrapper is not garbage collected (which means they can in
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3. Algorithms

fact be part o a cycle, see Figure 3.2).

A
B

reference counted, garbage collected

reference counted, non-garbage collected

non-reference counted

E

C
D

Figure 3.2: Cyclic structure with non-garbage collected object

We solve this issue, by taking these non-garbage collected, reference counted objects that
are linked to a non-reference counted object into account, during the marking phase.
They are included in the root detection phase of the reference counted part of the heap
and will be marked just like garbage collected objects.

One thing left worth mentioning is, that if a non-garbage collected object happens to
be indirectly referenced by an unreachable cycle, the non-garbage collected object itself
will be sweeped during this collection, but any non-reference counted object that was
kept alive by such a non-garbage collected object, will not be sweeped until the next
full collection (see Figure 3.3). This is because the non-garbage collected object acts
as a root for the non-reference counted object: The internal reference counts of objects
A, B, C and E are deducted. D is not considered, because it is a non-garbage collected
object which is not linked to a non-reference counted object. E is considered, because it
is linked to a non-reference counted object. A, B and C now have a total reference count
of zero, so they don’t act as roots. E on the other hand still has a reference count of one,
so it acts as a root. This means that during the marking phase, F is marked as a live
object. During the sweeping phase, A-C are sweeped, D and E are removed alongside
C, as their reference count drops to zero. During the next garbage collection, F is not
marked again and sweeped.

Sweeping the heap can easily be done incrementally, as dead objects are unreachable and
therefore have to keep their status. We only have to be careful about finalizers, which
might resurrect objects. In case finalizers exist in the set of potentially dead objects,
they must be executed before any object is freed. In our case, we deal with this situation
by keeping all reference counted objects (and all reachable non-reference counted objects)
alive, until the next collection cycle, if finalizers are detected in the set of dead reference
counted objects. Between those two cycles we execute the finalizers and mark them as
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3.1. Semi-Incremental Algorithm

B

A
C D E F

reference counted, garbage collected

reference counted, non-garbage collected
non-reference counted

Figure 3.3: Dead, non-reference counted object kept alive by dying non-garbage collected
object

executed (finalizers can only be executed once in Python). During the following cycle, we
check the set of potentially dead objects from the last cycle again and look if any object
has been resurrected, or if any finalizer still needs to be executed. If one of those two
criterias is met, we have to check this set of objects again during this cycle. Otherwise,
we can safely free the objects. As finalizers can only be executed once, at some point the
objects will be freed, if they are not used any more.

Semi-Formal Proof of Correctness

For the semi-formal proof, we need to define some prepositions and assumptions first.
Note, that we do not take weak references and finalizers into accout in the proof. However,
we will show afterwards, that they fit nicely in our formalization. Also note that for
simplicity, in the pseudocode, the non-reference counted marking phase (Phases 1 and 2)
is not incremental. In the implementation, those two phases are executed incrementally.
After Phase 2 has been completed, the rest of the algorithm is then executed in one
single increment. We can conclude that the postconditions from the first two phases hold,
no matter how those phases are executed, and that it should be trivial to replace both
non-incremental phases with their incremental counterparts, in the context of our proof.

Definitions:

• rc(x) ... the object is reference counted (a C object)
• nonrc(x) := ¬rc(x) ... the object is not reference counted (a PyPy object)
• gc(x) ... the object is garbage collected
• root(x) ... root of the non-reference counted heap (PyPy heap)
• ref(x, y) ... there exists a reference from object x to object y
• link(x, y) ... objects x and y are linked to each other, x is a proxy
• link_rc(x, y) := link(x, y) ∧ rc(x)
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3. Algorithms

• link_nonrc(x, y) := link(x, y) ∧ nonrc(x)
• marked(x) ... the object x is marked or has a reference count greater than zero

Assumptions:

1. ∀x.(nonrc(x) ⊃ gc(x)) ... non-reference counted objects are garbage collected
2. ∀x.(root(x) ⊃ nonrc(x)) ... roots (of the non-rc heap) are non-reference counted
3. ∀x, y.((rc(x)↔ ¬rc(y)) ⊃ ¬ref(x, y)) ... there are no references between the heaps
4. ∀x, y.(link(x, y) ⊃ (rc(x)↔ ¬rc(y))) ... links can only be cross-heap
5. ∀x, y.∄z.(link(x, y) ⊃ ref(x, z)) ... proxy objects can’t have outgoing references
6. ∀x, y, z.((link(x, y) ∧ link(x, z) ⊃ (y = z)) ∧ (link(y, x) ∧ link(z, x)) ⊃ (y = z)) ...

objects can only be linked with exactly one other object

Also, we have to define, what a live (garbage collected) object is. We use a recursive
definition:

live_objs := live_base ∪ live_pointers

live_base := live_roots ∪ live_trialdel_roots ∪ live_linked_roots

live_pointers := live_refs ∪ live_links ∪ live_wrappers

Base cases:

• live_roots := {x|root(x)}
• live_trialdel_roots := {x|gc(x) ∧ ∃y.(¬gc(y) ∧ ref(x, y))}
• live_linked_roots := {x|¬gc(x) ∧ ∃y.z(¬gc(y) ∧ ref(y, x) ∧ link_rc(x, z)))}

Recursion (via pointers):

• live_refs := {x|gc(x) ∧ ∃y.(y ∈ live_objs ∧ ref(y, x))}
• live_links := {x|∃y.(y ∈ live_objs ∧ link(y, x))}
• live_proxies := {x|∃y.(y ∈ live_objs ∧ link_rc(x, y)}

Note, that the set of live_linked_roots consists only of non-garbage collected objects.
Also, in the sets of live_links and live_proxies some non-garbage collected objects
might be contained. These are the special cases described in the previous chapters. Even
though they are non-garbage collected objects, we can still mark them and treat them in
the same way we treat garbage collected objects.

Theorem 1 At the end of the marking phase, before we sweep unmarked garbage collected
objects, all live garbage collected objects are marked, including some special non-garbage
collected objects.

Proof Our goal is to show that exactly those objects in the set of live_objs are marked
before the heap is sweeped. For this, let us have a look at the pseudocode, annotated
with postconditions (see Algorithm 1). All of those postconditions are accumulative, so
after every method the postconditions from the previous methods should still hold. In the
end we will show, that our set of accumulated postconditions correspond to our overall
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3.1. Semi-Incremental Algorithm

Algorithm 1 Semi-Incremental Algorithm

Ensure:

1 ∀x.(root(x) ⊃ marked(x))
2 ∀x, y.((nonrc(x) ∧ ref(x, y) ∧marked(x)) ⊃ marked(y))
3 ∀x, y.((¬gc(x) ∧ gc(y) ∧ ref(x, y)) ⊃ marked(y))
4 ∀x, y, z.((¬gc(x) ∧ ¬gc(y) ∧ ref(x, y) ∧ link_rc(y, z)) ⊃ marked(y))
5 ∀x, y.((link_nonrc(x, y) ∧marked(x)) ⊃ marked(y))
6 ∀x, y.((rc(x) ∧ ref(x, y) ∧ gc(y) ∧marked(x)) ⊃ marked(y))
7 ∀x, y.((link_rc(x, y) ∧marked(x)) ⊃ marked(y))
8 ∀x, y.((link_rc(x, y) ∧marked(y)) ⊃ marked(x))

9 procedure Mark

10 CollectNonrcRoots

11 MarkNonrc

12 CollectRcTrialdel

13 CollectRcLinked

14 MarkRc

15 MarkProxies

postcondition (that all exactly all live garbage collected objects are marked). First, let
us show that all of the individual postconditions actually hold.

Algorithm 2 Semi-Incremental Algorithm - Phase 1

Ensure:

1 ∀x.(root(x) ⊃ marked(x))

2 procedure CollectNonrcRoots

3 for all root in NonrcRoots do

4 Mark root and add it to working_set

Postconditions 1 and 2 are quite straightforward, as the two methods (Algorithm 2 and
Algorithm 3) constitute the marking phase of a typical mark-sweep algorithm. We only
have to be careful about not violating the postcondition of Algorithm 3 later on. Even
though we execute these phases incremental, the non-incremental version is given here
for simplicity.

Postconditions 3 and 4 are concerned with reference counted roots (Algorithm 4). Before
Phase 3, all reference counted objects are marked, which means their reference count
is greater than zero. Otherwise, they would have already been cleared by the standard
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3. Algorithms

Algorithm 3 Semi-Incremental Algorithm - Phase 2

Ensure:

1 ∀x.(root(x) ⊃ marked(x))
2 ∀x, y.((nonrc(x) ∧ ref(x, y) ∧marked(x)) ⊃ marked(y))

3 procedure MarkNonrc

4 while working_set 6= ∅ do

5 Pop x from working_set

6 for all y in References(x) do

7 if not IsMarked(y) then

8 Mark y and add it to working_set

Algorithm 4 Semi-Incremental Algorithm - Phase 3

Ensure:

1 ∀x.(root(x) ⊃ marked(x))
2 ∀x, y.((nonrc(x) ∧ ref(x, y) ∧marked(x)) ⊃ marked(y))
3 ∀x, y.((¬gc(x) ∧ gc(y) ∧ ref(x, y)) ⊃ marked(y))
4 ∀x, y, z.((¬gc(x) ∧ ¬gc(y) ∧ ref(x, y) ∧ link_rc(y, z)) ⊃ marked(y))

5 procedure CollectRcTrialdel

6 for all x in RcGcObjList do ⊲ Subtract internal references
7 for all y in References(x) do

8 if IsGc(y) or IsLinkedProxy(y) then

9 Subtract 1 from reference count of y

10 for all x in RcGcObjList do

11 if IsMarked(x) then

12 Add it to working_set

13 for all x in LinkedRcProxyList do

14 Decrement reference count of x ⊲ Remove artificial reference count
15 if IsMarked(x) then

16 Add it to working_set

reference counting procedure. The first loop now unmarks all garbage collected objects
and linked proxies, except those with external references, by deducting all internal
references from the reference count. After the first loop, only objects with external
references remain marked, as their reference count is still greater than zero. In the second
and third loop, the reference counted heap is scanned for marked objects, which are added
to the working set. Also, the reference count of linked is deducted by the artifical reference
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3.1. Semi-Incremental Algorithm

count added when linking to an non-reference counted object. We might add this reference
count again, during Phase 6 (Algorithm 7). If we now analyze both postconditions, we
see that only reference counted objects are concerned, because non-reference counted
objects might not have ingoing references from non-garbage collected (and thus reference
counted) objects. These ingoing references from non-garbage collected objects represent
the external references and respectively their reference count, after the internal references
have been deducted. It should be easy to see now, that only such garbage collected
objects and such linked reference counted proxies remain marked, with one exception:
linked reference counted objects. We will handle them in the next phase.

Algorithm 5 Semi-Incremental Algorithm - Phase 4

Ensure:

1 ∀x.(root(x) ⊃ marked(x))
2 ∀x, y.((nonrc(x) ∧ ref(x, y) ∧marked(x)) ⊃ marked(y))
3 ∀x, y.((¬gc(x) ∧ gc(y) ∧ ref(x, y)) ⊃ marked(y))
4 ∀x, y, z.((¬gc(x) ∧ ¬gc(y) ∧ ref(x, y) ∧ link_rc(y, z)) ⊃ marked(y))
5 ∀x, y.((link_nonrc(x, y) ∧marked(x)) ⊃ marked(y))

6 procedure CollectRcLinked

7 for all x in LinkedNonrcProxyList do

8 y ← PointsTo(x)
9 Decrement reference count of y ⊲ Remove artificial reference count

10 if IsMarked(x) then

11 Increment reference count of y and add it to working_set

Postcondition 5 is quite simple: we remove the artificial reference count from linked,
reference counted objects in case their non-reference counted proxy is unmarked. The
remaining linked, reference counted objects are therefore only marked, if their non-
reference counted proxy is marked (or if they have other ingoing references, which were
detected in the previous phase). Now that we have detected all roots of the reference
counted heap, we are ready to mark all reachable objects.

Phase 5 is primarily concerned with fulfilling Postconditions 6 and 7, however, as we will
be marking linked non-reference counted objects (Postcondition 7), we also have to be
careful about not violating Postconditions 2 and 5. On a high-level, we perform the same
mark-sweep algorithm, as we did during Phase 1. On a more detailed level, we have to
distinguish between reference counted and non-reference counted objects and between
references and links. However, according to our knowledge about mark-sweep algorithms,
it should not be too difficult to see, that all of the concerned postconditions hold, once
the working set is empty.

The last phase is quite straightforward. Phase 6 adds an artificial reference count to all
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3. Algorithms

Algorithm 6 Semi-Incremental Algorithm - Phase 5

Ensure:

1 ∀x.(root(x) ⊃ marked(x))
2 ∀x, y.((nonrc(x) ∧ ref(x, y) ∧marked(x)) ⊃ marked(y))
3 ∀x, y.((¬gc(x) ∧ gc(y) ∧ ref(x, y)) ⊃ marked(y))
4 ∀x, y, z.((¬gc(x) ∧ ¬gc(y) ∧ ref(x, y) ∧ link_rc(y, z)) ⊃ marked(y))
5 ∀x, y.((link_nonrc(x, y) ∧marked(x)) ⊃ marked(y))
6 ∀x, y.((rc(x) ∧ ref(x, y) ∧ gc(y) ∧marked(x)) ⊃ marked(y))
7 ∀x, y.((link_rc(x, y) ∧marked(x)) ⊃ marked(y))

8 procedure MarkRc

9 while working_set 6= ∅ do

10 Pop x from working_set

11 if IsRc(x) then

12 for all y in References(x) do

13 if IsGc(y) or IsLinkedProxy(y) then

14 if not IsMarked(y) then

15 Add y to working_set

16 Increment the reference count of y

17 for all y in Links(x) do

18 if not IsMarked(y) then

19 Mark y and add it to working_set

20 else

21 for all y in References(x) do

22 if not IsMarked(y) then

23 Mark y and add it to working_set

24 for all y in Links(x) do

25 if not IsMarked(y) then

26 Add y to working_set

27 Increment the reference count of y

reference counted proxies to keep them alive, if the non-reference counted object they
point to stays alive. It should be easy to see, that after this phase, Postcondition 8
holds. As proxies might not have any outgoing references, we do not need to worry about
violating any other postconditions.
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3.1. Semi-Incremental Algorithm

Algorithm 7 Semi-Incremental Algorithm - Phase 6

Ensure:

1 ∀x.(root(x) ⊃ marked(x))
2 ∀x, y.((nonrc(x) ∧ ref(x, y) ∧marked(x)) ⊃ marked(y))
3 ∀x, y.((¬gc(x) ∧ gc(y) ∧ ref(x, y)) ⊃ marked(y))
4 ∀x, y, z.((¬gc(x) ∧ ¬gc(y) ∧ ref(x, y) ∧ link_rc(y, z)) ⊃ marked(y))
5 ∀x, y.((link_nonrc(x, y) ∧marked(x)) ⊃ marked(y))
6 ∀x, y.((rc(x) ∧ ref(x, y) ∧ gc(y) ∧marked(x)) ⊃ marked(y))
7 ∀x, y.((link_rc(x, y) ∧marked(x)) ⊃ marked(y))
8 ∀x, y.((link_rc(x, y) ∧marked(y)) ⊃ marked(x))

9 procedure MarkProxies

10 for all x in LinkedRcProxyList do

11 y ← PointsTo(x)
12 if IsMarked(y) then

13 Increment the reference count of x

Now that we have shown that all of those postconditions hold at the end of the marking
phase, we can reorder them and combine them into more compact expressions.

Root marking:

• 1: ∀x.(root(x) ⊃ marked(x))
• 3: ∀x, y.((¬gc(x) ∧ gc(y) ∧ ref(x, y)) ⊃ marked(y))
• 4: ∀x, y, z.((¬gc(x) ∧ ¬gc(y) ∧ ref(x, y) ∧ link_rc(y, z)) ⊃ marked(y))

Recursive marking (via pointers):

• 2,6: ∀x, y.((ref(x, y) ∧ gc(y) ∧marked(x)) ⊃ marked(y))
• 5,7: ∀x, y.((link(x, y) ∧marked(x)) ⊃ marked(y))
• 8: ∀x, y.((link_rc(x, y) ∧marked(y)) ⊃ marked(x))

By comparing these postconditions to the definition of all live objects, we can conclude
that all of those objects have been marked. If we additionally take into consideration,
that before the marking phase no non-reference counted object was marked and that
after Phase 4 only reference counted objects in the working_set were marked, we can
conclude that exactly those objects have been marked.

Weak References

Weak references do not influence the correctness of the marking phase. We only have
to make sure that the weak references get notified about the death of the object they
are referencing and their callbacks are called correctly (after the object has died). As
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3. Algorithms

we have already mentioned earlier, problems with weak references in cyclic structures
cannot arise, due to the order in which the heaps are sweeped.

Legacy Finalizers

Legacy finalizers are processed just after the marking phase. All objects about to be
freed are scanned for legacy finalizers and in case some are found, all reachable objects
are marked and moved to a separate list. Only the remaining objects might be sweeped.

Modern Finalizers

Modern finalizers are processed just before the sweeping phase. All reference counted
objects about to be freed are scanned for modern finalizers and in case some are found,
all reference counted objects about to be freed are marked and moved to a separate list,
including all reachable non-reference counted objects. No object will be freed during this
cycle, except non-reference counted objects which are not reachable by any reference
counted object (and thus can never be resurrected by a reference counted object with a
modern finalizer). Before the next collection cycle, ideally all modern finalizers should
have been called. In some rare cases, some modern finalizers might not have been called
before the next cycle, in which case we will have to wait until one of the following cycles
for the separate list to be processed. Once all of the finalizers of the objects in this
separate list have been called, during the next cycle, we perform root detection and
marking on the reference counted heap on all reference counted objects, including those
that were moved to the separate list in previous cycles. In case we find roots in the
separate list or encounter them during tracing, we move them from the separate list back
into the set of live objects. All remaining objects in the separate list are definitely dead
by now and can be sweeped after the current marking phase, as those objects can not be
connected to the set of potentially dead objects, which might contain finalizers, and can
therefore also not be resurrected by any finalizer.

3.2 Fully-Incremental Algorithm

This fully-incremental algorithm is an adaption of the semi-incremental algorithm, de-
scribed in the previous chapter. While the original algorithm is only incremental with
respect to the non-reference counted heap, this algorithm is also incremental with respect
to the reference counted heap. It is based on the implementation of the garbage collector
for CPython extension modules in the JyNI, but differs in the order of execution and
integration into the existing garbage collector [Ric16].

3.2.1 Description

The main difference of the fully-incremental with respect to the semi-incremental algorithm
is, that before the roots of the reference counted heap are collected, a lightweight snapshot
of the garbage collected part of the reference counted heap (including linked non-garbage
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3.2. Fully-Incremental Algorithm

collected objects) is taken. The snapshot is lightweight, because only references and
metadata are stored in the snapshot. The whole root collection and marking phase of the
reference counted heap then operates on this snapshot. As the snapshot will not change,
even if we pause the collector, we only have to halt the user program to take the snapshot
and can execute the rest of the marking phase incrementally. However, at the end of the
marking phase, we have to check if the snapshot has been changed, to prevent sweeping
live objects. We have to do this, because in contrast to the snapshotted reference counted
heap, the non-reference counted heap can change during marking (which we cope with
write barriers), and we have to synchronize those changes. Otherwise, a situation like
depicted in Figure 3.4 might arise.

A
B

reference counted, garbage collected
non-reference counted

E

C
D

The reference from C to D is deleted, after the
snapshot has been created and before C is marked.
If the reference count of D is not checked for
consistency, D and E would be freed, even though
they are still alive.

Figure 3.4: Example, why we need snapshot consistency checks

We cope with these kinds of situations by halting the user program and comparing the
unmarked subgraph of the snapshot with the actual object graph, like in Jython and
JyNI. If an object does not exist in the actual object graph any more, it has probably
been deleted because its reference count dropped to zero. This is fine, because we would
have sweeped it anyway. If the object still exists, its outgoing references and its reference
count must still be the same. Otherwise we can conclude, that the subgraph has changed,
which means some objects in the subgraph were still alive at some point during the
collection and might still be alive now (dead objects can never change). If we detect
such inconsistencies, we do not sweep any object in the subgraph (and any non-reference
counted object reachable from the subgraph), otherwise, it is save to sweep the subgraph.
In case there were actually dead objects in the subgraph and we had to keep the subgraph,
we will process them again during the following cycle, where we hopefully won’t detect
any inconsistencies. If a lot of objects change during the increments, this might lead to
a situation where we will never actually able to sweep any dead objects. We have to
be careful about this situation, when deciding how long our increments are going to be.

29

https://www.tuwien.at/bibliothek
https://www.tuwien.at/bibliothek


D
ie

 a
pp

ro
bi

er
te

 g
ed

ru
ck

te
 O

rig
in

al
ve

rs
io

n 
di

es
er

 D
ip

lo
m

ar
be

it 
is

t a
n 

de
r 

T
U

 W
ie

n 
B

ib
lio

th
ek

 v
er

fü
gb

ar
.

T
he

 a
pp

ro
ve

d 
or

ig
in

al
 v

er
si

on
 o

f t
hi

s 
th

es
is

 is
 a

va
ila

bl
e 

in
 p

rin
t a

t T
U

 W
ie

n 
B

ib
lio

th
ek

.
D

ie
 a

pp
ro

bi
er

te
 g

ed
ru

ck
te

 O
rig

in
al

ve
rs

io
n 

di
es

er
 D

ip
lo

m
ar

be
it 

is
t a

n 
de

r 
T

U
 W

ie
n 

B
ib

lio
th

ek
 v

er
fü

gb
ar

.
T

he
 a

pp
ro

ve
d 

or
ig

in
al

 v
er

si
on

 o
f t

hi
s 

th
es

is
 is

 a
va

ila
bl

e 
in

 p
rin

t a
t T

U
 W

ie
n 

B
ib

lio
th

ek
.

3. Algorithms

However, we can conclude, that the safest way to prevent this situation is to take the
snapshot as late as possible during the collection cycle and make our increments as long
as possible (although not too long, otherwise we loose all of the benefits of incremental
garbage collection).

3.2.2 Pseudocode

This time, the pseudocode is given as a fully-incremental algorithm. It consists of three
phases, which will be executed in order. The individual methods are taken from the
semi-incremental algorithm and perform the same tasks. However, the three methods
CollectRcTrialdel, CollectRcLinked and MarkRc are executed on the snapshot, taken at
the end of Phase 0. MarkProxies is executed after the snapshot has been synchronized
with the real object graph at the end of Phase 2.

In contrast to the semi-incremental version, where we annotated the pseudocode with
postconditions, we will only explain the two new methods concerning the creation and
synchronization of the snapshot, and then proof afterwards, that nothing has changed
with respect to the correctness of the algorithm.

Algorithm 8 Fully-Incremental Algorithm

1 procedure MarkIncrement

2 if phase = 0 then

3 CollectNonrcRoots

4 MarkNonrc

5 if finished_phase then

6 TakeSnapshot

7 phase← 1
8 else if phase = 1 then

9 CollectRcTrialdel

10 CollectRcLinked

11 if finished_phase then

12 phase← 2
13 else if phase = 2 then

14 MarkRc

15 if finished_phase then

16 SyncSnapshot

17 MarkProxies

18 phase← 3
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3.2. Fully-Incremental Algorithm

Snapshot Creation

During the creation of the snapshot, we make a lightweight copy of the whole garbage
collected part of the reference counted heap. We include linked reference counted proxies,
because they might also be part of a cycle and should be treated like garbage collected
objects during the marking phase of the reference counted heap. As proxies might not
have any outgoing references, we do not need to copy any references for those objects.
Our lightweight copy primarily consists of the reference count and the outgoing references
of each object. However we are only interested in internal references, because these are
the only references we need for calculating the number of external references, during our
root detection via trial deletion. For linked proxies and linked objects, we also save a
pointer to the linked non-reference counted object/proxy.

This is the only information needed, for performing the following phases (Phases 1 and 2).
The methods in this phases remain basically unchanged, except that they operate on the
snapshot when it comes to reference counted objects. They still use the actual object
graph, when it comes to non-reference counted objects. Also, they are now executed
incrementally, as we will be able to detect changes of the reference counted graph during
the synchronization of the snapshot later on. Changes on the non-reference counted
heap will still be detected using write barriers, like in the semi-incremental version of the
algorithm.

Algorithm 9 Fully-Incremental Algorithm - Snapshot Creation

1 procedure TakeSnapshot

2 snapshot← ∅
3 for all x in RcGcObjList do

4 snapshot_refs← ∅
5 for all y in References(x) do

6 if IsGc(y) or IsLinked(y) then

7 Add y to snapshot_refs

8 x_snap← LightweightCopy(x, snapshot_refs)
9 Add x_snap to snapshot

10 for all x in LinkedRcProxyList do

11 x_snap← LightweightCopy(x, ∅)
12 Add x_snap to snapshot

Snapshot Synchronization

When synchronizing the snapshot, we have to check all unmarked (and potentially dead)
objects and see if any reference counts or references have changed. If any reference or
reference count has been changed, we have to keep the whole reference counted heap alive
and also mark any reachable non-reference counted objects. Otherwise, we can unmark
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3. Algorithms

all potentially dead objects in the object graph (all reference counted objects are marked
before synchronization, otherwise their reference count would have been zero and they
would have already been freed). However, in both cases, we have to be careful about
newly created objects. We have to keep these objects and any object that is reachable
from these new objects alive.

Algorithm 10 Fully-Incremental Algorithm - Snapshot Synchronization

1 procedure SyncSnapshot

2 consistent← true

3 for all x in RcGcObjList ∪ LinkedRcProxyList do

4 if InSnapshot(x) then

5 x_snap← ToSnapshot(x)
6 if not IsMarked(x_snap) then ⊲ Compare references
7 if RefCount(x) <> OriginalRefCount(x_snap) then

8 consistent← false

9 refs← References(x)
10 refs_snap← References(x_snap)
11 if Count(refs) <> Count(refs_snap) then

12 consistent← false

13 for i = 0 ... Count(refs) do

14 if refs[i] <> refs_snap[i] then

15 consistent← false

16 Add x to dead_list

17 else

18 if IsLinked(x) then

19 y ← LinkedObject(x)
20 if not IsMarked(y) then

21 consistent← false

22 if consistent then ⊲ Unmark all potentially dead rc objects
23 for all x in dead_list do

24 Set the reference count of x to 0
25 else

26 for all x in LinkedRcProxyList do ⊲ Mark all reachable non-rc objs
27 y ← LinkedObject(x)
28 MarkReachable(y)
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3.2. Fully-Incremental Algorithm

3.2.3 Semi-Formal Proof of Correctness

Outline

The fully-incremental algorithm essentially performs the same steps as the semi-incremental
version. What is left to proof is, that the consistency check of the snapshot integrates
well with the write barrier of the non-incremental marking procedure, so that in the
end the adapted black-white hypothesis of the tricolor abstraction (see Subsection 2.1.3)
holds. Also, we have to show that new reference counted objects, which have been added
since the snapshot was taken, are considered respectively. Weak references and finalizers
also have to be taken into account, however, like in the proof of the semi-incremental
version, we will show afterwards, how they integrate with the proof.

Semi-Formal Proof of Correctness

For the semi-formal proof, we will use the black-white hypothesis from the tricolour
abstraction of typical mark-sweep algorithms. We will show, that the black-white
hypothesis, no black (= marked) object exists, which points to a white (= unmarked)
object, holds in our situation. Afterwards, we can reduce the proof of this hypothesis
and two additional proofs to the proof, that no live object might be freed.

Theorem 2 Black-white hypothesis: No marked object exists which points to an un-
marked object.

Proof (indirect): There exists a marked object which points to an unmarked object.

Case 1
There exists a marked non-reference counted object which points to an
unmarked non-reference counted object:
∃x, y.(marked(x) ∧ non_rc(x) ∧ ref(x, y) ∧ ¬marked(y))

⊥ The write barrier prevents this situation.

Case 2
There exists a marked reference counted object which points to an unmarked
reference counted object:
∃x, y.(marked(x) ∧ rc(x) ∧ ref(x, y) ∧ ¬marked(y))

⊥ Inconsistent snapshot (reference count not matching).

Case 3
There exists a marked reference counted proxy which is linked to an unmarked
non-reference counted object:
∃x, y.(marked(x) ∧ link_rc(x, y) ∧ ¬marked(y))

⊥ We add linked non-reference counted objects to the working set, during
our marking phase. In case we encounter newly created/linked reference
counted proxies when we synchronize the snapshot, we treat the snapshot
inconsistent .
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3. Algorithms

Case 4
There exists a marked non-reference counted proxy which is linked to an
unmarked reference counted object:
∃x, y.(marked(x) ∧ link_nonrc(x, y) ∧ ¬marked(y))

⊥ We keep checking the snapshot for such links and as long as they exist,
continue the marking phase. Directly afterwards, we synchronize the snapshot.

Case 5
There exists a marked non-reference counted object which is linked to an
unmarked reference counted object:
∃x, y.(marked(x) ∧ link_rc(y, x) ∧ ¬marked(y))

⊥ At the end, after the snapshot has been synchronized during MarkProxies,
all links are iterated and all unmarked reference counted proxies are marked,
in case the non reference counted object is marked.

Theorem 3 No unmarked non-reference counted root, or unmarked reference counted
object which is referenced by a live non-garbage collected object exists.

Proof (indirect): There exists an unmarked non-reference counted root, or an unmarked
reference counted object which is referenced by a live non-garbage collected object.

Case 1
There exists an unmarked non-reference counted root: ∃x.(root(x)∧¬marked(x))

⊥ Non-reference counted root detection is executed at the beginning of each
increment.

Case 2
There exists an unmarked garbage collected reference counted object which
is referenced by a live non-garbage collected object:
∃x, y.((¬gc(x) ∧ gc(y) ∧ ref(x, y)) ⊃ ¬marked(y))

⊥ Old objects: inconsistent snapshot (reference count not matching), newly
added objects: see proof below.

Case 3
A linked, non-garbage collected reference counted object with an external
reference from a non-garbage collected object is unmarked:
∃x, y, z.((¬gc(x) ∧ ¬gc(y) ∧ ref(x, y) ∧ link_rc(y, z)) ⊃ ¬marked(y))

⊥ Old objects: inconsistent snapshot (reference count not matching), newly
added objects: see proof below.

Theorem 4 Objects, which have been added since the last snapshot, and all objects
reachable from them, are kept alive.

Proof We distinguish between four cases:

34

https://www.tuwien.at/bibliothek
https://www.tuwien.at/bibliothek


D
ie

 a
pp

ro
bi

er
te

 g
ed

ru
ck

te
 O

rig
in

al
ve

rs
io

n 
di

es
er

 D
ip

lo
m

ar
be

it 
is

t a
n 

de
r 

T
U

 W
ie

n 
B

ib
lio

th
ek

 v
er

fü
gb

ar
.

T
he

 a
pp

ro
ve

d 
or

ig
in

al
 v

er
si

on
 o

f t
hi

s 
th

es
is

 is
 a

va
ila

bl
e 

in
 p

rin
t a

t T
U

 W
ie

n 
B

ib
lio

th
ek

.
D

ie
 a

pp
ro

bi
er

te
 g

ed
ru

ck
te

 O
rig

in
al

ve
rs

io
n 

di
es

er
 D

ip
lo

m
ar

be
it 

is
t a

n 
de

r 
T

U
 W

ie
n 

B
ib

lio
th

ek
 v

er
fü

gb
ar

.
T

he
 a

pp
ro

ve
d 

or
ig

in
al

 v
er

si
on

 o
f t

hi
s 

th
es

is
 is

 a
va

ila
bl

e 
in

 p
rin

t a
t T

U
 W

ie
n 

B
ib

lio
th

ek
.

3.2. Fully-Incremental Algorithm

Case 1
Non-reference counted objects:

Newly added non-reference counted objects are detected by the write barrier,
in case they were added to the object graph via an existing object, or otherwise
detected during the root collection at the beginning of each increment. We
continue the marking phase, as long as all new objects and objects reachable
from those objects have been marked.

Case 2
Reference counted proxy:

We enumerate the list of all reference counted proxies when synchronizing
the snapshot. If we encounter an object that is not in the snapshot, we keep
it marked. In case the non-reference counted object is marked, all reachable
objects are already marked. In case it is not marked, we treat the snapshot
inconsistent. In this case we will keep all reference counted objects marked
(new and old). Then, at the end of the synchronization, we would mark all
reachable non-garbage collected objects.

Case 3
Reference counted garbage collected objects (except proxies):

We enumerate the list of all reference counted garbage collected objects when
synchronizing the snapshot. If we encounter an object, that is not in the
snapshot, we keep it marked. In case it references any unmarked garbage
collected object, the reference count of this object must have been increased.
This would result in an inconsistent snapshot, in which case we will keep all
reference counted objects marked (new and old). Then, at the end of the
synchronization, we would mark all reachable non-garbage collected objects.

Case 4
Reference counted non-garbage collected objects (except proxies):

We do not directly process such objects during our garbage collection proce-
dure, so the objects themselves will always stay marked and alive, as long as
they are connected to the object graph. In case they point to an unmarked
reference counted object (garbage collected or linked), they would increase
their reference count. This would result in an inconsistent snapshot, in which
case we will keep all reference counted objects marked (new and old). Then,
at the end of the synchronization, we would mark all reachable non-garbage
collected objects.

If we now combine the three proofs presented above, we can conclude, that no live object
will be freed: All newly added objects are marked, all roots are marked and no marked
object points to an unmarked object, which means all live objects must be marked before
our sweeping phase.
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3. Algorithms

Weak References and Legacy Finalizers

Weak references and legacy finalizers are handled in exactly the same way as in the
semi-incremental version. Legacy finalizers are processed non-incrementally to keep the
rest of the algorithm as simple as possible, as their usage is probably declining and in
most application, they should have been replaced by modern finalizers anyway. It should
not be too hard to see, that this not change the correctness of the algorithm.

Modern Finalizers

In the non-incremental version of the algorithm we ended up with a separate list of
objects, if some objects about to be sweeped had modern finalizers. We processed this
list during the following collection cycle, after all modern finalizers had been called.

Now, instead of directly processing the objects in this list during root detection and
marking, we simply include them in the snapshot. If we encounter a reference from the
rest of the object graph to an object in the separate list, we join both sets (some objects
have probably been resurrected), otherwise we keep the list separate. If we have managed
to keep the objects separate, then, when we check the consistency of the snapshot, we
can treat those objects like a separate subset.

If the separate list is still consistent with the snapshot, we can sweep these objects without
further ado, even if the rest of the dead objects from this collection cycle is inconsistent
with the real graph. We can safely do this, because we can be sure that the objects
from the separate list are not reachable from the rest of the potentially dead objects,
otherwise we would have detected such a reference, during the creation of the snapshot,
or we would have marked linked objects after the synchronization of the snapshot, when
we mark non-reference counted objects reachable from finalizers.
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CHAPTER 4
Implementation

The algorithms presented in the last chapter, were implemented in PyPy, in order to
compare their performance, as described in the next chapter. The implementation can be
found in the official repository: https://foss.heptapod.net/pypy/pypy/tree/
branch/cpyext-gc-cycle. In this chapter, we will describe the changes to PyPy in
detail and also present, how the correctness of the implementation was verified.

4.1 PyPy Architecture

To understand how the algorithms are implemented in PyPy, we first have to explain the
architecture of PyPy and how the existing cpyext code integrates with this system.

4.1.1 RPython

PyPy is written in RPython. RPython is a language and an infrastructure for writing
virtual machines for dynamic languages. The name RPython derives from the fact, that
the RPython language is a restricted subset of Python. The RPython compiler itself
is written in Python. This is where the name PyPy comes from (Python written in
RPython written in Python), but it does not change the fact, that RPython can be used
to write virtual machines for any dynamic language.

From a standpoint of a language developer who uses RPython to implement a new virtual
machine for a language, it is only neccessary to implement an interpreter in RPython.
The RPython subsystem then translates this interpreter statically into C code and utilizes
a C compiler to compile it into machine code. In fact Python is a meta-programming
language for RPython, which means the RPython compiler does not need to interpret
RPython programs, but instead uses a Python interpreter to include RPython programs
and uses the internal interpretation of the loaded Python program to generate the C
code.
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4. Implementation

What makes the RPython infrastructure special, compared to more traditional toolchains,
is that it does not only generate an interpreter, it also integrates a tracing JIT compiler
into the executable. This JIT compiler is triggered under certain circumstances during
interpretation. It then traces the execution of the interpreter, during the interpretation of
the program, by recording its execution, using an additional internal representation of the
generated machine code. By doing this and by the nature of tracing JIT compilers (and
specific design choices in combination with clever optimizations), the RPython subsystem
is essentially compiling the trace of the interpreted program. This enables developers
to rapidly develop JIT compilers for any language, with minimal effort compared to
traditional approaches.

4.1.2 Garbage Collector

To keep things simple for the language developer, the garbage collector and the memory
system are implemented in RPython and do not need to be implemented specifically for
the target language. However, this makes it somewhat difficult to implement garbage
collection for CPython extension modules. Objects in those modules are externally
controlled by C code, which means the memory occupied by those objects cannot simply
be managed by RPythons memory system.

4.1.3 Rawrefcount extension

Fortunately, we are able to modify the garbage collector and implement template methods,
so we can access those externally controlled objects from RPython. Similar code already
exists for the cpyext module in RPythons rawrefcount extension. This code needs to be
extended, to be able to access all the neccessary information from reference counted heap.
Unfortunately, this means that we have to introduce some language specific concerns in
the otherwise language agnostic garbage collector. For the sake of this thesis, this is an
acceptable compromise, however for future implementations, a more general approach
would be desirable. Probably the biggest challenges here would be, to cope with different
styles of memory management of the externally controlled objects (reference counting
vs. tracing; explicit vs. implicit external references; etc.) and still maintain acceptable
performance.

4.1.4 Cpyext module

Cpyext is implemented as a module for PyPy, written in Python, RPython and C. It
bridges the gap between CPython extension modules written in C and PyPy’s representa-
tion of a Python program. It also makes RPython’s garbage collector aware of the objects
managed by C code. However, the existing implementation of the object management
is very minimal and only prevents premature collection of potentially live objects (on
both heaps). Objects managed by C are only freed, if their reference count drops to
zero, which means cycles consisting of at least one such object are never collected. PyPy
objects referencing such objects add an additional artifical reference count, to prevent
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4.2. Extending Rawrefcount

them from being freed, as their actual reference count might otherwise be zero. As the
cpyext module was originally created to add rudimentary support for those modules, the
restrictions were reasonable in order to keep the implementation simple. However, for a
more sophisticated support, this implementation needs to be extended.

4.2 Extending Rawrefcount

The implementations of our algorithms are primarily located alongside the code of
RPython’s garbage collector, encapsulated in three interchangable classes (two for each
implementation and one for a dummy, that mimics the existing behaviour). However,
as we need to interoperate with CPython’s memory model, several other modules also
needed to be adapted.

4.2.1 Extending the GC Interface

To control the extended behaviour of the garbage collector in certain situations (e.g.
when the process is forked) and to be able to access reference counted objects that need
to be processed in the implemented language (finalizers, etc.), the garbage collector now
offers additional methods, that can be invoked by language developers.

To enable interoperation between RPython’s garbage collector and CPython’s garbage
collection infrastructure, the garbage collector mainly needs access to two pieces of code:
CPython’s tp_traverse method and CPython’s global list of garbage collected objects.
Additional methods are required, to convert between the two object representations. For
more advanced integrations, three interfaces have also been added: a method to query
the finalization type of objects, a pointer to the list of newly allocated tuples and a
method to determine, if a tuple might be or become part of a reference cycle.

All of the above methods and lists are injected into RPython’s garbage collector when the
cpyext module is loaded, alongside the already existing methods for the rudimentary GC
support. Currently, the extended interface is only implemented in the default garbage
collector incminimark. In the future, other garbage collectors might also be supported.
To be able to pass the required methods to the garbage collector, several other parts of
the RPython framework and PyPy needed to be extended.

4.2.2 Extending cpyext

With regards to garbage collection, cpyext is responsible for the initialization of the
internal structures of CPython’s garbage collection infrastructure. It also needs to provide
an implementation for the GC template methods, either by directly implementing the
medoths in RPython or by delegating the calls to pieces of C code.
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4. Implementation

4.2.3 Extending the Testing Framework

To be able to test all common scenarios and their corner cases conveniently, it was
neccessary to extend the testing framework. The main issue with the way the existing
tests for the garbage collector were written, was that they were relatively long for what
they were trying to achieve and also quite hard to read and understand. As we need more
complex test cases, to test our implementation and writing those tests in the existing
way proved to be quite tedious and error prone, creating such tests had to be simplified.
This lead to the idea of an abstraction, where creators of such test cases, do no longer
need to worry about the internals of the testing environment. It seemed to make sense
to integrate a language, to describe those test cases. After some research, the extensible
DOT graph description language seemed to be a good fit to describe object graphs,
spanning across both heaps [dota].

DOT graph description language

The DOT graph description language is a simple text-based language to describe directed
and undirected graphs. Attributes might be added to nodes or edges to describe their
graphical representation in those graphs. The language itself does not define a fixed set of
attributes, which means additional attributes might be defined, like several popular tools
for DOT graphs already do. Those new attributes do not neccessarily need to influence
the graphical representation, but they might encode arbitrary metadata. We can make
use of this, to encode additional information needed for our tests. Low-level parsers,
which already exist for Python, will be able to handle those attributes, so we do not need
to write our own parsers. As most tools will ignore unknown attributes, we can use them
to generate, edit or visualize our custom DOT graphs, that we can annotate at any time
with our custom attributes, either from Python code or in a text editor. This enables a
lot of possibilities, like automated test-case generation or test case visualization, which
we would not have, if we would write those tests manually.

Semantic Extensions of the DOT language

The following attributes were added to the nodes of the graph, to implement our test
cases:

• type (mandatory)

– P = PyPy object

– B = linked object at the border

– C = CPython object

• alive (mandatory)

– y = object is alive and should not be collected

– n = object is dead and should be collected

• rooted (optional; for PyPy or border objects)
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4.2. Extending Rawrefcount

– y = object is in PyPy’s root set
– n = object is not in PyPy’s root set (default)

• ext_refcnt (optional; for CPython or border objects):
positive integer (default 0): additional reference count, resulting from refer-
ences external to the managed set of objects

• tuple (optional; for CPython or border objects)
– y = object is a tuple and should be added to the tuple_list
– n = object is not a tuple and will be added to the global list of objects (default)

• tuple_type (mandatory for tuples)
– 0 = tuple contains only primitive types and should be untracked
– 1 = tuple contains gc types and should be promoted to the global GC list
– 2 = tuple is not initialized yet and should be kept in tuple list

• gc (optional; for CPython or border objects)
– y = object is garbage collected (default)
– n = object is not garbage collected

• tracked (optional; for garbage collected objects)
– y = object is tracked in the global list of objects or list of tuples (default)
– n = object is not tracked in any list

• finalizer (optional; for CPython or border objects)
– modern = object has a modern finalizer
– legacy = object has a legacy finalizer
– (empty) = object has no finalizer (default)

• resurrect (optional; for objects with a modern finalizer)
name of the node (object) that should be resurrected, when the finalizer of
this object is executed

• delete (optional; for objects with a modern finalizer)
name of the node (object) to which the edge (reference) should be removed,
when the finalizer of this object is executed

• garbage (optional)
– y = the object should have been added to gc.garbage after the collection,

because it is kept alive by a dead object with a legacy finalizer
– n = the object should never be added to gc.garbage (default)

• added (optional; for fully-incremental algorithm)
– after_snap = the object is created, after the snapshot has been created
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4. Implementation

– linked_after_snap = a linked proxy for the object is created, after the snapshot
has been created

– (empty) = the object exists prior to the first collection (default)

• removed (optional; for CPython or border objects; for fully-incremental algorithm)
– after_snap = the object will be removed from the graph, after the snapshot

has been created, because its reference count drops to zero
– (empty) = the object will not be removed (default)

The following attributes were added to the edges of the graph:

• weakref (optional; for references on the reference counted heap)
– y = reference is a weak reference and does not increase the reference count
– n = a regular reference which increases the reference count (default)

• added (optional; for fully-incremental algorithm)
– after_snap = the reference was added to the graph, after the snapshot has

been created
– (empty) = the reference was created prior to the first collection (default)

• removed (optional; for fully-incremental algorithm)
– after_snap = the reference will be removed from the graph, after the snapshot

has been created
– (empty) = the reference will not be removed (default)

Note, that the alive attribute could be inferred from the the topology of the graph and
the other attributes. However, this is not done during the execution of the tests for
several reasons, but rather lies in the responsibility of the creator of the test case.

Integration into the Testing Framework

The new DOT tests were integrated as data driven tests into the existing pytest-based
testing framework. DOT files are discovered automatically from the respective folder
and the results are displayed individually in the test results. Some sanity checks are
automatically performed prior to the actual test, to ensure that the files are correctly
parsed and the testing framework works as expected.

4.3 Semi-Incremental Implementation

This implementation is based on a combination of PyPy’s generational garbage collector
and CPython’s generational backup tracing algorithm. As it is simpler than the fully-
incremental implementation, common solutions, like the abstraction of reference counted
objects, are described here, for better understanding.
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4.3. Semi-Incremental Implementation

4.3.1 Abstraction of reference counted objects

Architecturally, one of the goals was to implement the entire algorithm for reference
counted objects in a more or less language agnostic way. This is because of the fact, that
the garbage collector of PyPy is implemented in the RPython subsystem and the goal was
to introduce as little PyPy specific concerns in the underlying system as possible. This
would imply that the implementation, can also be used for other runtimes or programming
languages that face similar issues. However, it is questionable, how many other languages
will need this rather specific interface in practices. Nervertheless, it is not necessary to
include any Python-specific code to create JIT compilers for other languages, especially
if the interface is not even used.

On a detailed level, the following changes have been made to the existing RPython
interface for reference counted object support:

Lists

Two lists are now passed to the garbage collector upon initialization of the reference
counted subsystem:

• Global list of objects: This is a list where all reference counted objects are tracked,
which might be part of a reference cycle. This list is similar to the lists used in
CPython’s garbage collector, except there is only one list and not several lists for
each generation of objects, like in CPython.

• Tuple list: This list contains all newly allocated tuples. This is an optimization for
immutable objects (see Subsection 4.3.2).

Methods

The following methods have been added to the internal interface of the garbage collector,
which can be used by language developers:

• next_cyclic_isolate: Returns the next object of a dead cycle, that should be cleared.
If the method returns null, all objects have been cleared and, as a result, should
have been swept from the heap.

• deactivate_rawrefcount_cycle: Deactivate the cycle detection algorithm temporarily
and treat all reference counted objects, as if they were alive. This is for example used
in PyPy during the initialization of a forked process, before the cpyext subsystem
is reinitialized, as this might otherwise lead to crashes or unexpected behaviour.

• activate_rawrefcount_cycle: Reactivates the cycle detection.

• Finalization support (see Subsection 4.3.4):

– cyclic_garbage_head: Returns the first object of the list of cyclic isolates, that
might contain finalizers.

– cyclic_garbage_remove: Removes object returned by cyclic_garbage_head.
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4. Implementation

– next_garbage_pypy: Returns the next non-reference counted object, which
should be added to the garbage list.

– next_garbage_pyobj: Returns the next reference counted object, which should
be added to the garbage list.

– begin_garbage: Temporarily disables parts of the code in the cycle detection
algorithm. This can be used during the construction of the garbage list, to
prevent unexpected behaviour.

– end_garbage: Reenables the respective parts of the code.

Template Methods

To call language-specific code from the GC, the following template methods have been
added:

• pyobj_as_gc: Return the GC header of the reference counted object.

• gc_as_pyobj: Return the reference counted object belonging to the GC header.

• traverse: Call the passed callback on every object, the reference counted object
references.

• finalizer_type: Return the type of finalizer, the object implements (see Subsec-
tion 4.3.4).

• clear_weakref_callback: Clear the callback(s) when a weak reference to this object
dies (see Subsection 4.3.5).

• tuple_maybe_untrack: Remove the tuple from the list of tuples, if possible (see
Subsection 4.3.2).

4.3.2 Tuples

Tuples are immutable in Python, but they might still be part of a reference cycle. As we
have already described in the previous subsection, there exists a list for newly allocated
tuples, which is made available to the garbage collector, as well as a hook to remove
tuples from this list. This is because some tuples might never become part of a reference
cycle (e.g. tuples of integers) and can therefore be ignored in future collection cycles,
which most likely improves the overall performance of our garbage collector.

Tuples are not directly added to the global list when they are allocated, but are instead
added to the special list described above. During the next collection cycle, only tuples
which might be part of a cycle (tuples that contain tuples, or other objects that might
be part of a cycle) are moved to the global list. All other tuples are removed from this
list, as they will never cause a reference cycle. The tuple_maybe_untrack hook is used
to perform this task, which means the logic of deciding which tuples to untrack is left up
to the language developer, in case this interface is reused for other languages.

In CPython’s garbage collector this optimization is implemented, by promoting only
tuples that might be part of a cycle into the second generation. As our garbage collector
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4.3. Semi-Incremental Implementation

does not use generations to organize reference counted objects, we adapted this approach
as described above, to fit our needs.

4.3.3 Clearing Cycles

Dead cyclic structures are detected by our algorithm as described in Section 3.1. However,
they are not directly removed from the heap during the sweeping phase of our mark-
sweep collector, but instead moved to a set, which is processed by cpyext (using the
next_cyclic_isolate method). This is done outside of the scope of the garbage collector,
because it is not safe to call the deallocation routine from the context of the garbage
collector, as it might try to execute interpreted (or JIT compiled) Python code, which
is not supported. The respective cpyext routine is executed asynchronously after an
increment of a garbage collection cycle and simply calls the next_cyclic_isolate method
in a loop. As long as objects are returned, it increments their reference count for safety,
then calls their tp_clear method and then decrements their reference count again. At
the end of a collection cycle, once the last object has been processed in this way, this
should have deallocated all objects in cyclic structures that were detected, because their
reference count should have dropped to zero.

4.3.4 Finalization

There are two types of finalizers in Python, which are supported by the cycle detection
implementation: modern and legacy finalizers. Modern finalizers (tp_finalize) have been
introduced by PEP 442 [pep] and are the successor of legacy finalizers (tp_del), which
have been deprecated with this proposal, but are still supported by current Python
implementations. To provide backwards compatibility and to show that our algorithm is
compatible with all types of finalizers, we decided to implement both of them.

Modern finalizers

Our implementation is able process modern finalizers, as described in Subsection 3.1.3. If
the garbage collector encounters objects with modern finalizers (using the finalizer_type
hook), all cyclic isolates are moved to a separate collection. In this case, instead of being
cleared by cpyext, all finalizers are called in the same asynchronous routine, using the
cyclic_garbage_head and cyclic_garbage_remove methods and calling the tp_finalize
slot of the returned objects. Then, during the following collection cycle, the set is
processed again by the garbage collector. If the set is still unreachable from outside, it is
moved back to the set of dead objects and processed as described in Subsection 4.3.3.
Otherwise, it is moved to the global list of objects and needs to be processed again.

Legacy finalizers

Legacy finalizers are not save to call on cyclic structures, so they should never be called by
our garbage collector, not even in our asynchronous cpyext routine. Therefore, they are
moved to a list of garbage objects, accessible to the application developer (gc.garbage),
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4. Implementation

including all of the objects they keep alive. From there, application developers are able
to free these objects, by manually breaking their cycles.

During a collection cycle, the garbage collector determines the set of objects with legacy
finalizers, using the finalizer_type hook. To determine the complete set of objects they
keep alive, reference counted objects are traced using the traverse hook and moved to a
separate list. Non-reference counted objects are also traced and all unmarked objects
are marked with a new flag (GCFLAG_GARBAGE). This tracing process is continued
across heap boundaries, in case linked objects are encountered, until all reachable objects
have been processed.

After the collection cycle, instead of clearing those objects, the cpyext routine retreives
those objects by using the next_garbage_pypy and next_garbage_pyobj methods. They
are then appended to the gc.garbage list. This part of the cpyext routine is enclosed by
begin_garbage and end_garbage calls, so the garbage collector does not interfere. This
is necessary, as the garbage collector might be triggered during this routine, as we will
be creating linked proxy objects for each reference counted object which does not already
have a linked object.

4.3.5 Weak References

Weak references in cpyext are implemented as linked proxies to weak referencex in PyPy.
This might seem like an unnecessary overhead, but it implicitly solves a problem, that
would otherwise need special attention. CPython’s garbage collector needs to be especially
aware of weak reference callbacks in cyclic structures: Python offers a way for application
developers to be notified, when weakly referenced objects die. When sweeping cyclic
structures, the respective clear methods are called and some weakly referenced objects
might die during this call. This is an issue, because then these callbacks are also called
and some of them might resurrect objects which are not yet cleared. In CPython this
is solved, by detecting and clearing such callbacks, before clearing the cyclic structures.
In PyPy, weak references (and their callback) always die before the cyclic structures
are cleared, so problematic callbacks do not need to be cleared beforehand. This is
because the actual weak references are, as mentioned in the beginning of this subsection,
non-reference counted objects. Those non-reference counted objects will be sweeped after
the marking phase of the garbage collector, because the proxy that kept them alive is
about to be cleared by cpyext. As cpyext clears the respective cyclic structure after the
corresponding sweeping phase, it does not need to worry about any problematic callbacks.

4.4 Fully-Incremental Implementation

The fully-incremental implementation shares a lot of the code with the semi-incremental
implementation. The main difference, not only algorithmically but also implementation-
wise, it that the marking phase is executed on a snapshot of the heap. This implies, that
a snapshot has to be created and this snapshot has to be synchronized. We will explain
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4.4. Fully-Incremental Implementation

how those methods have been implemented and how this implementation relates to the
semi-incremental implementation. The algorithmic differences were already described in
Section 3.2.

4.4.1 Snapshot Creation

The snapshot is created in the last increment of the default marking phase of the non-
reference counted heap, directly after all objects, that are reachable from all non-reference
counted roots, have been marked. First, two large memory buffers to save the snapshot
are allocated. One memory buffer is used to store a light copy of the objects themselves
and the second memory buffer is used to store the references between those objects.
References are stored in an array of raw adresses, to the location of the object in the
buffer.

The fields of the buffer used for the light copy look as follows:

• pyobj: the address of the original object or proxy

• pypy_link: the address of the original, non-reference counted object or proxy

• status: the marking status of this object

• refcnt_original: the original reference count, which is used to check if the references
to the objects have been changed, when the snapshot is synchronized at the end of
the marking phase

• refcnt: a field for the refence count, that is used to calculate the roots of the graph,
which is initially set to the original reference count

• refs_index: the first index of the outgoing references in the array of references

• refs_len: the number of outgoing references

The snapshot includes all objects in the global list of objects (tuples are eventually moved
to the list beforehand), all non-garbage collected linked proxies (as they might also be
part of a cycle) and all cyclic isolates from the last cycle (for details see Section 3.2.2).

All of these objects need to be scanned four times in total, in order to create the snapshot.
This is facilitated in three steps:

1. All objects are iterated and their count as well as the sum of their reference count
are calculated (first scan).

2. Light copies of all objects are created in the memory buffer, one after another
(second scan). For each object, all outgoing references are copies to the second
memory buffer (third scan). They initially point to the original object and will
be remapped in step two, by (temporarily) storing the index of the object in the
snapshot in a field of the original object. The content of this field is backed up
in a dictionary, in case it needs to be restored afterwards (only needed for linked
objects).
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4. Implementation

3. References are remapped, so they point to the copy of the object in the snapshot
(fourth scan). Also, the original content of the fields that have been used for the
object’s index is restored.

Non-garbage collected proxies are handled like garbage collected objects, with regards to
the creation of the snapshot, except that index of the object in the memory buffer of the
snapshot is temporarily stored in the link field.

Other non-garbage collected objects should not be added to the snapshot, which means
we have to ignore such objects, in case we encounter them during tracing. This is quite
easy, because their link field is typically zero, except non-garbage collected objects that
are linked to a non-reference counted proxy. To exclude these objects too, we set their
link fields to zero and temporarily store it in a dictionary, before we start tracing the
object graph. We restore the previous state, after the snapshot has been created.

4.4.2 Marking Phase

The marking phase is divided into several sub-phases, each of which will be executed in
at least one separate increment:

1. Root Determination: all internal reference counts are subtracted from the refcnt
field of the objects within the snapshot.

2. Root Collection: the snapshot is scanned for objects which have a refcnt greater
than zero. All of those objects are added to a working set.

3. Incremental Marking: at the beginning of an increment, newly added reference
counted proxies are added to a separate working set (one for non-reference counted
objects). Then both working sets are processed. When an object is marked, outgoing
references and linked objects are traced in both cases and unmarked objects are
added to either one of the working sets. First, reference counted objects are marked,
then non-reference counted objects are marked. If the working set for reference
counted objects increased during the second step, the process is repeated. Once the
incremental limit is reached, the increment is over and the working sets are kept
for the next increment. If the working sets are empty before the incremental limit
is reached, the marking phase is finished. However, the increment is not finished,
as we have to synchronize the snapshot in the same increment.

4.4.3 Snapshot Synchronization

The snapshot is synchronized in the last increment of the marking phase, directly after
all reachable objects have been marked. To ensure safety, we keep all objects, that have
been added after the snapshot was created. We want to sweep all objects, which are not
marked reachable, but only in case the snapshot is still consistent with the real graph.
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4.4. Fully-Incremental Implementation

To achieve this, we use the following strategy: we unmark all objects, that still exist
in the original graph (some could have already died as a result of a reference count
dropping to zero). Also, we check if the reference count and all outgoing references are
still matching. If we encounter an inconsistency, we stop the synchronization and mark
all objects again, that we have just unmarked. If the snapshot is consistent, we free all
unmarked objects afterwards. In detail, this works as follows:

1. We sync all non-garbage collected proxies, by searching for such objects in the
snapshot. By ensuring that these objects are always at the beginning of the snapshot
when creating it, we can stop looking for them, after we have found an object that
is not a non-garbage collected proxy. We can be sure, that those objects still exist
on the real graph, as they are only freed by the garbage collector and never as a
result of a reference count dropping to zero. This is, because they always have an
artifical reference count as a result of their link to a non-garbage collected object.
Afterwards, we scan the current list of non-garbage counted proxies and look for
non-garbage collected proxies, where the non-reference counted object is unmarked.
In this case, we have to abort the synchronization, as this is also an inconsistent
state (it seems that new proxies have been added, which were not considered during
the marking phase).

2. All garbage collected are synchronized, by iterating over the current list of garbage
collected objects. We can distinguish between new and old objects, because only
objects that existed when the snapshot was created have a valid reference to the
snapshot in their cyclic reference count field. New objects are simply kept alive. In
case they are linked to a non-reference counted object and this object is unmarked,
we abort the synchronization, as we did for non-garbage collected object. Old
objects are checked for consistency and eventually, potentially dead objects are
moved to a separate list.

3. Isolates from the last collection are synchronized. We also perform this step, if the
rest of the snapshot was inconsistent. In case this subset is consistent, we can still
make some progress and free these objects (and vice-versa). As there can be no
newly added objects in this case, this is rather simple and basically works like the
synchronization for all other garbage collected objects. Potentially dead objects
are moved to a separate list for dead isolates.

If the snapshot was consistent, we can simply proceed to the sweeping phase, as all
dead objects should be unmarked by now. If it was inconsistent, we move all objects
which have already been moved to separate lists back to the actual lists and mark all
objects, which have not yet been processed. Then, we continue to the sweeping phase,
which should not free any potentially live object. Objects in cyclic isolates from the last
collection are handled in the same manner.
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4. Implementation

4.5 Verification

To verify, that the implementation is consistent with the algorithm and that all premises,
which the proof of the algorithm assumes, are fulfilled, we systematically employ unit
test. To ensure that all premises are fulfilled, we condense them into a list of testable
units, which are verified using the existing testing environment. To ensure that the
implementation is consistent with the described algorithm, we use equivalence partitioning.
First, we describe those partitions and why the input data in the partitions behaves
equally. Then, we present one exemplary test case for each of the partitions, which we have
implemented and verified using our testing environment, described in Subsection 4.2.3.

4.5.1 Premises

The semi-formal proofs of correctness in Subsections 3.1.3 and 3.2.3 implicitly or explicitly
assume several premises. To check if those premises are fulfilled in practice, we created
a list of them and implemented a unit test for each of them. Note, that we have not
included the already existing (and tested) premises of the implemented mark-sweep
algorithm, as we assume that those premises are valid. Below you can find a list
of these premises, with the name of the test(s) which can be found in the following
files: rpython/rlib/test/test_rawrefcount.py, pypy/module/cpyext/text/test_cpyext.py
Premises without automatic tests, were verified manually, using trace logs.

1. Garbage collected, reference counted objects are added to the global list of objects,
when they are created: test_gc_track

2. Reference counted tuples added to the list of tuples, when they are created:
test_gc_tuple_track

3. Tuples are correctly tracked or untracked, depending on their content in the
tuple_maybe_untrack method: test_gc_tuple_track

4. An artificial reference count is added, when objects are linked: test_create_link_pyobj

5. Objects are unlinked, when their proxy dies: test_collect_p_dies, test_collect_o_dies

6. (Non-)reference counted proxies are added to the set of (non-)reference counted
proxies, when they are linked: test_create_link_pyobj, test_create_link_pypy

7. Objects in the list of dead, cyclic objects are sweeped.

8. Objects in the list of dead, non-cyclic objects are sweeped.

9. All template methods described in Subsection 4.3.1 work as specified.

10. Modern finalizers are eventually called.

11. Objects, reachable from isolated objects with legacy finalizers, are added to the
gc.garbage list.
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4.5. Verification

4.5.2 Evquivalence Partitioning

To systematically verify that the implemented algorithm is consistent with the semi-
formally proven description of the algorithm, we apply equivalence partitioning. Equiva-
lence partitioning assumes, that out of the infinite set of possible inputs, all inputs in a
partition behave in exactly the same way. According to this assumption, it is sufficient
to provide a test for one single input data for each partition, in order to verify the
correctness of the whole partition. If we work with multiple dimensions, we can combine
those dimensions, to cover several of them into one single unit-test. Once all partitions in
all dimensions are tested, we have verified the correctness of the whole implementation.
The dimensions of our implementation are listed below:

1. Non-reference counted objects: y/n

2. Tracked, garbage collected, reference counted objects: y/n

3. Untracked, garbage collected, reference counted objects: y/n

4. Non-linked, non-garbage collected, reference counted objects: y/n

5. Cross references:

a) No cross references

b) At most one reference counted proxy per subgraph

c) At most one non-reference counted proxy per subgraph

d) More than one proxy in at least one subgraph

6. Unreachable cycles, including reference counted objects: y/n

7. Reachable cycles, including reference counted objects: y/n

8. Non-cyclic subgraph, including reference counted objects: y/n

9. Reference counted tuples, containing only primitive values: y/n

10. Reference counted tuples, containing garbage collected objects: y/n

11. Tracked, uninitialized reference counted tuples: y/n

12. Modern finalizers:

a) No modern finalizers

b) Only reachable rc objects

c) Mixed reachable objects

13. Legacy finalizers:

a) No legacy finalizers

b) Only reachable rc objects

c) Mixed reachable objects

14. Live weak references: y/n
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4. Implementation

15. Dead weak references within cycles: y/n

16. Dead weak references in non-cyclic subgraphs: y/n

Additional dimensions for fully-incremental implementation:

i1. New reference counted objects added beteween increments: y/n

i2. New non-reference counted objects added beteween increments: y/n

i3. New reference counted proxies created beteween increments: y/n

i4. New non-reference counted proxies created beteween increments: y/n

i5. Non-linked, reference counted objects removed beteween increments: y/n

i6. Reference between non-reference counted objects added between increments: y/n

i7. Reference between non-reference counted objects removed between increments: y/n

The test cases (dot tests), which altogether cover all partitions, are listed below. The
respective paritions each test case covers are also included (duplicates are omitted):

A) free_cross_multi_2c: 1y, 2y, 3n, 4n, 5d, 6y, 7n, 8n, 9n, 10n, 11n, 12a, 13a, 14n,
15n, 16n, i1n, i2n, i3n, i4n, i5n, i6n, i7n

B) keep_cpython_self : 1n, 5a, 6n, 7y

C) keep_pypy_self : 2n

D) keep_cpython_untracked: 3y

E) keep_nocycle_nogc: 4y, 5b, 8y

F) keep_cross_simple_1a: 5c

G) free_cpython_tuple_2 : 9y

H) free_cpython_tuple_1 : 10y

I) free_cpython_tuple_3 : 11y

J) free_finalizer_simple_2 : 12b

K) free_finalizer_simple_1a: 12c

L) garbage_cpython_simple_1 : 13b

M) garbage_cross_simple_1 : 13c

N) free_cpython_weakref_simple_4 : 14y

O) free_cpython_weakref_simple_1 : 15y

P) keep_cpython_weakref_simple_1 : 16y

Q) keep_cpython_inc_2 : i1y, i2y

R) keep_cpython_inc_3 : i3y

S) keep_cpython_inc_5 : i4y
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4.5. Verification

T) keep_cpython_inc_6 : i5y, i7y

U) keep_cpython_inc_1 : i6y
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CHAPTER 5
Results

In this chapter, we will take a look at the results of several benchmarks, to compare the
implementations of the algorithms, that we described in the previous chapters. Most of
the benchmarks were specifically created to test the characteristics of our algorithms and
their implementations, so a description of the benchmarks will be given first. Then, we
will look at the results of the benchmarking process and interpret our findings.

5.1 Benchmarks

Our benchmarks are going show the differences in performance of our implemented
algorithms with regards to memory usage, execution time and pause times. We execute
artificial microbenchmarks and real-world application benchmarks, which make heavy
usage of garbage collected, reference counted objects. The benchmarks are executed on a
machine with an Intel(R) Core(TM) i7-8550U CPU processor with four 1.80GHz cores
and enabled hyper threading, 16GB DDR3 Dual-Channel-RAM on an Ubuntu 18.04.3
LTS operating system. All benchmarks are executed repeatedly, to ensure the validity of
our results. For every execution a separate process is started, to avoid variation due to
the warmup behaviour of the JIT.

We execute each benchmark in four environments on this machine:

• Base: the existing implementation (no cycle detection of reference counted objects)

• Mark: the implementation of the semi-incremental algorithm

• Inc5k: the implementation of the fully-incremental algorithm, with an incremental
limit of an equivalent of 5,000 reference counted objects for cross-heap marking

• Inc50k: same as Inc5k, with an incremental limit of 50,000
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5. Results

5.1.1 Microbenchmarks

In our microbenchmarks we measure the peformance of our implementations in several,
specially created scenarios. Those scenarios include creating (many, very large, etc.)
reference counted cycles, cross-heap cycles, and cycles with non-cyclic cross references.
By comparing the results to the current implementation, which cannot detect most of
the constructed cycles, we will be able to see the impact of cycle detection. We will also
take a brief look at some practical issues with cpyext, which might influence our results.

Object layout

The objects on both heaps consist of five fields to store up to five references and of one
field to store some values, which will be initialized to a random string of uniform size
(1KB). This payload should help us, to make the differences in memory consumption
more clear and should reflect the fact, that in reality most memory structures also store
valuable data, apart from references to other objects.

Liveliness

We will execute each benchmark in several variants and with different percentages of live
objects (0%, 50% and 100%). Depending on the benchmark, we will keep the requested
ratio of objects alive, by adding the requested percentage of constructed object graphs to
a list or by artificially incrementing the reference count of one of the root objects. To see
how big the benefits with regards to memory consumption can possibly be, we keep 0%
of the objects alive. To make the overhead of cycle detection more visible, we keep 100%
of the objects alive. For a more balanced view, we additionally execute the benchmarks
with an equal number of live and dead objects, by keeping 50% of the objects alive.

Simple Cycle

In this benchmark we create X number of cycles within the reference counted heap. The
cycles consist of linked lists of length Y and they keep Z non-garbage collected objects
alive. We execute this benchmark in three variants:

1 count: a lot of cycles (X = 214, Y = 10, Z = 10)

2 size: very long lists (X = 10, Y = 214, Z = 10)

3 nongc: a lot of non-garbage collected objects (X = 10, Y = 10, Z = 214)

Cross-Heap Cycle

Here we also create cycles using linked lists of length X, but with Y number of cross-
references. We create Z number of cycles.

1 size: very long lists (X = 214, Y = 10, Z = 10)

2 cross: a lot of cross-references (X = 10, Y = 214, Z = 10)
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5.1. Benchmarks

3 count: a lot of cycles (X = 10, Y = 10, Z = 214)

Cross-Heap References

In this microbenchmark, the cycles reside purely on one side of the heap, but they keep
objects on the other side of the heap alive. Depending on which heap the cycle resides
on, we distinguish between two directions: non-rc to rc (non-reference counted cycle
that keeps reference counted objects alive) and rc to non-rc (reference counted cycle that
keeps non-reference counted objects alive). For both directions, we create X number of
object graphs with Y non-reference counted objects an Z reference counted objects.

1 count: a lot of graphs (X = 214, Y = 10, Z = 10)

2 nonrc: a lot of non-rc objects (X = 10, Y = 214, Z = 10)

3 rc: a lot of rc objects (X = 10, Y = 10, Z = 214)

5.1.2 Application Benchmarks

In order to perform meaningful application benchmarks, we need suitable applications,
which interact with garbage collected, reference counted objects via the cpyext module.
We decided on using UI applications, created on top of GTK for our benchmarks.

GTK [gtk] is a multi-platform toolkit for creating graphical user interfaces. It is written
in C and uses GObject as an object system to implement its UI components. It can also
be used for Python applications, via the PyGObject [pygb] language binding, which is
implemented as a CPython extension module. As there are a lot of open source Python
applications, which implement their user interface using PyGObject, like Gnome Music,
Gnome Tweaks or PyChess, we can use these applications in order to compare both
algorithms and to measure the overhead of cycle detection. To create these benchmarks,
the Linux Desktop Testing Project [ldt] is used to automate user interaction.

While there are several other open source applications and libraries implemented as
CPython extension modules, like the popular NumPy library for scientific data processing,
only very few actually make use of garbage collected reference counted objects. In most
cases, the only objects of this kind they use are internal classes like tuples and collections.

Even though we are able to measure the overhead of cycle detection even in those scenarios,
this is not the focus of this thesis, as the overhead heavily depends on the implemenation
of those internal classes. For example, reference counted lists might be implemented
as reference counted objects containing reference counted items, or as proxies to a non
reference counted list containing proxies to reference counted items (in cpyext they are
currently implemented as proxies to non reference counted lists containing reference
counted items, implementing a special traverse method). We face similar issues with
dictionaries and tuples. If they would be implemented differently, we would most likely
see a different overhead, because they would or would not have already been processed
by the existing mark-sweep implementation. We will witness this issue with respect to
tuples in Section 5.5.

57

https://www.tuwien.at/bibliothek
https://www.tuwien.at/bibliothek


D
ie

 a
pp

ro
bi

er
te

 g
ed

ru
ck

te
 O

rig
in

al
ve

rs
io

n 
di

es
er

 D
ip

lo
m

ar
be

it 
is

t a
n 

de
r 

T
U

 W
ie

n 
B

ib
lio

th
ek

 v
er

fü
gb

ar
.

T
he

 a
pp

ro
ve

d 
or

ig
in

al
 v

er
si

on
 o

f t
hi

s 
th

es
is

 is
 a

va
ila

bl
e 

in
 p

rin
t a

t T
U

 W
ie

n 
B

ib
lio

th
ek

.
D

ie
 a

pp
ro

bi
er

te
 g

ed
ru

ck
te

 O
rig

in
al

ve
rs

io
n 

di
es

er
 D

ip
lo

m
ar

be
it 

is
t a

n 
de

r 
T

U
 W

ie
n 

B
ib

lio
th

ek
 v

er
fü

gb
ar

.
T

he
 a

pp
ro

ve
d 

or
ig

in
al

 v
er

si
on

 o
f t

hi
s 

th
es

is
 is

 a
va

ila
bl

e 
in

 p
rin

t a
t T

U
 W

ie
n 

B
ib

lio
th

ek
.

5. Results

For an overall performance analysis, this means that we would also have to compare
different implementations of those internal classes, but this is outside the scope of
this thesis. From a practical standpoint, probably few applications that only use such
predefined classes, when it comes to garbage collected reference counted objects, are going
to need cycle detection, as the chances are relatively low that cycles are even created
(e.g. NumPy).

Gnome Music

Gnome Music [gnob] is a music player, developed for the Gnome desktop environment
[gnoa]. It can be used to listen to locally stored music, but it can also be used to stream
music over the internet. In our benchmark, we only play locally stored music, as the
tested version of PyPy crashes when trying to stream music. The benchmark launches
the application with one album present in the library and switches between the different
main views (Albums, Artist, Songs, Playlists). It then starts playing some songs from
this album, pauses them and switches between songs. The hash of the git commit used
for this benchmark is 45612fa.

Gnome Tweaks

Gnome Tweaks [gnoc] is a graphical interface to modify advanced settings of Gnome 3
desktop environments. For example, it can be used to switch between visual themes for
applications or icons. In this benchmark, we browse through and change several of these
settings, like the scaling factor for the system fonts. The hash of the git commit used for
this benchmark is 11d9d1db.

PyChess

PyChess [pyca] is a chess application, where users can play against the computer. It
offers several additional features, like an interactive tutorial to teach the user about chess
moves. We use a fraction of this tutorial for our benchmark, which will be launched
several times during one execution, to simulate several games of chess.

PyGame

PyGame [pyga] is an SDK to develop multimedia applications, like games. It offers several
built-in demo scenarios, to showcase its features. We use one rather simple scenarios
(testsprite) for our benchmarks, which we will run for about 10 seconds. It animates
a fixed number of sprites, which move diagonally across the screen and bounce off the
borders of the animated area.

Quod Libet

Quod Libet [quo] is a music playing application, similar to Gnome Music. In contrast to
Gnome Music, it offers more advanced configuration options, which can be configured by
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5.2. Expected Results

the user in a separate dialog. In our benchmark, we perform similar steps as in Gnome
Music, but also browse through some of these settings.

5.2 Expected Results

In case all objects stay alive, we would generally expect the Base environment to offer
the fastest execution times, with the least memory consumption. In this case all other
environments would only introduce additional overhead in terms of processing time and
memory, because they would never do anything productive (free memory). Depending
on the memory overhead the other implementations introduce, we would at some point
expect the Base environment to have the highest memory consuption, if an increasing
number of objects in cyclic structures die. But even in this case, we would still expect
the Base environment to be the fastest, as we would not have to detect and free cycles.
In terms of pause times, we cannot make any precise predictions, except that the pause
times of the Mark environment will probably be the highest, in case a lot of objects stay
alive, as we would have to process them all in one single increment.

If we compare the Mark (non-incremental) and the Inc5k/Inc50k (incremental) environ-
ments, we would obviously expect lower pause times for the incremental environments.
However, due to the fact that we have to take a snapshot at the beginning of our incre-
mental collection, which we have to synchronize with our actual object graph at the end
of our collection, this might not be the case for all scenarios. Also, if the incremental
limit is too high and the whole graph is processed in one single increment, it might
result in exactly the opposite effect, considering the additional synchronization overhead.
Anyway, we would expect the Mark environment to be faster and to have a lower memory
consumption than the incremental environments, as we save space and time because
of the lack of a snapshot. Also, in our incremental environments, the snapshot and
the working set need to stay in memory between increments, which would also increase
the average memory consumption. However, due to the different memory layout of the
snapshot, which might be more efficient to process, we could actually gain performance
benefits, that might even outweight the costs of taking and synchronizing the snapshot.

5.3 Microbenchmarks

Now we will take a look at the measurements taken during the executions of our
benchmarks (Tables 5.1 - 5.4) and compare them to our expected results. We will see,
that in some cases, the actual results differ from the expected results, for various reasons.
Although there is no environment, that outperforms all other environments, we will
see clear differences and tendencies on which implementation might be the most useful
in practice. Also, the results point out several weaknesses of our algorithms and their
implementations, which we can use as a reference point for future improvements. Still,
we need to keep in mind that these are artifical benchmarks, and it is highly unlikely to
encounter some of these situations in practice. One benchmark is in some way special, as
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5. Results

there are actually no significant differences for most measurements, due to the way this
benchmark is constructed (Cross Reference: nonrc, non-rc to rc). We will exclude this
benchmark for most of our considerations, unless otherwise noted.

5.3.1 Memory

Average and maximum memory consumption are the most important values we measure
during the execution of our benchmarks, as our primary goal is to save memory, by freeing
cyclic objects. As we need to allocate some memory during our collections (especially by
creating a snapshot in the incremental implementations), it is also important to capture
this overhead.

Effectiveness

The effectiveness of our algorithms can be measured, by creating a lot of objects, which die
after a relatively short time. In the 0% alive columns, we see the measurements in case all
of the created cyclic structures die, directly after they have been fully constructed. Both,
mean and maximum memory consumption, are equally important in this consideration.

Base vs. Rest As expected, we are able to free large amounts of memory in our
Mark, Inc5k and Inc50k environments, whereas in Base the memory consumed is about
the same as if 100% of our objects would be alive (as we are unable to free any cyclic
structures). The only notable exceptions to this rule are found in the Cross Reference
non-rc to rc benchmarks, as the non-reference counted objects can also be freed in our
Base environment. Still, in this benchmark the Base environment uses more memory on
average, as the algorithm is unable to free any reference counted objects. Depending on
the benchmark, we measure up to 95% lower average memory usage, compared to Base.

Mark vs. Inc5k vs. Inc50k With only few exceptions, the average and maximum
memory consumption are slightly higher for Inc5k and Inc50k compared to Mark. The
average memory consumption is slightly lower for Inc5k and Inc50k compared to Mark
in the Cross Reference nonrc benchmarks, but this is not a significant difference.

Significant differences can be found in the Cross Cycles benchmarks. If we look at the raw
data, we can see that, especially for the cross variant, but also for the other two variants,
the number of increments per major collection seem to escalate for the incremental
implementations. In all variants, the working set is increasing during a collection cycle,
because quite a lot of new border objects are added between two increments (which are
added to the working set at the beginning of each increment). As the incremental limit
seems to be too low for this case, the working set is only slowly getting smaller and
a high number of increments is needed to complete a collection cycle. This increases
the timespan between the creation and the deletion of the cyclic structures and thus
greatly increases the average and maximum memory consumption. It also delays the
next collection, which leads to a significant decrease in the number of major collections,
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5.3. Microbenchmarks
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5. Results
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5.3. Microbenchmarks
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5. Results
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5.3. Microbenchmarks

which we don’t see for any of the other benchmarks. This also happens if all (or some)
objects stay alive, but as the objects surviving anyway in these cases, we don’t see such a
large increase in maximum memory usage and even a decrease in average memory usage.

A solution to this problem would be higher, better or even adaptive incremental limits
with respect to cross references. As we can see in the size variant, the higher incremental
limit seems to prevent such an escalation.

Efficiency

To get a sense of the efficiency of our algorithms with regards to memory usage, we
can measure the additional overhead of our implementations. This can be done by
creating a lot of live objects, which will never be freed, but need to be processed in every
collection. In the 100% alive columns, we can see the results, in case all of the created
cyclic structures stay alive until the end of our benchmarks. The maximum amout of
memory, while in practice useful and important, is not a good indicator of the overhead
of our implementaions in our benchmarks, as it heavily depends on the exact time the
last collection is triggered. As the time of our last collection depends on a lot of factors,
the average memory seems to be a better indicator of the actual overhead introduced by
our algorithms.

Base vs. Rest As expected, we see that the average memory overhead is higher for
Mark, Inc5k and Inc50k, compared to Base. Depending on the benchmark, the overhead
ranges from about 4 to 19 percent.

Mark vs. Inc5k vs. Inc50k Interestingly, in some cases the average memory overhead
of the Inc5k environment is significantly lower, than the memory overhead of the Mark
enviroment (Cross Cycles: cross and count; Cross Reference: count). In these cases, the
reason is probably a more efficient working set for cross references (as we deal with an
extremely high number of them in exactly these benchmarks).

For our Simple Cycle benchmarks (and some other), the average memory overhead is
about the same in Mark and Inc5k, whereas in other benchmarks (e.g. Cross Cycles:
size) the average memory overhead is higher for Inc5k compared to Mark. The lower
overhead might result from the fact that Inc5k is (surprisingly) faster than Mark in terms
of pure GC time (for details, see Subsection 5.3.2), which, especially in late collections
which take more time, as the number of objects steadily increases, results in less samples
taken when memory consumption is high. In some benchmarks, this seems to outweight
the effects of the snapshot and the working set. Depending on the actual benchmark,
this results in a higher or lower average memory consumption.

For most microbenchmarks, we see that the maximum memory consumption with 100%
of live objects is about the same for Base and Mark. This is most likely due to the
fact, that at the end of our benchmark, the consumed memory is the highest, and that
the probability of a collection right at the end of our benchmark is relatively low. The
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5. Results

differences we see are most likely just due to different timing of our memory samples. The
two incremental environments actually have a higher maximum memory consumption in
this case. This might be because of the increased chances, that a collection is still taking
place at the end of our benchmarks, as we might still be in between two increments.
In this case the snapshot is currently held in memory, which would result in an overall
higher maximum memory consuption.

5.3.2 Time

Generally, cycle detection and collection take up additional time, but the modified heap
might lead to changes in performance of the executed program [BCM04]. Positive effects
on application performance could help reducing the performance penalty or even lead
to faster execution times. In any way, we consider garbage collection time and total
execution time as important factors in our benchmarks.

Impact

To measure the impact of the additional cycle detection on the reference counted heap,
we take a look at the 0% alive columns first. Afterwards, we will take a separate look at
the overhead, by inspecting the 100% alive columns.

Base vs. Rest In most benchmarks, the total execution time for the Mark, Inc5k and
Inc50k is quite a lot lower than for the Base environment. In most of these cases, the GC
time is also significantly lower. This is surprising, as we would expect higher GC times,
if we need to process the reference counted heap. But it seems that in case a lot of cycles
are created, the overhead of keeping them alive is higher than the overhead of marking
and sweeping them. What is even more surprising is the fact, that even though the GC
times are higher in the Simple Cycle benchmark (count and nongc variant), the total
time is lower. If we look at the other benchmarks with lower total time more closely,
we also see that the benefit in total runtime is greater than the benefit in GC runtime.
This is probably because of a more efficient memory layout, if we regularily free unused
objects.

In some benchmarks, the total time of Mark/Inc5k/Inc50k is higher or equal compared to
the Base environment. This seems to be the case for all benchmarks with large graphs on
the reference counted heap (Simple Cycle: size; Cross Cycles: size, cross; Cross Reference:
rc). One possible explanation is, that the graphs are so large, that the overhead of
keeping the graph, that is currently created when the collection is triggered, alive, is
higher than the performance benefits. In all other benchmarks, even though a lot of them
are created, the graphs are relatively small, so the overhead of keeping one of them alive
might not be notable.

In any case, if we take a short look at the 50% alive columns, we quickly realize that we
can only save on total execution time, if a lot of objects die quickly. This is true for all
of our bechmarks.
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5.3. Microbenchmarks

Mark vs. Inc5k vs. Inc50k As expected, due to the synchronization overhead, the
fully-incremental implementation is generally slightly slower than the semi-incremental
one. Two notable exceptions can be found: the size and cross variants of the Cross
Cycles benchmark. In these variants, the number of major collections is lower for the
incremental implementation (as already noted in Subsection 5.3.1), thus the GC time
and the total time are lower compared to Mark. In the Cross Reference benchmarks, for
the nonrc and the rc variants the Inc50k environment is the fastest, but not significantly.
The performance of the incremental environments is generally quite similar, depending
on the benchmark one is sometimes slightly faster than the other.

Overhead

To evaluate the temporal overhead of our cyclic garbage collection, we take look at the
100% alive columns. We would expect an overhead in all variants of our benchmarks,
compared to the Base environment.

Base vs. Rest As expected, all other environments are slower than Base (by up to
215%), as Base does not perform tracing on the reference counted heap. Processing the
reference counted heap in the other implementations is unable to improve the memory
layout, as all objects survive and no objects are moved on the heap (unlike e.g. in
mark-compact collectors [BCM04]).

Mark vs. Inc5k vs. Inc50k The incremental implementations are generally slightly
faster, even though they introduce additional overhead by creating a snapshot and
especially by synchronizing the snapshot at the end of the marking phase. But the
snapshot seems to be faster to process during the marking phase, which results in an
overall faster collection process in all benchmarks. Both incremental environments behave
very similar, depending on the benchmark one is sometimes faster than the other.

5.3.3 Pauses

Keeping pause times low, is the main reason why incremental garbage collection is
implemented. A good indicator are maximum pause times, as average pause times might
only be a result of having a lot of extremely short pauses beside less frequent long pauses.
Ideally, the average pause time is close to the maximum pause time, as this is an indicator
that the pause times are quite evenly distributed.

100% alive

Our goal for the incremental environments is, to keep the pause times at a similar level
as in the Base environment (which already performs most of its work in an incremental
manner). The 100% alive columns are somewhat more suitable than the other columns
for this comparison, as the workload stays the same (no objects are freed in any of the
environments). As the semi-incremental Mark environment will only cause increased
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5. Results

maximum and average pause times (as all of the additional work is performed in the last
increment of the otherwise unchanged Base implementation), we can use it as a reference
to show the potential of our incremental algorithm.

Maximum Pause Times Generally, the results concerning maximum pause times are
quite what we would expect. The maximum pause times for Mark compared to Simple
are a lot higher for all benchmarks. The incremental collection helps, but still increases
maximum pause times in most benchmarks. In benchmarks with a lot of cross references
(all variants of the Cross Reference benchmarks), maximum pause times are lower for
the fully-incremental environments, compared to the Base environment, as objects at
the border have previously been all marked in the last increment, which seems to be
less efficient than creating a snapshot in the last increment of the non-reference counted
marking phase. There is no big difference between Inc5k and Inc50k in most benchmarks,
because the snapshot creation and synchronization, which has to be done in one single
increment, seems to take more time than all other increments. Most differences seem to
be caused by the increasing working set between increments (new and changed objects
are added to the working set) and in most benchmarks there are more increments in the
Inc5k environment than in the Inc50k environment, because increments are generally
shorter due to the lower incremental limit.

Average Pause Times If we take a look at the average pause times, we see that they
are relatively low for most benchmarks in the incremental environments (compared to
Base) and extremely low for one benchmark specifially. In the cross variant of the Cross
Cycles benchmark, due to the escalation of increments per major collection, we have
already witnessed in the previous subsections, the average pause time is extremely low
(about 0.11 ms). We also see that the average pause time of Base is a little bit higher
or in between the average pause times of Inc5k and Inc50k for most benchmarks. This
indicates that the incremental limits seem appropriate and that the ’ideal’ limit can
probably be found somewhere in between 5,000 and 50,000 objects.

0% alive

In this comparison, the workload is not the same for all algorithms, as our Base en-
vironment will not be able to free most dead objects and objects that are freed are
never processed again, so we will obviously see big differences of all other environments
compared to the Base environment. The most interesting part will therefore be, how the
incremental environments perform compared to the Mark environment.

Base vs. Rest Maximum pause times are significantly lower for all algorithms com-
pared to Base (between 10 and 98 percent), because Base always has to keep the objects
it is unable to free alive in the last increment. We see the same effect for average pause
times in most benchmarks (especially for the incremental environments), but as already
stated, average pause time are influenced by other factors as well (like incremental limits).
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5.3. Microbenchmarks

The only exception to this rule is the rc variant of the Cross Reference benchmark
(direction non-rc to rc). This is because in this variant of the benchmark, Base does
not need to keep any linked objects alive (non-rc objects die anyway, rc objects stay
alive anyway). Still, the incremental environments are able to outperform the Base
environment, because they seem to be able to handle cross references more efficiently
than the Mark environment.

Mark vs. Inc5k vs. Inc50k If we compare the fully-incremental environments to the
Mark environment, we generally witness that the average and maximum pause times are
lower for Inc5k and Inc50k. The only notable exception is the count variant of the Cross
Cycles benchmark, where Mark outperforms Inc5k and Inc50k in terms of maximum
pause times. This is probably another effect of the escalating number of increments per
major collection, as the increasing working set leads to overall longer collection cycles,
which increases the time needed for synchronizing the snapshot at the end of the marking
phase (which needs to happen in one single increment).

We can see the impact of this effect more accurately, if we compare the two incremental
algorithms in the size variant of the Cross Cycles benchmark. Without this effect, both
should have comparable maximum pause times, but due to the high number of increments,
which seems to be escalating only in the Inc5k environment, the maximum pause times of
Inc5k are significantly higher than Inc50k. In all other bechmarks, the maximum pause
times are about the same for both incremental algorithms and the average pause times
for the Inc5k are, as expected, slightly lower than in the Inc50k benchmark.

5.3.4 Scaling

To check, if the metrics of our implementations also scale well with increased heap sizes,
we ran all microbenchmarks with different numbers of objects. To achieve this, we always
scale the biggest variable according to the definition of the benchmark variants. We scale
this variable exponentially, by keeping the base of two and incrementing the exponent
by one each step, starting from 2n, where the initial value of n varies, depending on the
benchmark. The results are included in the appendix.

Fortunately our implementations all seem to scale reasonably well. The mean and
maximum memory consumptions scale quite linearily for the 100% alive columns (very
similar to the Base environment) and at most linearily for the 0% colums, where the
scaling is in some benchmarks close to constant, but definitely quite a lot lower than in
the Base environment. With regards to GC time and total runtime, all benchmarks scale
somewhere between linearily and quadratically (the majority almost linearily) in the 0%
columns, in all implementations. The Mark, Inc5k and Inc50k environments seem to
scale worse than the Base environment in a lot of benchmarks, but still reasonably well.
In the 100% column, we can see that all implementations scale about equally well for all
benchmarks, most of them scale almost linearily. Compared to the Base environment,
average and maximum pause times scale almost always better in the Mark, Inc5k and
Inc50k environments, only for some variants the Base environment scales better than the
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5. Results

Mark environment. In nearly all cases, maximum pause times scale linearily or slightly
better and almost all average pause times stay constant. In some variants, average pause
times scale a little bit worse, but always better than linear.

5.3.5 Summary

During the analysis ouf our microbenchmarks, we found out, that if a sufficiently large
number of objects are freed by detecting reference cycles, average and maximum memory
consumption decrease significantly. If a lot of objects die, cycle detection can also offer
performance gains in terms of total processing time. Average and maximum pause
times are significantly lower for the fully-incremental implementations, compared to
the semi-incremental implementation, which is not surprising. However, we also found
out, that the runtime overhead of creating and synchronizing the snapshot, which is
needed for the fully-incremental collection, is sometimes completely compensated (or even
overcompensated) by the seemingly better memory layout during tracing. The memory
overhead of the snapshot is notable, but seems to be quite reasonable. Finally, we were
able to identify some weak spots in the fully-incremental implementations, especially in
the Cross Cycles benchmark.

5.4 Application Benchmarks

We have already seen the differences of our implementations in special scenarios in the
microbenchmarks. Now we will take a look at the differences in more realistic scenarios.
Table 5.5 summarizes the results of our application benchmarks. As we will see in our
analysis, every implementation/environment has its benefits and its drawbacks, depending
on the application under test.

5.4.1 Memory

In the Gnome Tweaks benchmark, average and the maximum memory usage in all
environments with cycle detection, is lower than in the Base environment (by about 2 to
3 percent). This means that quite a lot of objects could be freed and that the overhead
of the collections and/or snapshots is worth the effort. In the Quod Libet benchmark,
the average memory usage of the fully-incremental implementations is slightly lower than
Base (by about 2%), even though the maximum memory usage is higher.

In the other three benchmarks, the average memory consumption of Mark, Inc5k and
Inc50k is higher compared to Base (by about 2 to 4 percent). In almost all benchmarks,
the maximum memory consumption is also higher (by up to 9%), with Gnome Music as
an exception and PyChess as a special case, where the maximum memory consumption is
slightly lower for Inc50k compared to Base. In any case, we have to be careful, because the
standard deviation can be quite high, depending on the application and the environment,
meaning that the maximum memory is not equally easy to predict/measure for each
execution.
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5.4. Application Benchmarks

Table 5.5: Benchmark Results - Application Benchmarks

Base Mark Inc5k Inc50k

M
em

or
y

(M
B

) M
ea

n

Gnome Music 207.02 210.17 210.43 210.69
Gnome Tweaks 174.34 170.01 170.77 170.26
PyChess 205.28 210.58 210.39 209.03
Pygame 127.52 130.61 133.17 132.43
Quod Libet 179.68 179.09 175.70 176.46
∅ 178.77 180.09 180.09 179.77

M
ax

Gnome Music 224.08 223.12 225.75 225.80
Gnome Tweaks 189.64 183.97 184.70 183.57
PyChess 237.69 240.88 238.51 236.25
Pygame 134.73 138.88 147.39 147.22
Quod Libet 190.15 189.72 195.89 193.48
∅ 195.26 195.32 198.45 197.27

T
im

e
(s

)

G
C

Gnome Music 0.0909 0.0922 0.1030 0.1016
Gnome Tweaks 0.1039 0.1200 0.1184 0.1140
PyChess 0.6316 0.7002 0.6911 0.6977
Pygame 1.0543 1.2734 1.2384 1.2421
Quod Libet 0.2701 0.2949 0.3352 0.3084
∅ 0.4302 0.4961 0.4972 0.4927

P
au

se
s

(m
s) M

ea
n

Gnome Music 10.68 11.99 9.45 9.27
Gnome Tweaks 12.49 14.59 10.41 10.08
PyChess 9.13 10.84 7.64 7.63
Pygame 10.19 13.70 9.75 9.78
Quod Libet 8.79 9.62 9.54 8.59
∅ 10.26 12.15 9.36 9.07

M
ax

Gnome Music 11.4 15.2 17.0 17.1
Gnome Tweaks 13.0 19.3 13.4 13.2
PyChess 19.9 31.9 17.8 17.6
Pygame 24.4 64.9 41.7 41.7
Quod Libet 15.2 27.1 21.9 18.0
∅ 16.8 31.7 22.4 21.5
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5. Results

5.4.2 Time

In our application benchmarks, the total execution time is practically irrelevant, as we
are measuring interactive applications and the execution time mostly depends on the
speed of the UI automation framework. What is more relevant, is the time the garbage
collection takes. Even though a better memory layout can also have an impact on the
rest of the application, as we have seen in the microbenchmarks, it is hard to measure
this impact for interactive applications and the effect is probably negligible for the tested
applications.

In all bechmarks, Mark, Inc5k and Inc50k have increased GC times, compared to Base
(between 9 and 24 percent). If we take the results from our microbenchmarks into account,
this is most likely due to the fact that most objects stay alive and only a small number
of objects in cyclic structures can be freed. Interestingly, the GC time is lower for the
fully-incremental implementations in three of the five benchmarks, compared to the
semi-incremental implementation. As the number of collections is the same (according to
the raw data), this means that the collections themselves are faster. This is consistent to
what we saw in our microbenchmarks.

5.4.3 Pauses

Maximum pause times are of peculiar interest, when it comes to interactive applications.
Extremely long pauses lead to high response times of the user interface, which have a
negative effect on usability, once a certain threshold is exceeded. According to Dabrowski
and Munson, most users won’t notice a delay below 150 milliseconds for keyboard
interactions and 195 milliseconds for mouse interactions [DM01]. PyGame is somewhat
special, as it is a framework for creating interactive games, most of which require fluent
animations and thus much smaller delays. According to Valente et al. [VCF, p. 1] a
commonly accepted lower bound for the number of frames per second (FPS) is 16, which
means one frame should take at most 62.5 milliseconds to render. Ideally the frame rate
should be between 50 and 60 FPS, so a single frame should be rendered within 16 to 20
milliseconds.

If we look at our results, even though the GC pauses might add up to already present
delays, the pauses themselves still seem to be small enough for the tested UI applications
in all environments, with the exception of Pygame. Here, the measured maximum pause
times will definitely be noticable by users, especially as they will add up to the existing
time spent for rendering a single frame. However, due to the recent improvements in
the GC, our changes to the garbage collector will not influence the FPS, as they allow
developers to disable automatic major collections during animations. As the additional
code for detecting cycles is only executed during major collections, ideally users will not
notice any difference.

Still, there are significant differences between the implementations and environments. In
two of five benchmarks (Pygame and Quod Libet), the Mark environment has drastically
higher pause times, compared to the Base environment (about twice as high). In the
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5.5. Issues

other three benchmarks, the maximum pause times are also higher, but not as extreme.
In the Pygame and the Quod Libet benchmarks, the fully-incremental implementation
improves the maximum pause times compared to the Mark environment. However, the
Base environment still offers significantly lower maximum pause times. In the case of
Pygame, this is especially troublesome, as most games and multimedia applications are
extremely sensitive, even to short hangups. However, recent improvements in the garbage
collector, which allow the application to pause major collections and provide interfaces
to execute them on demand, have the potential to mitigate this problem almost entirely
[pypb]. In the Gnome Music benchmark, we also experience higher maximum pause times
for the Inc5k and Inc50k environments, compared to the Base environment, probably
because the snapshot creation and synchronization add quite some overhead. In the
Gnome Tweak benchmark, the maximum pause times are only slightly higher for Inc5k
and Inc50k.

In the Pychess benchmark on the other hand, the maximum pause times are slightly
lower for Inc5k and Inc50k compared to Base. If we look at the standard deviation of
the average pause times in the appendix, we can also see that it is significantly lower
(89% and 81% lower) compared to the Base environment, which means that pause times
are more uniform and predictable and thus less likely to cause interruptions. However,
we can see the opposite effect in some other benchmarks.

In terms of average pause times, almost all benchmarks show higher values for Mark
and lower values for Inc5k and Inc50k, compared to Base. This is most likely due to
the fact that Mark performs additional computations in the last increment of Base and
Inc5k/Inc50k introduce additional increments, which seem to be shorter than the average
increment of Base.

5.4.4 Summary

In total, we could identify positive and negative effects of employing cyclic garbage
collection on the applications under test. We saw that the average memory consumption
decreased in Quod Libet, when employing incremental cycle detection. In Gnome Tweaks,
the average and maximum memory consumption decreased, when using any kind of
cycle detection. Even though the GC time increased, the maximum pause times did
not significantly increase in the incremental environments, making the incremental
implementation an ideal choice for Gnome Tweaks. In PyChess, maximum pause times
decreased, when employing incremental cycle detection. Generally, average and maximum
memory consumption, GC time and average and maximum pause times increased, but
apart from very few exceptions, the changes were quite moderate.

5.5 Issues

Apart from rather theoretical issues, we identified using our microbenchmarks, we also
recognized some issues, that might be more relevant in practice. However, these issues are
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5. Results

Table 5.6: Benchmark Results - cpyext

Base Mark Inc5k Inc50k

T
im

e
(s

)

T
ot

al

simple.onearg(None) 0.25 0.27 0.25 0.25
simple.onearg(i) 1.44 1.79 1.65 1.63
simple.varargs 0.49 0.60 0.52 0.54
simple.allocate_int 1.18 1.28 1.27 1.26
simple.allocate_tuple 7.49 14.94 14.81 14.80
Foo().noargs 0.22 0.23 0.22 0.22
Foo().onearg(None) 0.23 0.24 0.23 0.24
Foo().onearg(i) 1.39 1.86 1.69 1.69
Foo().varargs 0.47 0.56 0.49 0.50
len(Foo()) 0.16 0.17 0.16 0.16
Foo()[0] 0.30 0.32 0.30 0.31
onearg(None) 0.25 0.26 0.25 0.25
onearg(1) 0.31 0.29 0.28 0.29
onearg(i) 1.41 1.85 1.67 1.64
onearg(i%2) 1.43 1.92 1.69 1.65
onearg(X) 0.31 0.29 0.28 0.30
onearg((1,)) 0.28 0.27 0.27 0.28
onearg((X,)) 1.68 1.91 1.95 1.92
onearg((i,)) 4.36 6.88 6.49 6.47
getitem 0.76 0.72 0.73 0.73
np.mean 1.49 1.54 1.58 1.56
∅ 1.23 1.82 1.75 1.75

outside of the scope of this thesis. Antonio Cuni created a small set of microbenchmarks
for cpyext [cpya]. We ran those benchmarks several times and included the results in
Table 5.6.

While the performance of all other benchmarks seems to stay on a comparable level, one
specific benchmark highlights a relatively practical issue: Tuples are already quite slow
when it comes to cpyext, but the situation seems to get even worse, if we also take cycle
detection into account. As noted in the Chapter 4, the existing tuple implementation
had to be extended, to support cyclic reference counting. This clearly seems to have a
negative impact on the overall performance, almost doubling the total execution time of
the simple.allocate_tuple benchmark. As this is a rather specific problem and also seems
to be an implementation specific issue, we did not consider this problem as part of our
thesis. Still, it should be considered, when applying the implementation in practice.
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5.6. Summary

5.6 Summary

The benchmarking process revealed, that no implementation is clearly better than all
other implementations, across the tested scenarios. Even though we were not able to
identify a clear winner, we were able to gain some insights about the specifics of our
algorithms and implementations in certain situations in terms of performance. Also, we
observed that all implementations seem to scale relatively well.

Our microbenchmark showed, that if enough objects are freed by detecting reference
cycles, not only average and maximum memory consumption decreased, but also the
total runtime did, even though the time needed for garbage collection increased. They
also reveiled an issue with the incremental limit of the fully-incremental implementation,
where the working set steadily increases during a collection cycle. In case too many
border objects are added between two increments, too few objects are processed during
the increments. This leads to ever increasing working sets and long collection cycles with
an unusually high number of increments.

In our application benchmarks, we saw that memory consumption increased for most
applications. For only two applications enough cyclic memory could be freed on average,
to compensate the additional memory needed for detecting cycles. Other benefits, like
lower maximum memory consumption or lower maximum pause times, could also be
identified, but they are limited to specific applications.

By comparing the results of the semi-incremental to the fully-incremental implementation,
we could see that maximum pause times improved across virtually all benchmarks. We
also witnessed, that even though the memory consumption generally increased due to
the additional space needed for the snapshot in the fully-incremental implementation,
the time needed for creating and synchronizing the snapshot seems to be compensated in
almost all benchmarks by the improved memory layout during the marking phase. As
the spatial overhead is quite reasonable in most cases, the use of a snapshot seems to be
quite beneficial in terms of overall performance.
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CHAPTER 6
Conclusion

In the previous chapter, we have seen how the implemented algorithms that we described
in Chapter 3 perform. We will now summarize those findings and discuss, how the
results of the benchmarking process should be interpreted with regards to the practical
application of the implementations and future work in this area.

6.1 Application

We derived some general guidelines, on when which implementation should be used in
practice. Depending on the actual application, the outcomes might differ and for optimal
results, the individual characteristics of the application need to be taken into account.

For short running applications, the benefits of cycle detection seem to be small, especially
as it often comes at the cost of increased pause times. However, for long running
applications, freeing cyclic memory could make a crucial difference. As the impact on
pause times is relatively low for the fully-incremental implementation, the Inc5k and
Inc50k environments seem to be the best choice for interactive applications. Incorporating
the results of our microbenchmarks, the choice for long running server applications
depends on the memory layout, but in most cases the Inc5k or Inc50k environments still
seem to be the best choice. For most short running batch applications, either the Base
environment or the Inc5k/Inc50k environments offer the best performance. The choice
heavily depends on the memory structure and on the desired performance characteristics
of the application.

In the future, the choice of algorithm might also depend on further improvements and
additional findings. This brings us to the following section.
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6. Conclusion

6.2 Future Work

During our benchmarks, we have witnessed, that there is a very concrete issue with the
working set of our fully-incremental implementation. This is definitely an area, where
the existing implementation can be improved, as some applications might suffer from
the detrimental behaviour in this scenario. Also, we have seen that the performance of
the internal classes seems to deteriorate as an effect of cyclic reference counting. This is
obviously an issue and should be investigated separately, as a result of this thesis.

Our presented approach should also be tested in similar situations, with different tech-
nologies and implementations, to back up our findings. As the core algorithm is relatively
generic, the approach could also be applied to different tracing algorithms, such as
mark-compact or copying garbage collectors. It should also be tested with different
reference counting schemes. It would be interesting to see how the behaviour changes
with different garbage collectors on both sides. The outcome is probably difficult to
predict, as the level of potential optimizations might differ.

It should also be tested, how the approach performs, compared to more radical changes
of the overall garbage collection process. For example, it could be compared to a fully
reference counted garbage collector or a fully non-reference counted garbage collector.
While it might not be desirable in practice, and while it was also not the goal of this thesis,
to redevelop the entire collector for these kinds of integrations, it would be interesting
to know from a scientific standpoint, which benefits hybrid approaches are able to offer
and which downsides they have. In this case, especially the implications on program
behaviour, e.g. the effects of immediate reclamation of non-cyclic object structures in
reference counted systems, need to be taken into account. Then, language developers
would have a deeper understanding and could make more profound decisions, on when to
apply such hybrid approaches.
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Appendix

Additional Benchmark Results

These are the additional, aggregated results of the benchmarking process, as described in
Chapter 5. The raw results are not included, as this would have been too much data.

The standard deviation was calculated over all runs for each parameter. It is typically
rather low, except for some benchmarks. The deviation for application benchmarks is
generally higher.

The microbenchmarks have also been tested on their scaling behaviour, by increasing the
power of the respective variable, as described in the benchmarking chapter. The interval
for each benchmark and variant differs and is given below:

• Simple Cycle
– count: 27 - 216

– size: 28 - 217

– nongc: 28 - 217

• Cross Cycles
– size: 25 - 214

– cross: 25 - 214

– count: 25 - 214

• Cross Reference (both directions)
– count: 28 - 217

– nonrc: 210 - 219

– rc: 28 - 217

The denoted values are the fitted exponent of an exponential growth function, which was
calculated using scipy’s curve_fit method. A value of one means, that the algorithm
probably scales linearily, a value of two means, that the algorithm probably scales
quadratically and a value of zero means, that the algorithm probably has a constant
runtime.
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Table 5: Benchmark Results - Standard Deviation - Application Benchmarks

Base Mark Inc5k Inc50k

M
em

or
y

(M
B

) M
ea

n

Gnome Music 2.80 1.95 0.61 0.54
Gnome Tweaks 0.65 0.67 0.63 0.78
PyChess 2.82 1.58 3.45 3.72
Pygame 0.62 0.46 1.62 1.83
Quod Libet 0.83 0.68 1.36 1.34
∅ 1.54 1.07 1.53 1.64

M
ax

Gnome Music 3.41 2.25 0.61 0.84
Gnome Tweaks 0.83 1.15 0.93 1.26
PyChess 1.62 1.88 6.77 6.68
Pygame 0.46 0.42 0.26 0.49
Quod Libet 0.81 0.86 2.67 2.12
∅ 1.43 1.31 2.25 2.28

T
im

e
(s

)

G
C

Gnome Music 0.0030 0.0092 0.0066 0.0074
Gnome Tweaks 0.0040 0.0062 0.0086 0.0032
PyChess 0.1222 0.0268 0.0136 0.0141
Pygame 0.0210 0.0466 0.0346 0.0504
Quod Libet 0.0088 0.0110 0.0302 0.0268
∅ 0.0318 0.0199 0.0187 0.0204

P
au

se
s

(m
s) M

ea
n

Gnome Music 0.42 1.18 0.67 0.78
Gnome Tweaks 0.57 0.64 0.57 0.24
PyChess 1.31 0.47 0.14 0.25
Pygame 0.35 0.34 0.22 0.26
Quod Libet 0.35 0.25 0.99 0.72
∅ 0.60 0.58 0.52 0.45

M
ax

Gnome Music 2.2 6.3 3.3 2.7
Gnome Tweaks 0.7 2.2 0.6 0.4
PyChess 6.2 7.0 3.5 2.6
Pygame 1.8 1.6 1.7 1.4
Quod Libet 4.5 3.0 5.8 6.1
∅ 3.1 4.0 3.0 2.6
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