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Kurzfassung

Die vorliegende Arbeit untersucht das qualitative Verhalten zweier Familien par-
tieller Differentialgleichungen:

Fokker-Planck Gleichung mit nicht-lokaler Störung. Im ersten Teil der Dissertation
werden lineare, nicht-degenerierte Fokker-Planck Gleichungen betrachtet, die durch
einen zusätzlichen, nicht-lokalen Operator gestört werden. Dieser ist durch die Faltung
mit einer masselosen Funktion gegeben. Solche gestörten Fokker-Planck Gleichungen
können als Vereinfachung von Wigner-Fokker-Planck Gleichungen angesehen werden,
welche eine kinetische Beschreibung quantenmechanischer Systeme liefern. Primäres
Ziel dieser Arbeit ist ein tieferes Verständnis des Langzeitverhaltens der Lösungen der
besprochenen Gleichung, inklusive des Nachweises eines bis auf Normierung eindeutigen
Stationärzustandes.

Die entsprechende Analysis teilt sich in mehrere Schritte auf. Zunächst ist es
günstig, die Gleichung als Evolutionsgleichung in einem geeigneten Hilbertraum auf-
zufassen. Im Zuge dessen werden für den ungestörten Fokker-Planck Operator Eigen-
schaften des Spektrums und der generierten Halbgruppe in verschiedenen gewichteten
Lebesgue-Räumen diskutiert und schließlich ein exponentielles Gewicht für die weitere
Analysis gewählt. Erst dann wird die Störung in die Untersuchungen einbezogen. Es
stellt sich heraus, dass die gestörte Fokker-Planck Gleichung stets einen eindeutigen
normierten Stationärzustand hat. Dessen Gestalt hängt vom Faltungskern ab. Des
Weiteren konvergiert jede normierte Lösung gegen den Stationärzustand, und zwar mit
einer exponentiellen Rate. Das Ungewöhnliche dabei ist, dass diese Rate unabhängig
von der Wahl des Faltungskerns ist. Dieses Resultat stellt eine signifikante Verbesserung
klassischer Störungs-Resultate für stark stetige Halbgruppen dar.

Euler-Bernoulli Balken mit dissipativen, nichtlinearen Randbedingungen. In diesem
Teil werden zweierlei Modelle zur Regelung eines schwingenden Balkens auf ihr Lang-
zeitverhalten hin untersucht. Der Balken wird als elastisch angenommen und durch
die Euler-Bernoulli Gleichung beschrieben. Ein Ende ist fixiert, und am freien Ende
befindet sich eine Nutzlast. Daran ist ein nichtlinearer Regler gekoppelt, der im
Wesentlichen eine nichtlineare Funktion aktueller Messgrößen des Balken ist. Es ist
von Interesse, das Langzeitverhalten eines solchen, durch diese gekoppelten Gleichun-
gen beschriebenen, schwingenden Balkens zu verstehen. Ziel ist es, die Funktionalität
des Reglers und die Stabilität des Systems nachzuweisen, indem man die asymptotische
Konvergenz der Auslenkung des Balkens gegen den Ruhezustand beweist.

Dabei wird wie folgt vorgegangen: Das gesamte System wird in eine Evolutions-
gleichung in einem geeigneten Banach-Raum umformuliert. Dann wird Existenz, Ein-
deutigkeit und Regularität von Lösungen diskutiert, unter Verwendung der Theo-
rie von nichtlinear gestörten bzw. inhomogenen, linearen Evolutionsgleichungen. Um
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ii KURZFASSUNG

sicherzustellen, dass Lösungen überhaupt konvergieren, wird im Anschluss die Präkom-
paktheit differenzierbarer Lösungen bewiesen. Dazu wird eine neue, von uns eigens
dafür entwickelte Methode verwendet. Im letzten Schritt werden mit Hilfe eines Lya-
punov-Funktionals mögliche Grenzwerte der Lösungen untersucht. Es stellt sich heraus,
dass bis auf wenige Ausnahmen jede klassische Lösung tatsächlich gegen den Ruhezu-
stand konvergiert. In den anderen Fällen nähert sich die Lösung periodischen Orbits
an, welche explizit charakterisiert werden.



Abstract

In this thesis we investigate the qualitative behavior of two different types of partial
differential equations.

Fokker-Planck equation with a non-local perturbation. In the first part of this the-
sis we consider linear, non-degenerate Fokker-Planck equations that are perturbed by
adding a non-local operator. It is given by a convolution with a massless kernel. Such
perturbed Fokker-Planck equations arise as a simplification of Wigner-Fokker-Planck
equations, which are a kinetic description of open quantum systems. The primary goal
of the underlying work is to thoroughly discuss the long-time behavior of solutions, as
well as the existence and uniqueness of stationary solutions.

For the analysis it is useful to view the perturbed Fokker-Planck equation as an
evolution equation in an appropriate Hilbert space. First, we discuss the unperturbed
Fokker-Planck operator in several weighted Lebesgue spaces, and characterize its spec-
trum and properties of the generated semigroup. Then we fix a convenient exponential
weight function, and consider the perturbed Fokker-Planck operator in the correspond-
ing space. We find that the operator still possesses a zero-eigenfunction, unique up
to a normalizing constant. Moreover, any normalized solution of the perturbed equa-
tion converges towards this steady state at an exponential rate. It is remarkable that
the rate is independent of the particular choice of the perturbation. This represents
a significant improvement compared to the standard perturbation results for linear
semigroups.

Euler-Bernoulli beam with nonlinear boundary dissipation. We consider two dif-
ferent types of boundary controls for a flexible beam. The beam is assumed to be
described by an Euler-Bernoulli equation, where one end is clamped. The free end
carries a payload, and is coupled to a nonlinear controller, which depends on certain
parameters of the system through nonlinear functions and differential equations. The
main question of interest here is the long-time behavior of the vibrating beam. In order
to prove the functioning of the controller we demonstrate the asymptotic stability of
the system, i.e. that the deflection of the beam asymptotically approaches the resting
position.

The first step in the analysis consists of rewriting the system as an evolution equa-
tion in an appropriate Banach space. By using the standard theory of perturbed or
inhomogeneous linear evolution equations we discuss existence, uniqueness and regu-
larity of solutions. In order to ensure that solutions actually possess a limit we then
prove precompactness of classical trajectories. For this purpose we developed a new
technique. Finally, with the help of a Lyapunov functional we characterize possible
limits of solutions. It turns out that in most cases these limits are zero, and the classi-
cal solutions asymptotically tend to zero, which proves the asymptotic stability of the
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system. In the few remaining cases the solutions approach a time-periodic solution,
which we characterize explicitly.
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Introduction

When working in the field of time-dependent partial differential equations (PDEs),
one frequently encounters evolution equations. Here, an evolution equation is a differ-
ential equation of the form

d

dt
u(t) = f(t, u(t)), t ≥ 0, (E)

together with an initial condition u(0) = u0. This equation is set in a suitable Banach
space X, and u maps from R+ into X. How are evolution equations related to PDEs?
Usually, they occur as a reformulation of a time-dependent PDE, where the time-
derivative is isolated on one side, and the remaining terms are put on the other side,
which corresponds to f in (E). These terms typically constitute a differential operator
in an appropriate Banach space. By interpreting a PDE as an evolution equation, one
gains access to the rich analytical toolbox provided by the theory of evolution equations.
This is particularly helpful when investigating the qualitative behavior of PDEs, such
as existence of solutions and their long-time behavior. In this thesis we use this theory
to discuss properties of solutions of two particular types of PDEs.

We start with some basic concepts about evolution equations. (E) is called au-
tonomous if f does not explicitly depend on t. For the rest of this paragraph, we
suppose that the evolution equation is autonomous and that for every initial condition
u0 it possesses a solution u(t) in some sense. We then define the family of operators
(T (t))t≥0 by T (t)u0 := u(t). Since (E) is autonomous, we have the following prop-
erty: T (t + s) = T (t)T (s). We call this the semigroup property. Together with the
obvious fact that T (0) is the identity, this makes (T (t))t≥0 a commutative semigroup,
namely the semigroup generated by f . In order to have a sufficiently strong concept of
solutions of the evolution equation, one usually requires strong continuity of the semi-
group, i.e. that the map t 7→ T (t)u0 is continuous for every u0 ∈ X. In the case when
f is linear, (T (t))t≥0 is then called a C0-semigroup of bounded operators, and f is the
(infinitesimal) generator of the semigroup.

If f is linear and autonomous, the generator and the corresponding semigroup are
strongly interconnected via the resolvent of the generator. Results such as the Hille-
Yosida theorem use specific bounds on the resolvent of the generator to show existence
of the generated semigroup, and give an estimate of the operator-norm of the semigroup
operators, which depends exponentially on t. Here, the rate is an upper bound for the
real part of the spectrum of the generator. Hence, in order to make statements about
the asymptotic behavior of solutions of (E), one usually needs a good understanding of
the spectrum and the resolvent of f .

The situation becomes more elaborate when f is nonlinear. Then, no general theory
exists, and only in special cases one is able to obtain statements about the generated
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2 INTRODUCTION

semigroup. One very well-studied situation is when f is autonomous and maximal
monotone. Then it generates a semigroup of nonlinear contractions. We will not follow
this path in this thesis, and refer the reader to standard references such as [Bar76].

Another setting which is well-understood is when f can be written as the sum of
a linear, autonomous generator of a C0-semigroup, and a nonlinear operator. There
are many results regarding the existence, uniqueness and regularity of solutions of (E).
Usually, they rely on the regularity or the t-integrability of the nonlinearity. Statements
about long-time behavior of the generated nonlinear semigroup are often weaker than
in the linear case, and one is rarely able to give an explicit exponential decay rate of
the semigroup.

The first equation considered is a linear Fokker-Planck equation with an added
perturbation, which is given by a convolution with a massless kernel ϑ. In its most
simple form it reads:

∂u

∂t
= ∇ · (∇u+ xu) + ϑ ∗ u. (FP)

Here, x ∈ Rd is the spatial variable of u. Clearly, this Fokker-Planck equation is already
in the form of an evolution equation. The differential operator on the right hand
side is the Fokker-Planck operator, which generates a C0-semigroup. The convolution
is viewed as a (bounded) perturbation of the generator. We call the sum of those
two the perturbed Fokker-Planck operator. The equation arises as a simplification
of the Wigner-Fokker-Planck equation, which has a similar structure. It is a kinetic
description of open quantum systems. It can be used for example to model electron
densities in semiconductor devices. Here, we are mainly interested in the existence and
uniqueness of stationary solutions. Furthermore, we address the question of exponential
convergence of time-dependent solutions towards the steady state.

We view (FP) as an evolution equation in order to apply the theory available for
linear semigroups. From this viewpoint, the existence of a steady state of (FP) is
equivalent to the existence of a zero eigenfunction of the perturbed Fokker-Planck op-
erator. The exponential convergence of solutions towards the stationary solution is then
shown by appropriate estimates of the corresponding semigroup. The biggest part of
the underlying analysis is a thorough investigation of the spectrum and the eigenspaces
of the unperturbed and the perturbed Fokker-Planck operator in an appropriate Ba-
nach space. The problem of finding a suitable space is a crucial and non-trivial part
of this work. In this thesis we are able to give extensive and satisfactory answers to
the questions posed, mainly with the tools of spectral analysis and the theory of C0-
semigroups. We can show that indeed there exists a stationary solution of (FP) and
that it is unique. Furthermore, any time-dependent solution converges towards this
steady state at a uniform exponential rate. The corresponding analysis is carried out
in Part 1.

The second type of equations discussed in this thesis describes an Euler-Bernoulli
beam under the influence of external forces. The Euler-Bernoulli beam is a model for
an elastic beam, and describes the time-dependent deflection u, by means of a fourth-
order wave equation. In its most simple form it reads utt + uxxxx = 0, where x ∈ [0, L]
is the position variable along the beam, and L is its length. By introducing v = ut, we
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can reformulate the free Euler-Bernoulli equation as an evolution equation:

d

dt

[
u
v

]
=

[
v

−uxxxx

]
. (EBB)

Then, we additionally assume that the beam is clamped at the left end, and the right
end (i.e. the tip) is free. The tip carries a payload, and further forces are assumed to
act on it: We investigate the influence of a nonlinear spring and nonlinear friction, as
well as of a nonlinear feedback controller. The latter is given by a system of ordinary
differential equations which are coupled to the Euler-Bernoulli system via the boundary
conditions at the tip. In both cases, the complete system, consisting of the beam
equation and the dynamical boundary conditions incorporating the external forces, can
we written as an evolution equation by adding additional components to (EBB). In
contrast to the Fokker-Planck equation before, this evolution equation is not linear any
more. The main question of interest here is if the damping or the controller is sufficient
to extinguish unwanted vibrations of the beam, and make the system tend towards the
resting position. From a mathematical point of view, we investigate which solutions of
the nonlinear evolution equation converge to zero as time tends to infinity.

We can split the nonlinear operator which governs the evolution into a linear part,
coming from the free beam equation, and a nonlinear perturbation, which stems from
the nonlinear boundary control. Thus, we can apply the theory of semilinear evolution
equations, which is exhaustively discussed in [Paz83]. The linear part generates a
C0-semigroup, and by assuming sufficient differentiability of the nonlinearity, we can
easily show existence and uniqueness of solutions. In order to investigate their long-
time behavior, we proceed in two steps. Firstly, we show that every classical trajectory
is precompact, hence, every classical solution possesses a limit set, which it approaches
as time tends to infinity. For this purpose we developed a new technique. Secondly,
we characterize possible limit sets by using a Lyapunov function. Except for certain
parameter values we can show with this technique that the only limit is zero, and hence,
all classical solutions asymptotically converge to zero. However, we are neither able to
make any statement about the rate of decay nor do we know what happens to mild
solutions. This is mainly due to the nonlinearity of the considered problem, and the
resulting limitations of the corresponding theory of nonlinear evolution equations. The
analysis of the Euler-Bernoulli beam can be found in Part 2: Chapter 2 investigates the
beam coupled to a nonlinear spring and a nonlinear damper, and Chapter 3 considers
a beam with a nonlinear dynamical feedback controller.

To summarize, we see that for both problems presented above the approach of
interpreting them as an evolution equation is very useful. Especially when one is
interested in the qualitative behavior of solutions, the comparatively abstract theory
of semigroups has many successful applications, and is a powerful tool for examining
the equations of interest.

Authorship: In Part 1, all results were obtained and written by Dominik Stürzer, un-
der the supervision of Anton Arnold. The results were published in [SA14] and [AAS15].
In Part 2 the contributions are as follows: Chapter 1 was written by Dominik Stürzer,
and the results of Chapter 2 are joint work of Maja Miletić, Dominik Stürzer and
Anton Arnold. They were published in [MSA15]. In Chapter 3, the modeling of the
controller and the introduction are due to Andreas Kugi, and the rest is again joint
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work of Maja Miletić, Dominik Stürzer and Anton Arnold. The contents of Chapter 3
were accepted for publication, see [MSAK15].
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Part 1

Analysis of a perturbed Fokker-Planck
equation





CHAPTER 1

Introduction

This work deals with the analysis of the following class of perturbed Fokker-Planck
equations:

ft = ∇ · (D∇f + Cxf) + Θf, (1.1)

together with an appropriate initial condition at t = 0. Here f = f(t,x), and t ≥ 0
and x ∈ Rd, with d ∈ N. Here, ft denotes the time derivative of f . The matrices
C,D ∈ Rd×d are symmetric and positive definite. The perturbation is given by a
convolution Θf = ϑ ∗ f with respect to x. The convolution kernel ϑ is assumed to
be time-independent and with zero mean, i.e.

´
Rd ϑ(x) dx = 0. Also, it is assumed

to satisfy certain regularity conditions, which will be specified in the beginning of the
Sections 3.2 and 4.3, respectively.

The above equation is mainly motivated by the quantum-kinetic Wigner-
Fokker-Planck equation, describing so-called open quantum systems, see [AGG+12,
ALMS04]. It is of the form

∂tu = ∇x,v · (∇x,vu+ (∇x,vA+ F)u) + Ξ[V ]u

u|t=0 = u0,

where u = u(t,x,v) is the phase-space quasi-probability-density, with x,v ∈ Rd denot-
ing position and momentum. The given coefficient function ∇x,vA+F is affine in (x,v)
and models the confinement and friction of the system. Ξ[V ] is a non-local operator
(convolution in v) determined by an external potential V (x). One question of interest
for this problem is to show the existence of a unique normalized stationary state, and
to prove uniform exponential convergence of the solution to the stationary state. In
the case of a quadratic confinement potential with a small perturbation these questions
have been answered positively in [AGG+12], see also [AFN08] for an operator-theoretic
approach. However, from the physical point of view, the restriction to nearly quadratic
potentials seems quite artificial. This raises the question if the results can be extended
to a more general family of (confining) potentials. In order to gain insight into what
can be expected and what mechanisms are responsible for the actual behavior, we shall
consider here (1.1) as a similar, yet simplified model, which still preserves the essential
structure. The non-local operator Ξ[V ], which is a convolution in v, is replaced by a
convolution with kernel ϑ. This represents a first step towards the full analysis.

Other examples of non-local perturbations in Fokker-Planck equations appear e.g. in
the linearized vorticity formulation of the 2D Navier-Stokes equations (cf. (12)–(14) in
[GW05]) or in electronic transport models (cf. the linearization of equations (1), (6),
(7) in [LK05]).

9



10 1. INTRODUCTION

For the unperturbed equation (1.1), i.e. the case ϑ = 0, the natural functional set-

ting is the space L2(µ−1), with µ(x) = exp(−|x|2/2). Here, µ/(2π)d/2 is the unique

steady state with normalized mass, i.e.
´
Rd µ/(2π)d/2 dx = 1, and all solutions to initial

conditions with mass one decay towards this state with exponential rate of at least −1,
see e.g. [BGM94]. However, if Θ is added, the situation often becomes more compli-
cated. One reason is that many non-local (convolution) operators are unbounded in
the space L2(µ−1). This can be illustrated for the simple example with the convolu-
tion kernel ϑ = δ−α − δα, α ∈ R, in one dimension. It corresponds to the operator
(Θf)(x) = f(x + α) − f(x − α), x ∈ R, which is unbounded in L2(µ−1). In this case
one can show with an eigenfunction expansion that every non-trivial stationary state
of (1.1) is not even an element of L2(µ−1). Thus, this space is not suitable for our
intended large-time analysis, since it is “too small”. This motivates to consider (1.1)
in some larger space L2(ω), with a weight ω growing slower than µ−1. Because of the
previous discussion we shall choose ω such that a large class of non-local operators
becomes bounded. But the new space should not be “too large” either, since we would
risk to loose many convenient properties (like the spectral gap) of the unperturbed
Fokker-Planck operator. For example, in L2(Rd) the spectrum of L is the left half

plane {λ ∈ C : Reλ ≤ d/2}, cf. [Met01]. It will turn out that ω(x) :=
∑d

i=1 coshβxi,
for β > 0, is a convenient choice. Moreover, there is a useful characterization of the
functions of L2(ω) in terms of their Fourier transform, see Proposition 4.5.

Here we focus on the Fokker-Planck operator in exponentially weighted spaces.
For L2-spaces with polynomial weights, the spectrum of L was studied in [GW02].
Furthermore, our results complement the analysis of Metafune [Met01], where a larger
class of Ornstein-Uhlenbeck operators is investigated in unweighted Lp-spaces with
p ≥ 1.

Part 1 of this thesis is organized as follows. Chapter 2 introduces the notation and
important definitions. Since the analysis in the d-dimensional case is very similar to
the one-dimensional case, we first discuss the one-dimensional problem in great detail
in Chapter 3, to keep the notation and arguments more concise. In Chapter 4 we then
generalize the results to higher dimensions.

The course of action is very similar in the Chapters 3 and 4. First, we discuss
the spectral properties of the unperturbed Fokker-Planck operator L in the self-adjoint
setting L2(µ−1), and then in L2(ω) (with ω as defined above). We then call it L. We
even give a (non-orthogonal) decomposition of L2(ω) into eigenspaces of L, and describe
the decay rates of the semigroup generated by L on each subspace complementary
to finitely many eigenspaces. Then we investigate the perturbed operator L + Θ in
L2(ω). We show that Θ (under mild regularity assumptions) leaves the spectrum
of L unchanged, i.e. σ(L) = σ(L + Θ), and Θ is an isospectral deformation1 of L.
Finally, we are able to show that Θ defines a similarity mapping which transforms L
into L + Θ, on each of the subspaces complementary to finitely many eigenspaces of
L. By applying this similarity to the corresponding resolvents, it becomes clear that
the semigroup generated by L + Θ has the same decay rate as L on each of those
subspaces. In particular, every solution of (1.1) converges to the stationary solution
with an exponential rate, dependent on C and D.

1On a formal level this isospectral property of L+Θ can be understood as follows: In the eigenbasis
of L, Θ corresponds to a strictly lower triangular (infinite) matrix, and L to a diagonal (infinite) matrix.



CHAPTER 2

Preliminaries

The aim of this chapter is to present a collection of definitions, concepts and nota-
tions used in Part 1.

We use the convention N = {0, 1, 2, . . .}, and the (algebraic) shorthand notation
N∗ := N \ {0}. For d ∈ N∗ the elements of Cd are denoted by bold lowercase letters.
Given some z ∈ Cd, the i-th component is denoted by zi, and as a consequence we may
write z = [z1, . . . , zd]

> as a column vector. The complex conjugate of z is denoted by
z := [z1, . . . , zd]

>, i.e. the complex conjugate is taken component-wise. For a multiindex

k ∈ Nd we define zk := zk11 · · · zkdd . Given a real number s > 0 we define

sz := [sz1 , . . . , szd ]>.

For i ∈ {1, . . . , d} the i-th unit vector in Rd (or Cd) is denoted by ei. All norms on Cd
are equivalent, for 1 ≤ p ≤ ∞ we define the p-norm by

|z|p :=
( d∑
i=1

|zi|p
) 1
p
, 1 ≤ p <∞,

|z|∞ := max
1≤i≤d

|zi|.

With respect to the norm | · |p the ball in Cd with radius r > 0 and center a ∈ Cd is

Bp
r (a) = {z ∈ Cd : |z− a|p < r}.

The closed ball is then Bp
r (a). Its complement in Cd is denoted by Bp

r (a)c := Cd\Bp
r (a).

Depending on the context we may consider the open ball in Rd instead of Cd, the
definition is the same.

Matrices are denoted by bold capital letters, and for the unit matrix we write I.
For a matrix M ∈ Cd×d and a real number s > 0 we define sM := exp(M ln s), using

the matrix exponential. Furthermore, we need the Kronecker delta δji , which takes the
value 1 if i = j and 0 otherwise.

Finally, for 1 ≤ p ≤ ∞ the space `p(N) is the set of all complex sequences for which
the norm | · |p is finite. This norm | · |p is defined analogously to the finite-dimensional
case above.

On a domain Ω ⊆ Rd we call a real-valued function w ∈ L∞loc(Ω) a weight function
if there also holds 1/w ∈ L∞loc(Ω). The corresponding weighted space L2(Ω;w) is the
set of all measurable functions f : Ω→ C such that the norm

‖f‖Ω;w :=
(ˆ

Ω
|f(x)|2w(x) dx

) 1
2

11
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is finite. This norm is induced by the inner product

〈f, g〉Ω;w =

ˆ
Ω
f(x)g(x)w(x) dx,

and it makes L2(Ω;w) a Hilbert space, see Theorem 1.3 in [KO84].
Also, we introduce weighted Sobolev spaces. For two weight functions w0 and w1

the space H1(Ω;w0, w1) consists of all functions f ∈ L2(Ω;w0) whose distributional
first order derivatives satisfy ∂f/∂xj ∈ L2(Ω;w1) for all 1 ≤ j ≤ n. We equip the space
H1(Ω;w0, w1) with the norm

‖f‖Ω;w0,w1 :=
(
‖f‖2Ω;w0

+ ‖∇f‖2Ω;w1

) 1
2 ,

which makes it a Banach space, see Theorem 1.11 in [KO84]. More generally, we define
the weighted Sobolev space W 1,p(Ω;w0, w1) for 1 ≤ p ≤ ∞, where we use the weighted
Lp-norm instead of the L2-norm. We have H1(Ω;w0, w1) = W 1,2(Ω;w0, w1). If Ω = Rd
we shall omit the symbol Ω in these notations. We call two sets of weight functions
equivalent if the corresponding weighted spaces are the same. In the case where the
weight functions are all equivalent to a constant function, we omit the weight function
in the notation, e.g. L2(Ω; 1) = L2(Ω).

For functions f ∈ L1(Rd) we define the Fourier transform of f as

Fx→ξf ≡ F [f ](ξ) ≡ f̂(ξ) :=

ˆ
Rd
f(x)e−ix·ξ dx.

We use the same notation for the natural extension of the Fourier transform to tem-
pered distributions f ∈ S ′(Rd). With this scaling we may identify f̂(0) with the mass
or mean of f . The inverse Fourier transform is usually denoted by F−1, such that
f(x) = F−1

ξ→x[Fx→ξf ] (for f ∈ S ′(Rd)). For a tempered distribution f ∈ S ′(Rd) and

a multiindex k ∈ Nd we define

∇kf(x) :=
∂|k|1f

∂xk11 · · · ∂xkdd
(x)

as a distributional derivative.
For an analytic function f on a simply connected domain Ω ⊂ C we denote the line

integral of f along a (continuous) path from z1 ∈ Ω to z2 ∈ Ω inside of Ω byˆ
z1→z2

f(ζ) dζ.

In order to properly define complex powers, we specify a branch of the logarithm. For
ξ ∈ C\{0} we set ln ξ := log |ξ|+i arg ξ, with arg ξ ∈ [−π

2 ,
3π
2 ), and log(·) is the natural

logarithm on R+. For ζ ∈ C we may then define the complex power ξζ := exp(ζ ln(ξ)).

Furthermore, we present some definitions and properties concerning linear operators
and their spectrum. Let X,X be Hilbert spaces. If X is continuously and densely
embedded in X , we write X ↪→ X , and X ↪→↪→ X indicates that the embedding is
compact. Given a subset Y ⊂ X, the closure of Y in X is either denoted by Y or by
clX Y . C (X) denotes the set of all closed operators A in X with dense domain D(A).
Given a closable operator A which is densely defined in X, we write clX A for its closure
(in the sense of graphs).
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The set of all bounded operators A : X → X is B(X,X ); if X = X we just write
B(X). The norm ‖ · ‖B(X) denotes the operator norm. For an operator A ∈ C (X)
its range is ranA, its null space is kerA, and its algebraic null space is defined by
M(A) :=

⋃
k≥0 kerAk. Note that there always holds kerA ⊂ D(A). A closed, linear

subspace Y ⊂ X is said to be invariant under A ∈ C (X) (or A-invariant) iff D(A)∩Y
is dense in Y and ranA|Y ⊂ Y , see e.g. [AV03]. For any ζ ∈ C lying in the resolvent
set ρ(A) we denote the resolvent by RA(ζ) := (ζ − A)−1. In this context ζ stands for
ζ · I, and I is the identity operator. The complement of ρ(A) is the spectrum σ(A),
and σp(A) is the point spectrum. We define the spectral bound of an operator by
s(A) := sup{Re ζ : ζ ∈ σ(A)}. If A ∈ C (X) generates a C0-semigroup of bounded
operators, we usually denote it by (etA)t≥0.

For an isolated subset σ′ ⊂ σ(A) the corresponding spectral projection PA,σ′ is
defined via the line integral

PA,σ′ :=
1

2πi

˛
Γ
RA(ζ) dζ, (2.1)

where Γ is a C1-contour (see Definition B.4 in the Appendix) strictly separating σ′

from σ(A) \σ′, with σ′ in the inside of Γ and σ(A) \σ′ on the outside. For a discussion
of some properties of PA,σ′ see the Appendix B.2.

A final remark concerns constants occurring in estimates: Throughout the following
chapters, C denotes some positive constant, not necessarily always the same. Depen-
dence on certain parameters will be indicated in brackets, e.g. C(t) for dependence on
t.





CHAPTER 3

The one-dimensional Fokker-Planck equation

In this chapter we discuss the perturbed Fokker-Planck equation (1.1) in one di-
mension, i.e. d = 1, and for C = D = 1:

ft = f ′′ + xf ′ + f + Θf. (3.1)

Here the situation is more transparent than in the general d-dimensional case, and a
lot of computations can even be done explicitly. The contents of this chapter has been
published in [SA14].

Note that in this chapter we write x = x ∈ R, and the derivative of a function f(x)
with respect to x is simply denoted by f ′(x).

3.1. The Fokker-Planck operator in exponentially weighted L2-spaces

We begin our analysis by investigating the unperturbed one-dimensional Fokker-
Planck operator Lf := f ′′ + xf ′ + f in various weighted spaces. The natural space to
consider L in is X := L2(1/µ) with µ(x) := exp(−x2/2). We use the notation ‖ · ‖X
for the norm and 〈·, ·〉X for the inner product. Writing the operator in the form

Lf =

((
f

µ

)′
µ

)′
shows that L|C∞0 (R) is symmetric and dissipative in X. Then, the proper definition of L

is obtained by the closure of L|C∞0 (R), and this procedure yields its domain D(L) ⊂ X.
In the subsequent theorem we summarize some important properties of L in X, see
Appendix A.1 for the proof and further references.

Theorem 3.1. The Fokker-Planck operator L as defined above has the following
properties in X:

(i) L is self-adjoint and has a compact resolvent.
(ii) The spectrum is σ(L) = −N, and it consists only of eigenvalues.
(iii) For each eigenvalue −k ∈ σ(L) the corresponding eigenspace is one-dimensio-

nal, spanned by µk := 1√
2π
Hkµ, where

Hk(x) = µ(x)−1 dk

dxk
µ(x)

is the k-th Hermite polynomial. There holds the recursion relation µk+1 = µ′k,
for all k ∈ N.

(iv) The eigenvectors {µk}k∈N form an orthogonal basis of X.
(v) There holds the spectral representation

L =
∑
k∈N
−kΠL,k, where ΠL,k :=

√
2π

k!
µk〈·, µk〉X

15
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is the spectral projection onto the k-th eigenspace. In particular, D(L) consists
of all elements of X for which the above sum converges in the strong sense.

(vi) For every k ∈ N∗ we define Xk := span{µ0, . . . , µk−1}⊥, and X0 := X. Then,
L is decomposed according to X = Xk ⊕ span{µ0, . . . , µk−1}.

(vii) The operator L generates a C0-semigroup of contractions on Xk for all k ∈ N.
For every k ∈ N the semigroup satisfies the estimate∥∥etL|Xk

∥∥
B(Xk)

≤ e−kt, t ≥ 0.

Hence, the Fokker-Planck equation ∂tf = Lf has a unique stationary solution
with normalized mass, given by µ0. It is a Gaussian with mean one. Its orthogonal
complement X1 consists of all elements of X with zero mass:

X1 = µ⊥0 =
{
f ∈ X : 〈f, µ〉X =

ˆ
R
f(x) dx = 0

}
. (3.2)

Furthermore, according to Result (vii) for k = 1 we have for every f ∈ X:

‖etLf −ΠL,0f‖X ≤ e−t‖f‖X .
In combination with ΠL,0f = µ0

´
R f(x) dx this shows that any solution of ∂tf = Lf

converges towards an appropriately scaled version of µ0 with an exponential rate of at
least −1 in the X-norm.

Lemma 3.2. For every k ∈ N the space Xk is given by

Xk =
{
f ∈ X :

ˆ
R
xjf(x) dx = 0, ∀0 ≤ j ≤ k − 1

}
. (3.3)

Proof. We show this by induction. For k = 0 we trivially have X0 = X, and
according to (3.2) the equality (3.3) holds true also for k = 1. Let us now assume that
(3.3) holds true for some k ∈ N. Then we have, according to the definition,

Xk+1 = Xk ∩ µ⊥k .
Hence, by using the induction hypothesis, we find that f ∈ Xk+1 iff

´
R x

jf(x) dx = 0,
for all 0 ≤ j ≤ k − 1, and

´
RHk(x)f(x) dx = 0. But since Hk(x) is a polynomial of

order k, the second condition is equivalent to
´
R x

kf(x) dx = 0, by using the induction

hypothesis. So, f ∈ Xk+1 is equivalent to
´
R x

jf(x) dx = 0 for all 0 ≤ j ≤ k. �

In order to analyze the perturbed equation (3.1), we quickly find that X
is not appropriate. As an example, for the simple unbounded perturbation
Θf(x) := f(x+ a)− f(x− a), with a ∈ R, we can explicitly compute the stationary
solution f0 of (3.1) and expand it with respect to the orthogonal basis {µk}k∈N of X.
The obtained Fourier coefficients form a divergent sequence, and so f0 /∈ X follows
(see Section A.2.1 in the Appendix for the corresponding calculations). Therefore we
consider some larger space L2(ω) instead of X, with a weight function ω growing more
slowly than µ−1. Hence, we choose ω such that Θ becomes a bounded operator in
L2(ω) for a large family of convolution kernels. For example, one can directly verify
that Θf(x) = f(x+ a)− f(x− a) is bounded in L2(ν) if ν(x) grows at most exponen-
tially as |x| → ∞, and if ν(x) grows super-exponentially, this Θ becomes unbounded
(for a more detailed discussion see Section A.2.2 in the Appendix). This motivates
the choice of a weight function ω(x) which grows at most exponentially as |x| → ∞.
At the same time, ω should grow fast enough such that L still has a spectral gap in
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L2(ω), i.e. there exists some α < 0 such that {ζ ∈ C : Re ζ > α} ∩ σ(L) = {0}. If
ω is constant, the spectral gap is lost, see [Met01]. These requirements suggest that
exponentially growing weights would be good candidates, growing as fast as permissible
while still admitting a large class of non-local operators. So, for the rest of this chapter,
we choose the weight function ω(x) = coshβx for some fixed β > 0, and work in the
corresponding space X := L2(coshβx). As we will see in the following, the space X is
very convenient also for technical purposes, since it can easily be characterized using
the Fourier transform.

Proposition 3.3. There holds f ∈ X iff the corresponding Fourier trans-
form f̂ possesses an analytic continuation (still denoted by f̂) to the open strip
Ωβ/2 := {z ∈ C : | Im z| < β/2}, which satisfies

sup
|b|<β/2
b∈R

‖f̂(·+ ib)‖L2(R) <∞. (3.4)

In this case, f̂ satisfies

(i) For ξ ∈ R and |b| < β/2, f̂ is explicitly given by f̂(ξ + ib) = Fx→ξ(ebxf(x)).
(ii) The following function lies in L2(R):

ξ 7→ f̂
(
ξ ± i

β

2

)
:= Fx→ξ

(
e±

β
2
xf(x)

)
, for a.e. ξ ∈ R. (3.5)

Moreover, b 7→ f̂(·+ ib) lies in C([−β/2, β/2];L2(R)). In particular (3.5) is a

natural continuation of f̂ from Ωβ/2 to the closure Ωβ/2.

The above proposition can be generalized to higher space dimensions, see Proposi-
tion 4.5 in Chapter 4. Hence, for the proof of Proposition 3.3 we refer to Proposition 4.5.

In the following, f̂ always denotes the extension of the Fourier transform of f ∈ X
to Ωβ/2 according to Proposition 3.3 (i)-(ii). Using this convention, we introduce an
alternative norm on the space X :

|||f |||2ω := ‖f̂(·+ iβ/2)‖2L2(R) + ‖f̂(· − iβ/2)‖2L2(R), (3.6)

which is equal to 4π‖f‖2ω. Furthermore, we notice that there holds a Poincaré-type
inequality in X :

Lemma 3.4 (Poincaré inequality). The inequality

‖f‖ω ≤ Cβ‖f ′‖ω (3.7)

holds for all f ∈ H1(ω, ω), where Cβ > 0 is a constant only depending on β.

Proof. Use |f̂ ′(ξ)| = |ξf̂(ξ)|, and |ξ| ≥ β/2 on | Im ξ| = β/2. Then apply the norm
||| · |||ω. �

Our next step is to properly define the Fokker-Planck operator in X .

Lemma 3.5. Let ζ ∈ C with Re ζ ≥ 1 + β2/2, and consider the resolvent equation
(ζ − L)f = g for f, g ∈ C∞0 (R). Then there exists a constant C > 0 independent of
f, g, such that

‖f‖$ + ‖f ′‖ω ≤ C‖g‖ω, (3.8)

where $(x) = (1 + |x|)ω(x).
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Proof. Let us fix ζ ∈ C with Re ζ ≥ 1 + β2/2. Now we consider the resolvent
equation (ζ − L)f = g for f, g ∈ C∞0 (R). Applying 〈·, f〉ω to both sides yields:ˆ

R
fgω dx =

ˆ
R
ζ|f |2ω − (f ′ + xf)′fω dx

=

ˆ
R
|f ′|2ω + |f |2(xω′ + ζω) + f ′fω′ + ff

′
xω dx.

Next we take the real part:

Re

ˆ
R
fgω dx =

ˆ
R
|f ′|2ω + |f |2(xω′ + Re(ζ)ω) +

1

2
|f2|′(ω′ + xω) dx

=

ˆ
R
|f ′|2ω +

1

2
|f |2ω̃ dx, (3.9)

with ω̃ := −ω′′ + xω′ + (2 Re ζ − 1)ω. For our choice ω(x) = coshβx we obtain
ω̃(x) = (2 Re ζ − 1 − β2)ω(x) + xβ sinhβx. For Re ζ ≥ 1 + β2/2 the function ω̃ is
strictly positive. Thus, ω̃ is a weight function, and it has the asymptotic behavior
ω̃(x) ∼ β|x|ω(x) as x → ±∞. Applying the Cauchy-Schwarz inequality to the left
hand side of (3.9) yields

1

2
‖f‖2ω̃ + ‖f ′‖2ω ≤ ‖f‖ω‖g‖ω.

For the left hand side we use ω(x) ≤ ω̃(x) and the Poincaré inequality (3.7) to obtain

1

2
‖f‖ω̃ +

1

Cβ
‖f ′‖ω ≤ ‖g‖ω.

The result follows, since the weight functions ω̃ and $ define equivalent norms. �

Corollary 3.6. The operator (1 + β2/2− L)|C∞0 (R) is dissipative in X .

Proof. We use the result (3.9) for ζ = 1 + β2/2. We then estimate the right hand
side for f ∈ C∞0 (R):

Re

ˆ
R
f(ζ − L)f dx ≥

(
Cβ +

1

2

)
‖f‖2ω ≥ 0,

where we have used the Poincaré inequality and ω̃ ≥ ω. �

The above results can be used to establish the proper definition of the Fokker-
Planck operator in X . To this end we define the distributional Fokker-Planck operator
Lf := f ′′ + xf ′ + f for f ∈ S ′(R).

Lemma 3.7. The operator L|C∞0 (R) is closable in X . Its closure L := clX L|C∞0 (R)

has the domain of definition D(L) = {f ∈ X : Lf ∈ X}. For f ∈ D(L) we have
Lf = Lf .

The proof is covered by the proof of Lemma 4.9, which is the generalization of
Lemma 3.7 for higher-dimensional Fokker-Planck operators.

Corollary 3.8. The resolvent set ρ(L) is non-empty. It contains the half-plane
{ζ ∈ C : Re ζ ≥ 1 + β2/2}.
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Proof. According to Corollary 3.6 the operator (1 + β2/2 − L) is injective. Since
the part L = L|X in X generates a C0-semigroup of contractions in X, we know that
1 + β2/2 ∈ ρ(L), and as a consequence ran(1 + β2/2 − L) is dense in X . Finally,
according to Lemma 3.5 the inverse (1+β2/2−L)−1 is bounded in X . Since L ∈ C (X )
it follows that ran(1 + β2/2− L) = X , and 1 + β2/2 ∈ ρ(L) 6= ∅.

Since we can repeat the above argument for any other ζ ∈ C with Re ζ ≥ 1 + β2/2,
we obtain the desired result. �

As it turns out, the resolvent estimate (3.8) is strong enough to prove compactness
of the resolvent. To this end we shall use the following corollary of Lemma B.16 in the
Appendix (see also Theorem 2.4 in [Opi89]).

Lemma 3.9. Let w0, w1 ∈ C(R) be weight functions. If lim|x|→∞w1(x)/w0(x) = 0,
then the compact embedding holds:

H1(w0, w1) ↪→↪→ L2(w1).

This compact embedding allows to prove that RL(ζ) is compact:

Theorem 3.10. For any ζ ∈ ρ(L) the resolvent operator RL(ζ) is compact in X .
Furthermore, the spectrum of L consists entirely of isolated eigenvalues. In particular
σ(L) = σp(L).

Proof. To begin with, we fix some ζ ∈ C with Re ζ ≥ 1 + β2/2. From Corollary 3.8
we know that ζ ∈ ρ(L). According to Lemma 3.5 we have the estimate (3.8), which
implies: There exists a constant C > 0 such that

‖RL(ζ)g‖$,ω ≤ C‖g‖ω, ∀g ∈ X .
We have used the density of C∞0 (R) in H1($,ω), see Lemma B.17. This
shows RL(ζ) ∈ B(X , H1($,ω)). Clearly, there holds the asymptotic behavior
ω(x)/$(x) ∼ 1/|x| → 0 as x → ±∞. Therefore we can apply Lemma 3.9 for w1 = ω
and w0 = $, which yields the compact embedding H1($,ω) ↪→↪→ X . Thus, the resol-
vent RL(ζ) : X → X is compact for Re ζ ≥ 1 + β2/2. Now we apply Theorem III.6.29
in [Kat66], which proves that RL(ζ) is compact for all ζ ∈ ρ(L), and that σ(L) consists
entirely of isolated eigenvalues. �

With these preparations we can now characterize the spectrum of L:

Proposition 3.11. We have σ(L) = −N. Each eigenspace is one-dimensional,
and for k ∈ N we have ker(k + L) = span{µk}.

Proof. We consider the Fourier transform of the eigenvalue equation (ζ − L)f = 0
for f ∈ D(L). The general solution of the Fourier-transformed equation on the real
line reads:

f̂(ξ) = C±µ(ξ)ξ−ζ , ξ ∈ R±. (3.10)

For details see the computation in the beginning of the Appendix A.3 for g = ϑ = 0.
Since f ∈ X , f̂ has to be analytic in Ωβ/2, see Proposition 3.3. With the specification

of the complex logarithm in Section 3.1 we may extend both parts of f̂ from (3.10)
analytically to the complex half-planes {ξ ∈ C : Re ξ > 0} and {ξ ∈ C : Re ξ < 0}
respectively. However, if ζ ∈ C \Z, the two extensions do not meet continuously at the

imaginary axis, thus f̂ is not analytic in Ωβ/2 (except for the trivial case C± = 0). If
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ζ ∈ Z, we obtain continuity of f̂ in C \ {0} iff C− = C+. But for ζ ∈ N∗, f̂ still has

a pole at ξ = 0, thus it is not analytic. In the remaining case ζ ∈ −N the function f̂
from (3.10) has an analytic extension to C, when we choose C− = C+. So f ∈ X solves
the eigenvalue equation for ζ iff ζ ∈ −N. And according to (3.10) the eigenspaces are
still spanned by the µk, k ∈ N, since µ̂k(ξ) = (iξ)kµ(ξ). �

The main difference to L in X is that the eigenfunctions do not form an orthogonal
basis any more. However, we are still able to transfer the concept of the L-invariant
subspaces Xk ⊂ X to X .

Proposition 3.12. For every k ∈ N we have the following facts:

(i) We define the subspaces Xk := clX Xk, and L is decomposed according to
X = Xk ⊕ span{µk−1, . . . , µ0}, see the Appendix B.2.2. There holds

σ(L|Xk) = −N \ {0,−1,−2 . . . ,−k + 1}.
(ii) For k ∈ N∗ the spectral projection ΠL,k of L associated to the eigenvalue −k

satisfies

ker ΠL,k = Xk+1 ⊕ span{µk−1, . . . , µ0}, ran ΠL,k = span{µk}.
Moreover, ker ΠL,0 = X1 and ran ΠL,0 = span{µ0}.

Proof. Since σ(L) = σ(L) = −N, and RL(ζ) ⊂ RL(ζ) for all ζ ∈ C \ (−N), we
conclude from (2.1) that for any σ′ ⊂ σ(L) there holds ΠL,σ′ ⊂ ΠL,σ′ , and they are
bounded projections in X and X , respectively. For σ′ := {0, . . . ,−k + 1}, k ∈ N, we
apply Lemma C.1 from the Appendix: This yields

ran ΠL,σ′ = clX ran ΠL,σ′ = clX span{µ0, . . . , µk−1} = span{µ0, . . . , µk−1},
ker ΠL,σ′ = clX ker ΠL,σ′ = clX Xk ≡ Xk.

With this, Result (i) follows from Proposition B.12.
For (ii) we use the same arguments as before, with σ′ = {−k} instead. �

Corollary 3.13. For every k ∈ N we have M(k + L) = ker(k + L) = span{µk},
i.e. the algebraic and geometric eigenspaces coincide.

Proof. According to Proposition B.8 there holds M(k + L) ⊆ ran ΠL,k. But also
ran ΠL,k = ker(k + L) ⊆M(k + L), so the result follows. �

For a better understanding of L|Xk see the Appendix B.2 and Proposition B.10 therein.
Next we characterize the subspaces Xk.
Proposition 3.14. For k ∈ N∗ the subspace Xk is explicitly given by

Xk =
{
f ∈ X :

ˆ
R
f(x)xj dx = 0, 0 ≤ j ≤ k − 1

}
. (3.11)

Furthermore, there holds

Xk =
{
f ∈ X : f̂ (j)(0) = 0, 0 ≤ j ≤ k − 1

}
, (3.12)

where f̂ (j) denotes the j-th derivative of f̂ .
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Proof. We introduce the functionals ψj : f 7→
´
R f(x)xj dx, j ∈ N, which are

continuous in X . We define ψ̃j := ψj |X . According to (3.3) we have f ∈ Xk iff

ψ̃0(f) = . . . = ψ̃k−1(f) = 0. Applying Lemma C.2 from the Appendix shows that
clX Xk = {f ∈ X : ψj(f) = 0, 0 ≤ j ≤ k − 1}, which is equal to Xk by definition. This
proves (3.11).

The second equality (3.12) immediately follows from (3.11) andˆ
R
f(x)xj dx = F [f(x)xj ](0) = ij f̂ (j)(0), ∀j ∈ N.

�

Remark 3.15. The representation (3.11) of the Xk also holds in polynomially
weighted spaces, see [GW02, Appendix A], and Remark 5.7. For other weighted spaces
see Remark 5.10.

The final result of this section deals with the analysis of the semigroup (etL)t≥0

generated by L in X .

Lemma 3.16. The operator L is the infinitesimal generator of a C0-semigroup
(etL)t≥0 in X .

Proof. According to Theorem 1.4.5 in [Paz83], Corollary 3.6 implies that
L − 1− β2/2 = clX ((L− 1− β2/2)|C∞0 (R)) is dissipative in X . From Proposition 3.11

we also know that any ζ ∈ C with Re ζ > 0 lies in ρ(L). So we can apply the Lumer-
Phillips Theorem Theorem 1.4.3 in [Paz83] and find that L generates a C0-semigroup
(etL)t≥0 of bounded operators. �

According to [Met01] the semigroup generated by L has the following form in L2(R)
(and hence also in X ):

Fx→ξ
[
etLf

]
= exp

(
− ξ2

2
(1− e−2t)

)
f̂
(
ξe−t

)
, t ≥ 0. (3.13)

Proposition 3.17. For every k ∈ N we have:

(i) (etL|Xk)t≥0 is the C0-semigroup generated by L|Xk on Xk.
(ii) There exists some Ck > 0 such that

‖etL|Xk‖B(Xk) ≤ Cke−kt, t ≥ 0.

Proof. According to the results of Proposition 3.12, L is decomposed according to
X = Xk ⊕ span{µk−1, . . . , µ0}. Thus we can repeat the proof of Lemma 3.16 in Xk
instead of X . So L|Xk generates a C0-semigroup on Xk, which is given by the family
(etL|Xk)t≥0.

In order to show (ii) we perform the following computations, by making the addi-
tional assumption t ≥ 1:∥∥F [etLf ](· ± iβ/2)

∥∥2

L2(R)
=

ˆ
R

exp
([
− ξ2 +

β2

4

]
(1− e−2t)

)∣∣∣f̂([ξ ± i
β

2

]
e−t
)∣∣∣2 dξ

≤ e
β2

4

ˆ
R

e−
ξ2

2

∣∣∣[ξ ± i
β

2

]
e−t
∣∣∣2k
∣∣∣∣∣∣∣
f̂
([
ξ ± iβ2

]
e−t
)

([
ξ ± iβ2

]
e−t
)k
∣∣∣∣∣∣∣
2

dξ (3.14)
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Here we have used the inequality 1
2 < 1− e−2t < 1 for t ≥ 1.∥∥∥∥∥∥∥

f̂
([
ξ ± iβ2

]
e−t
)

([
ξ ± iβ2

]
e−t
)k
∥∥∥∥∥∥∥
L∞(Rξ)

=

∥∥∥∥∥Fx→ξ
(

exp
(β

2
e−tx

)
F−1
ξ→x

[
f̂(ξ)

ξk

])∥∥∥∥∥
L∞(Rξ)

≤
∥∥∥∥∥exp

(β
2

e−tx
)
F−1
ξ→x

[
f̂(ξ)

ξk

]∥∥∥∥∥
L1(Rx)

≤ C̃(t)

∥∥∥∥∥F−1
ξ→x

[
f̂(ξ)

ξk

]∥∥∥∥∥
ω

≤ C(t)

∥∥∥∥∥(i∂x)kF−1
ξ→x

[
f̂(ξ)

ξk

]∥∥∥∥∥
ω

= C(t)‖f‖ω.

In the first estimate we have used the continuity of F : L1(R)→ L∞(R). The constant

C̃(t) is given by

C̃(t) =

ˆ
R

exp(βe−tx)

coshβx
dx,

which is uniformly bounded for t ≥ 1. In the last estimate we have used the Poincaré
inequality (3.7). Inserting this result in (3.14) yields for t ≥ 1:∥∥F [etLf ](·+ iβ/2)

∥∥2

L2(R)
≤ Ce

β2

4 e−2kt‖f‖2ω
ˆ
R

e−
ξ2

2

∣∣∣ξ + i
β

2

∣∣∣2k dξ

= Ce−2kt‖f‖2ω.

Thus there exists a constant C > 0 such that |||etLf |||ω ≤ Ce−kt|||f |||ω for all t ≥ 1 and
f ∈ X . Since (etL)t≥0 is a C0-semigroup, this family is also uniformly bounded for
t ∈ [0, 1], so altogether we get the desired decay estimate for the semigroup in Xk. �

Before we turn to the perturbed Fokker-Planck equation we summarize our results so
far:

Theorem 3.18. Let ω(x) := coshβx for any β > 0. Then the Fokker-Planck
operator L|C∞0 (R) is closable in X = L2(ω), and its closure L = clX L|C∞0 (R) has the
following properties:

(i) The spectrum satisfies σ(L) = −N, and ker(L + k) = span{µk} for every

k ∈ N. The eigenfunctions satisfy the relation µk = µ
(k)
0 , where µ

(k)
0 denotes

the k-th derivative of µ0.
(ii) The resolvent RL(ζ) is compact in X for all ζ ∈ ρ(L).

(iii) For every k ∈ N the operator L is decomposed according to

X = Xk ⊕ span{µk−1, . . . , µ0},

where Xk := clX span{µk, µk+1, . . .}, and X0 = X .
(iv) The spectral projection ΠL,k corresponding to the eigenvalue −k ∈ −N fulfills

ran ΠL,k = span{µk} and ker ΠL,k = Xk+1 ⊕ span{µk−1, . . . , µ0} for k ∈ N.
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(v) For every k ∈ N the operator L|Xk generates a C0-semigroup on Xk, and there
exists a constant Ck ≥ 1 such that we have the estimate∥∥etL|Xk

∥∥
B(Xk)

≤ Cke−kt, ∀t ≥ 0.

3.2. Analysis of the perturbed Fokker-Planck operator

So far we have discussed the one-dimensional Fokker-Planck operator L in X =
L2(ω), with ω(x) = coshβx. In this section we investigate the properties of the per-
turbed (one-dimensional) operator L+ Θ in X , and we shall summarize the results in
Theorem 3.37. We begin by specifying the assumptions we make on the perturbation
Θ.

(C) Conditions on Θ: We assume that Θf = ϑ ∗ f for all f ∈ X , where ϑ ∈ S ′(R)
fulfills the following properties in Ωβ/2 for some β > 0:

(i) The Fourier transform ϑ̂ can be extended to an analytic function in Ωβ/2 (also

denoted by ϑ̂), and ϑ̂ ∈ L∞(Ωβ/2).

(ii) It holds ϑ̂(0) = 0, i.e. ϑ has zero mean.

(iii) The mapping ξ 7→ Re
´ 1

0 ϑ̂(ξs)/s ds is essentially bounded in Ωβ/2.

Remark 3.19. If ϑ satisfies the conditions (C)(i)-(ii), then we find that the

mapping ξ 7→
´ 1

0 ϑ̂(ξs)/s ds is analytic in Ωβ/2. This becomes clear when writing

ϑ̂(ξs)/s = ξϑ̂(ξs)/(ξs), which is analytic for all s ∈ (0, 1] and can be continuously

extended to ϑ̂′(0)ξ for s = 0. The analyticity of ξ 7→
´ 1

0 ϑ̂(ξs)/s ds on Ωβ/2 then follows
from Theorem 4.9.1 in [Det84].

Lemma 3.20. There holds Θf ∈ X for all f ∈ X iff the condition (C)(i) holds.

Proof. Clearly, Θ̂f = ϑ̂f̂ is analytic in Ωβ/2 for f ∈ X . According to Proposition 3.3
there holds Θf ∈ X iff

sup
|b|<β/2

‖(ϑ̂f̂)(·+ ib)‖L2(R) <∞, (3.15)

where we use Θ̂f = ϑ̂f̂ . Now we apply Hölder’s inequality and find that (3.15) holds
for all f ∈ X iff ϑ satisfies (C)(i). �

As a consequence of the above lemma and (3.15), for every f ∈ X the prod-

uct ϑ̂f̂ itself is the Fourier transform of an element of X . So we may define
(ϑ̂f̂)(· ± iβ/2) ∈ L2(R) for f ∈ X according to (3.5) whenever ϑ satisfies (C)(i). With
this we obtain according to Proposition 3.3:

b 7→ (ϑ̂f̂)(·+ ib) ∈ C([−β/2, β/2];L2(R)). (3.16)

Lemma 3.21. The convolution Θ is bounded in X if the condition (C)(i) holds.

Proof. We apply the norm ||| · |||ω to Θf . We obtain

|||Θf |||2ω =

ˆ
R
|ϑ̂f̂(ξ − iβ/2)|2 dξ +

ˆ
R
|ϑ̂f̂(ξ + iβ/2)|2 dξ

= lim
b↗β/2

[ˆ
R
|ϑ̂f̂(ξ − ib)|2 dξ +

ˆ
R
|ϑ̂f̂(ξ + ib)|2 dξ

]
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≤ ‖ϑ̂‖2L∞(Ωβ/2) lim
b↗β/2

[ ˆ
R
|f̂(ξ − ib)|2 dξ +

ˆ
R
|f̂(ξ + ib)|2 dξ

]
= ‖ϑ̂‖2L∞(Ωβ/2)|||f |||2ω.

We have used the fact that both b 7→ f̂(· ± ib) and b 7→ ϑ̂f̂(· ± ib) lie in
C([−β/2, β/2];L2(R)), see Proposition 3.3 (ii) and (3.16). �

Lemma 3.22. Under the assumption (C) there holds Θ: Xk → Xk+1 ⊂ Xk for
every k ∈ N.

Proof. According to Proposition 3.14, f ∈ Xk iff ξ = 0 is a zero of f̂(ξ) of order

greater than or equal to k. Because of the assumption ϑ̂(0) = 0 the Fourier transform

Θ̂f = ϑ̂f̂ has a zero at least of order k + 1 for f ∈ Xk, so Θf ∈ Xk+1. �

Corollary 3.23. Let (C) hold, and k ∈ N. Then the space Xk is an (L + Θ)-
invariant subspace of X .

Since the conditions (C) are not very handy for direct applications, the following
lemma gives some criteria that are simpler to verify and sufficient for (C).

Lemma 3.24. Let β > 0 and ω(x) = coshβx, and assume that ϑ ∈ S ′(R) fulfills

(i) ϑ̂(0) = 0,

(ii) ϑ = ϑW + ϑD with ϑW ∈ W 1,1(ω
1
2 , ω

1
2 ) and ϑD ∈ D := span{δy : y ∈ R},

where δy denotes the delta distribution located at y ∈ R.

Then Θf = ϑ ∗ f satisfies (C) for this β > 0.

Proof. In general ϑ̂W (0) and ϑ̂D(0) are not zero, so it is convenient to define

ϑ∗W := ϑW +Mµ and ϑ∗D := ϑD − Mµ, where M := ϑ̂D(0)/
√

2π. Then ϑ∗W and
ϑ∗D have zero mean, and we have (C)(ii) for both ϑ∗D and ϑ∗W . Note that still

ϑ∗W ∈W 1,1(ω
1
2 , ω

1
2 ).

Since Fx→ξδy = e−iξy and µ̂(ξ) =
√

2πµ(ξ), it is immediate that ϑ∗D satisfies (C)(i).
In order to see (C)(iii) for ϑ∗D, we note that the integral occurring in this condition
can be rewritten as the line integral from 0 to ξ:ˆ

0→ξ

ϑ̂∗D(z)

z
dz

which is path-independent in Ωβ/2, since ϑ̂∗D(z)/z is analytic in Ωβ/2 with a removable
singularity at z = 0. Therefore the integral itself is analytic, and thus uniformly
bounded on every compact subset of C. Because of this, it is sufficient to show uniform
boundedness of this integral as |ξ| → ∞ in Ωβ/2. We outline this for the map ξ 7→ e−iyξ

for any fixed y ∈ R and Re ξ > 1, the case Re ξ < −1 is analogous. For this we choose
the following integration path (note that we may start from z = 1, since the integral
from 0 to 1 is a constant)∣∣∣∣ˆ

1→ξ

e−iyz

z
dz

∣∣∣∣ ≤
∣∣∣∣∣
ˆ Re(ξ)

1

e−iyz

z
dz

∣∣∣∣∣+

∣∣∣∣∣
ˆ

Re(ξ)→Re(ξ)+i Im(ξ)

e−iyz

z
dz

∣∣∣∣∣
≤
∣∣∣∣∣
ˆ Re(ξ)y

y

e−iz

z
dz

∣∣∣∣∣+
β

2
e|y|β/2.
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The first integral is known to remain uniformly bounded as Re(ξ) → +∞. For esti-
mating the second integral we used ξ ∈ Ωβ/2 and Re ξ ≥ 1. Since µ̂ =

√
2πµ decays

sufficiently fast in Ωβ/2, it is clear that the integral of µ̂(z)/z from 1 to ξ also remains

uniformly bounded as ξ → +∞. Altogether, we conclude that ϑ̂∗D satisfies (C)(iii).

Now we verify the same properties for ϑ∗W . Since ϑ∗W ∈ L1(ω
1
2 ), we may extend

ϑ̂∗W to an analytic function in Ωβ/2, and ϑ̂∗W (ξ + ib) = Fx→ξ[ϑ∗W (x)ebx], cf. Proposi-

tion XVI.1.3 in [DL92]. The Fourier transform is a continuous map from L1(R) to
B0(R) (the continuous functions decaying at infinity, equipped with the supremum

norm). Therefore, ϑ∗W ∈ L1(ω
1
2 ) implies

‖ϑ̂∗W ‖L∞(Ωβ/2) = sup
|b|<β

2

sup
ξ∈R
|ϑ̂∗W (ξ + ib)| ≤ sup

|b|<β
2

‖ϑ∗W (x)ebx‖L1(R)

≤ ‖ϑ∗W (x)e
β
2
|x|‖L1(R) <∞.

So (C)(i) is satisfied. For (C)(iii) it is sufficient to show that for some C > 0

and all ξ ∈ Ωβ/2 with |ξ| ≥ 1 there holds |ϑ̂∗W (ξ)| ≤ C/|ξ|, which is fulfilled if

F(ϑ∗W
′) ∈ L∞(Ωβ/2). Analogously to the previous calculations we obtain that this

is satisfied if ϑ∗W
′ ∈ L1(ω

1
2 ). We conclude that ϑ∗W fulfills (C)(i) and (C)(iii) if

ϑ∗W ∈W 1,1(ω
1
2 , ω

1
2 ). �

For the rest of the article, we shall always assume that Θ satisfies the condition
(C) for some fixed β > 0 , and we choose the weight function ω(x) = coshβx with
this particular β. The first result about the perturbed Fokker-Planck operator is the
following lemma:

Lemma 3.25. The operator L+ Θ has compact resolvent in X .

Proof. According to the Theorems 3.10 and 3.18 we have that L is the infinitesimal
generator of a C0-semigroup of bounded operators, and has a compact resolvent. Fur-
thermore, Lemma 3.21 shows that Θ is bounded in X . With this, the result directly
follows by application of Proposition III.1.12 in [EN00]. �

As a consequence, the spectrum of L + Θ in X is non-empty and consists only of
eigenvalues. In order to characterize the entire spectrum, we introduce the following
ladder operators1, namely the annihilation operator

α− : X1 → X : f 7→
ˆ x

−∞
f(y) dy,

and its formal inverse α+ : f 7→ f ′, the creation operator.

Lemma 3.26. The annihilation operator α− has the following properties:

(i) For any k ∈ N∗ there holds α− ∈ B(Xk,Xk−1).
(ii) In X1 the operators Θ and α− commute.
(iii) Let f ∈ X1, ζ ∈ C such that (L+ Θ)f = ζf . Then

(L+ Θ)(α−f) = (ζ + 1)(α−f).

1One of the best-known applications of ladder operators occurs in the spectral analysis of the quan-
tum harmonic oscillator, see e.g. [Hel02]. There, the ladder operators are maps between neighboring
energy levels.
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Proof. First we show (i). The boundedness of α− with respect to the X -norm
follows immediately from the Poincaré inequality (3.7). The property α− : Xk → Xk−1

can be verified as follows. For f ∈ X1 ∩ C∞0 (R) we find after integration by parts, for
all n ∈ N: ˆ

R
xnα−f(x) dx = − 1

n+ 1

ˆ
R
xn+1f(x) dx.

By using the explicit representation (3.11) of the Xk this proves that
α− : C∞0 (R) ∩ Xk → Xk−1 for all k ∈ N∗. Since α− is bounded and C∞0 (R) is dense
in X , we conclude α− : Xk → Xk−1.

Property (ii) holds true since Θ is a convolution. For Result (iii) one applies α−

to the equation (L + Θ)f = ζf , and uses the identity α−(Lf) = L(α−f) − α−f and
Property (ii). �

By using the annihilation operator, we are able to prove:

Proposition 3.27. We have the following spectral properties of L+ Θ in X :

(i) σ(L+ Θ) = −N.
(ii) For each k ∈ N the (geometric) eigenspace ker(L+ Θ + k) is one-dimensional.
(iii) For every k ∈ N an eigenfunction to the eigenvalue −k is given by fk, where

fk = (α+)kf0 = f
(k)
0 , and f0(ξ) = F−1

ξ→x

[
exp

(
− ξ2

2
+

ˆ 1

0

ϑ̂(ξs)

s
ds
)]
. (3.17)

In particular, f0 is the unique stationary solution with unit mass of the perturbed
Fokker-Planck equation (3.1).

Proof. In order to show (i) we first prove that
⋂
k∈NXk = {0}. According to (3.12)

there holds ⋂
k∈N
Xk =

{
f ∈ X : f̂ (k)(0) = 0, k ∈ N

}
.

But for f ∈ X , f̂ is analytic in Ωβ/2, and the only analytic function with a zero of
infinite order is the zero function, which proves the statement.

Thus, for any eigenfunction f of L to an eigenvalue ζ ∈ C, there exists a unique
k ∈ N such that f ∈ Xk\Xk+1, which is the minimal k ∈ N with the property ΠL,kf 6= 0,
see Proposition 3.12. Applying this projection to the eigenvalue equation yields

ΠL,k(L+ Θ)f = −kΠL,kf = ζΠL,kf,

where we used Θf ∈ Xk+1 (cf. Lemma 3.22). Hence, the eigenvalue corresponding to f
satisfies ζ = −k. Thus σ(L+Θ) ⊆ −N. If now fk is an eigenfunction with the eigenvalue
−k, we can apply k times the continuous operator α− to fk, and create eigenfunctions
to all eigenvalues {−k+1, . . . , 0}. So either σ(L+Θ) = −N or σ(L+Θ) = {−k0, . . . , 0}
for some k0 ∈ N (note that σ(L+ Θ) 6= ∅ since the resolvent of L+ Θ is compact). But
the latter scenario is actually not possible, because then the operator (L + Θ)|Xk0+1

would have empty spectrum in Xk0+1, which contradicts the fact that it still has a
compact resolvent in Xk0+1.

In order to verify (ii) we recall from the first part of the proof that if f is an
eigenfunction of L+ Θ to the eigenvalue −k, then k = argmin{ΠL,jf 6= 0 : j ∈ N}. In
particular,

ΠL,kf 6= 0 (3.18)
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for such an eigenfunction. Assume that dim ker(L+ Θ + k) > 1 for some k ∈ N. Then
we may choose two linearly independent eigenfunctions to the eigenvalue −k. Since
dim ran ΠL,k = 1 (see Theorem 3.18 (iv)), we can find a linear combination of these
two eigenfunctions, yielding an eigenfunction f which satisfies ΠL,kf = 0. But this
contradicts (3.18) and hence dim ker(L+ Θ + k) = 1.

For Result (iii) we consider the Fourier transform of the eigenvalue equation
(L+ Θ)fk = −kfk for k ∈ N. This yields the following ordinary differential equation

for f̂k:

ξf̂ ′k(ξ) =
(
ϑ̂(ξ) + k − ξ2

)
f̂k(ξ).

Its general solution reads

f̂k(ξ) = ckξ
kq(ξ), with q(ξ) := exp

(
− ξ2

2
+

ˆ 1

0

ϑ̂(ξs)

s
ds
)
,

for all k ∈ N, with ck ∈ C. We may now fix ck := ik, which completes the proof. �

Remark 3.28. According to the results of Proposition 3.12 (ii) we may formally
write Θ and L as infinite-dimensional matrices with respect to the eigenfunctions
{µk}k∈N. Because of the property Θ: Xk → Xk+1 shown in Lemma 3.22 this repre-
sentation of Θ is strictly lower triangular. Furthermore, because of Theorem 3.18 (iii),
L is formally diagonal. And according to Proposition B.10 σ(L) = σ(L + Θ). This
situation resembles the finite-dimensional case, in which adding a strictly triangular
matrix does not change the spectrum of a diagonal matrix.

Lemma 3.29. The spectral projection Pk of L+ Θ corresponding to the eigenvalue
−k ∈ −N fulfills

ranPk = span{fk}, kerPk = Xk+1 ⊕ span{fk−1, . . . , f0},
with the eigenfunctions fk, . . . , f0 given in (3.17). Therefore, all singularities of the
resolvent are of order one, and for all k ∈ N there holds M(L+Θ+k) = ker(L+Θ+k).

Proof. We define the set Kk := Xk+1⊕ span{fk−1, . . . , f0}. Due to Proposition 3.12
and Corollary 3.23 it is immediate that L+Θ is decomposed according to Kk⊕span{fk}.
Hence, for any j ∈ N∗ we have (k+L+ Θ)j : Kk → Kk. Therefore, Kk does not contain
generalized eigenfunctions corresponding to the eigenvalues {0, . . . ,−k+ 1}. First, this
implies M(L + Θ + k) = ker(L + Θ + k) = span{fk}, for every k ∈ N. Second, since
σ((L+ Θ)|Kk) still consists only of eigenvalues, σ((L+ Θ)|Kk) = −N \ {−k}. So we can
apply Lemma B.13 from the Appendix, with Y = Kk and ζ0 = −k and N = 0, which
yields the desired properties of the corresponding spectral projection.

Since dim ranPk = 1 and M(L+Θ+k) = ker(L+Θ+k), the singularity of RL+Θ(ζ)
at ζ = −k is a pole of order one, see Proposition B.10 (iv)-(v). �

Having explicitly determined the spectrum of the perturbed Fokker-Planck opera-
tor, we now turn to the generated semigroup and the corresponding decay rates. We
start with the fact that L+ Θ generates a C0-semigroup:

Proposition 3.30. For each k ∈ N the operator (L + Θ)|Xk is the infinitesimal
generator of a C0-semigroup on Xk. The semigroup on X preserves mass, i.e.ˆ

R
f(x) dx =

ˆ
R

[et(L+Θ)f ](x) dx, ∀t ≥ 0, f ∈ X .
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Proof. According to Proposition 3.17 L|Xk generates the semigroup (etL|Xk)t≥0 on
Xk for every k ∈ N. Because of Lemma 3.22 and Lemma 3.21 we have Θ|Xk ∈ B(Xk).
Now a bounded perturbation of the infinitesimal generator of a C0-semigroup is again
infinitesimal generator, see Theorem III.1.3 in [EN00], and so the first result follows.

To show the conservation of mass we use the decomposition of (et(L+Θ))t≥0 accord-
ing to P0 (or X = X1 ⊕ span{f0}). The space X1 consists of all functions with zero
mean, see (3.11), so the part P0f alone determines the mass of any f ∈ X . Clearly,

P0 and (et(L+Θ))t≥0 commute. Furthermore we have P0f ∈ ker(L + Θ), and hence

et(L+Θ)P0f = P0f for all t ≥ 0. So we obtain P0et(L+Θ)f = P0f for all f ∈ X , t ≥ 0,
i.e. the semigroup preserves mass. �

Next we investigate the decay rate of (et(L+Θ))t≥0 on the subspaces Xk. To this end
we define:

ψ̂(ξ) := exp
(ˆ 1

0

ϑ̂(ξs)

s
ds
)
, ξ ∈ Ωβ/2, (3.19)

which is analytic in Ωβ/2 according to Remark 3.19. With this we introduce the operator
Ψ: f 7→ f ∗ ψ. As we shall see below, Ψ provides a similarity transformation between
L and L+ Θ.

Lemma 3.31. The map Ψ has the properties:

(i) For every k ∈ N, the operator Ψ: Xk → Xk is a bijection, and the inverse is

Ψ−1 : f 7→ f ∗ F−1[1/ψ̂].
(ii) Ψ,Ψ−1 ∈ B(X ).

Proof. We define Ψ̄ : f 7→ f ∗ F−1[1/ψ̂]. Because of condition (C)(iii) both ψ̂ and

1/ψ̂ are analytic in Ωβ/2 and lie in L∞(Ωβ/2). Hence, analogously to Lemma 3.20 we

find that Ψ, Ψ̄ : X → X , and analogously to the proof of Lemma 3.21 we obtain the
boundedness of Ψ and Ψ̄.

Let now f ∈ Xk for some k ∈ N. Then f̂(ξ) has a zero of order greater than or

equal to k at ξ = 0, cf. Proposition 3.14. Since ψ̂ and 1/ψ̂ are analytic in Ωβ/2, the

zero at ξ = 0 of Fx→ξΨf = f̂(ξ)ψ̂(ξ) and of Fx→ξΨ̄f = f̂(ξ)/ψ̂(ξ) is of the same order

as of f̂ . So Ψ, Ψ̄ : Xk → Xk for all k ∈ N∗.
It remains to show that indeed Ψ̄ = Ψ−1. By applying the Fourier transform, we

see that Ψ ◦ Ψ̄f = Ψ̄ ◦Ψf = f for all f ∈ X , i.e. Ψ̄ = Ψ−1, and Ψ,Ψ−1 : Xk → Xk are
bijections for all k ∈ N. �

The map Ψ plays a crucial role in the analysis of the perturbed Fokker-Planck
operator L + Θ, because it relates the eigenspaces of L to the eigenspaces of L + Θ
according to (3.17):

fk = Ψµk, k ∈ N. (3.20)

By using this property of Ψ we obtain the following result:

Proposition 3.32. Let k ∈ N and ζ ∈ C\{−k,−k − 1, . . .}. Then there holds

RL+Θ(ζ)|Xk = Ψ ◦RL(ζ) ◦Ψ−1|Xk . (3.21)

In particular there exists a constant C̃k > 0 such that∥∥(RL+Θ(ζ)|Xk
)n∥∥

B(Xk)
≤ C̃k

(Re ζ + k)n
, Re ζ > −k, n ∈ N∗. (3.22)
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Proof. We fix k ∈ N. Then, for all j ≥ k and ζ ∈ C\{−k,−k − 1, . . .} there holds,
because of (3.20):

RL(ζ)µj =
µj
ζ + j

= Ψ−1 ◦RL+Θ(ζ)fj = Ψ−1 ◦RL+Θ(ζ) ◦Ψµj .

So we have RL(ζ) = Ψ−1 ◦ RL+Θ(ζ) ◦Ψ in the space span{µj : j ≥ k} ⊂ Xk, which is
dense in Xk. Then this identity extends to Xk because of the continuity of the occurring
operators.

In order to prove the resolvent estimate (3.22) we use(
RL+Θ(ζ)|Xk

)n
= RL+Θ(ζ)n|Xk = Ψ ◦RL(ζ)n ◦Ψ−1|Xk ,

which follows from (3.21) and Lemma 3.31 (i). Because of Ψ,Ψ−1 ∈ B(Xk) we conclude∥∥(RL+Θ(ζ)|Xk
)n∥∥

B(Xk)
≤ ‖Ψ|Xk‖B(Xk)

∥∥(RL(ζ)|Xk
)n∥∥

B(Xk)
‖Ψ−1|Xk‖B(Xk). (3.23)

We apply the Hille-Yosida Theorem to the estimate of (etL)t≥0 in Theorem 3.18 (v),
which shows the following estimate:∥∥(RL(ζ)|Xk

)n∥∥
B(Xk)

≤ Ck
(Re ζ + k)n

, Re ζ > −k, n ∈ N∗.

We insert this estimate in (3.23), which shows (3.22), with the constant

C̃k = Ck‖Ψ|Xk‖B(Xk) · ‖Ψ−1|Xk‖B(Xk). �

Corollary 3.33. Let k ∈ N. Then there exists a constant C̃k > 0 such that∥∥et(L+Θ)|Xk
∥∥

B(Xk)
≤ C̃ke−kt, ∀t ≥ 0. (3.24)

Proof. The result immediately follows from (3.22) by application of the Hille-Yosida
theorem. �

Remark 3.34. According to (3.21) the operators L and L+ Θ are similar:

L+ Θ = Ψ ◦ L ◦Ψ−1.

Now we consider the family of operators (L(τ))τ∈R := (L+ τΘ)τ∈R. Clearly, for every
τ ∈ R the operators L(τ) and L(0) = L are similar with the transformation operator
Ψ(τ) defined according to Lemma 3.31 (where we replace ϑ by τϑ in (3.19)). Therefore,
according to [Lax68], there exists a family of operators (B(τ))τ∈R such that (L(τ), B(τ))
form a Lax pair, i.e. they obey

d

dτ
L(τ) = [B(τ),L(τ)],

where the right hand side denotes the commutator. Since we explicitly know the trans-
formation operator Ψ(τ) we can compute B(τ) for all f ∈ X :

Bf := −Ψ(τ) ◦ d[Ψ(τ)]−1

dτ
f = F−1

[ ˆ 1

0

ϑ̂(ξs)

s
ds f̂

]
,

which is independent of τ .

Remark 3.35. The above result implies the exponential convergence of any so-
lution of (1.1) towards the (appropriately scaled) stationary state. To see this we
choose any f ∈ X . Then there exists a unique constant m ∈ C (the “mass” of f)
such that P0f = mf0. So f −mf0 = (1 − P0)f ∈ X1, cf. Lemma 3.29, which implies
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et(L+Θ)f − mf0 = et(L+Θ)(f − mf0) ∈ X1 for all t ≥ 0, because of Proposition 3.30.
With (3.24) and k = 1 this implies

‖et(L+Θ)f −mf0‖ω ≤ C̃1‖f −mf0‖ωe−t, t ≥ 0.

Remark 3.36. In the one dimensional case we can explicitly compute the Fourier
transform of RL+Θ(ζ)g, see Proposition A.10: For any k ∈ N, Re ζ > −k, and g ∈ Xk,
the unique solution f ∈ Xk of (ζ − L−Θ)f = g satisfies

f̂(ξ) = Fx→ξ[RL+Θ(ζ)g] = f̂0(ξ)

ˆ 1

0

ĝ(sξ)

f̂0(sξ)
sζ−1 ds, ξ ∈ Ωβ/2,

where sζ = eζ log s and log(·) is the natural logarithm on R+. For the proper definition
of complex powers see Chapter 2.

Now we summarize our results in the final theorem:

Theorem 3.37. Let X = L2(ω), where ω(x) = coshβx, for some β > 0, and let
Θ fulfill the condition (C) for this β > 0. Then the perturbed operator L + Θ has the
following properties in X :

(i) It has compact resolvent, and σ(L+ Θ) = σp(L+ Θ) = −N.
(ii) There holds M(L + Θ + k) = ker(L + Θ + k) = span{fk}, where fk is the

eigenfunction to the eigenvalue −k given by (3.17). The eigenfunctions are

related by fk = f
(k)
0 .

(iii) The spectral projection Pk corresponding to the eigenvalue −k ∈ −N∗ fulfills

ranPk = span{fk}, kerPk = Xk+1 ⊕ span{fk−1, . . . , f0},
where the (L+Θ)-invariant spaces Xk are explicitly given in (3.11). Moreover,
ranP0 = span{f0} and kerP0 = X1.

(iv) For every k ∈ N, the operator (L + Θ)|Xk generates a C0-semigroup on Xk,

denoted by (et(L+Θ)|Xk)t≥0, which satisfies the estimate

‖et(L+Θ)|Xk‖B(Xk) ≤ C̃ke−kt, ∀t ≥ 0,

where the constant C̃k > 0 is independent of t.

Remark 3.38. Apparently, the particular choice of β > 0 has no influence on the
above results, except possibly for the constants C̃k. In practice, the constant β may
therefore be chosen arbitrarily small, such that Θ satisfies (C) for this β.



CHAPTER 4

The perturbed Fokker-Planck equation in higher
dimensions

4.1. Introduction

In this chapter we investigate the full d-dimensional perturbed Fokker-Planck equa-
tion, introduced in the beginning of the Introduction:

ft = ∇ · (D∇f + Cxf) + Θf. (1.1)

The assumptions on the perturbation Θ are specified in the beginning of Section 4.3.
The matrices C,D ∈ Rd×d are symmetric and positive definite. Actually we may
assume w.l.o.g. that D = I and C is diagonal. This can be seen from the following
considerations.

Since D is a symmetric and positive definite matrix, we may introduce the new

variables y :=
√

D
−1

x, and g(y) := f(x). The derivatives transform according to

∇x =
√

D
−1∇y. Hence we find that the Fokker-Planck operator transforms to

∇x · (D∇xf + Cxf) = ∇y · (∇yg + C̃yg), (4.1)

with C̃ :=
√

D
−1

C
√

D. Since C̃ is still symmetric and positive definite, there exists
a unitary matrix U ∈ Rd×d such that U>C̃U is diagonal. We introduce the variables
z = U>y and the function h(z) = g(y). There holds ∇y = U∇z. Analogously to the
previous coordinate change we find that the Fokker-Planck operator in (4.1) further
transforms to:

∇y · (∇yg+ C̃yg) = ∆h(z)+z>(U>C̃U)∇zh(z)+tr(U>C̃U) = ∇z · (∇zg+U>C̃Ug),

where we have used that U is unitary. Note that U>C̃U is diagonal. The right hand
side is a Fokker Planck operator in the form of (1.1) with D = I and C diagonal.
Hence, w.l.o.g. we shall always assume in the following that our coordinates x ∈ Rd
are such that D = I and C is diagonal. We write C = diag(c1, c2, . . .), and introduce
c := [c1, . . . , cd] where we fix 0 < c1 ≤ c2 ≤ . . . ≤ cd.

The corresponding analysis presented in this chapter is similar to the one of the
one-dimensional problem discussed in Chapter 3. However, some of the proofs need
different approaches, since for them there is no straightforward generalization to higher
dimensions. Up to small modifications, the contents of this chapter has been published
in [AAS15].

Concerning notation and general definitions we refer to Chapter 2.

31
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4.2. Analysis of the Fokker-Planck operator

We start by discussing properties of the unperturbed Fokker-Planck equation

ft = ∇ · (∇f + Cxf) = ∆f + x>C∇f + tr Cf, (4.2)

or the unperturbed Fokker-Planck operator L := ∆ + x>C∇+ tr C, respectively. C is
a positive diagonal matrix. One can check that

µ := exp(−1
2x>Cx)

is a steady state, i.e. is a zero eigenfunction of L, at least on a formal level. With this
we can alternatively write

Lf = ∇ ·
(
µ∇
(f
µ

))
. (4.3)

The next step is to properly define the operator L in an appropriate Hilbert space.
The natural (self-adjoint) setting for L is the space X := L2(µ−1). We use the no-
tation 〈·, ·〉X for the inner product. The operator L|C∞0 (Rd) is symmetric and dissi-

pative in X, which is immediately seen from the right hand side representation of
L in (4.3). In the following it is helpful to notice that the isometric transformation
ι : X → L2(Rd) : f 7→ f/

√
µ ≡ z transforms L|C∞0 (Rd) in X to

A|C∞0 (Rd) :=
[
∆−

(
− 1

2 tr C + 1
4 |Cx|22

)]∣∣
C∞0 (Rd)

≡ [∆− V (x)]|C∞0 (Rd) (4.4)

in the unweighted space L2(Rd), see also Section 2.1 in [AMTU01]. So L|C∞0 (Rd) in X

and A|C∞0 (Rd) in L2(Rd) are isometrically equivalent, i.e. L|C∞0 (Rd) = ι−1 ◦A ◦ ι|C∞0 (Rd),

and most properties of A carry over to L. In particular A|C∞0 (Rd) is symmetric, and

since V (x) ∈ L2
loc(Rd) and bounded from below, Theorem X.29 from [RS75] implies that

A|C∞0 (Rd) is essentially self-adjoint in L2(Rd). Thus the closures L := clX L|C∞0 (Rd) and

A := clL2(Rd)A|C∞0 (Rd) are self-adjoint, closed operators in X and L2(Rd), respectively.

The appropriate domain D(L) is also determined by the closure, but it is not needed
explicitly here. According to Theorem 1.4.5 in [Paz83] L = L∗ is dissipative in X as
well, and then Corollary 1.4.4 in [Paz83] proves that L generates a C0-semigroup of
contractions in X, denoted by (etL)t≥0. As a consequence σ(L) ⊂ (−∞, 0].

Finally we prove the compactness of the resolvent (λ − L)−1 in X for λ ∈ ρ(L).
It is equivalent to the compactness of (λ − A)−1 in L2(Rd), which we demonstrate
in the following. According to Theorem XIII.64 in [RS78] it is sufficient to prove the
compactness for one λ ∈ ρ(L), and this already implies the compactness for all λ ∈ ρ(L).
So we choose λ := 1 + tr C and consider (λ − A)f = g for any f, g ∈ C∞0 (Rd). We

multiply by the complex conjugate f and integrate (where V was defined in (4.4)):ˆ
Rd

(λ+ V (x))|f |2 dx + ‖∇f‖2L2(Rd) =

ˆ
Rd
gf dx

⇒
ˆ
Rd

(
1 + 1

2 tr C + 1
4 |Cx|22

)
|f |2 dx + ‖∇f‖2

L2(Rd)
≤ 1

2

(
‖f‖2

L2(Rd)
+ ‖g‖2

L2(Rd)

)
⇔
ˆ
Rd

(
2 + tr C + 1

2 |Cx|22
)
|f |2 dx + 2‖∇f‖2

L2(Rd)
≤ ‖g‖2L2(Rd).

So (λ − A)−1 : L2(Rd) → H1(1 + |Cx|22, 1) is a bounded operator. Now we
can apply Lemma B.16 in the Appendix, which proves the compact embedding
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H1(1 + |Cx|22, 1) ↪→↪→ L2(Rd). This implies the compactness of the resolvent of A in
L2(Rd). As a consequence the resolvent of L is compact in X, because of the isometrical
equivalence of L and A. Thus, according to Theorem III.6.29 in [Kat66], σ(L) consists
entirely of eigenvalues, and the corresponding eigenspaces are finite-dimensional. Ac-
cording to Theorem V.2.10 in [Kat66] the eigenspaces form a complete orthogonal
family in X, see also Theorem XIII.64 in [RS78]. Additionally, according to Proposi-
tion B.11 in the Appendix the self-adjointness of L implies that the algebraic eigenspaces
coincide with the geometric eigenspaces.

Next we identify all eigenfunctions of L. To this end we need to introduce the
distributional Fokker-Planck operator

L : S ′(Rd)→ S ′(Rd) : f 7→ ∆f + x>C∇f + tr Cf.

In particular, L is then a well-defined linear map from X into S ′(Rd), defined on the
whole space X .

Proposition 4.1. There holds σ(L) = {−ck : k ∈ Nd}. The zero eigenspace of

L is one-dimensional and is spanned by µ0(x) := det(C/(2π))
1
2 exp(−1

2x>Cx). More
generally, the eigenspace to λ ∈ σ(L) is given by

ker(λ− L) = span{µk : −ck = λ},
where µk := ∇kµ0 for all k ∈ Nd.

Proof. For any j ∈ {1, . . . , d} and f sufficiently smooth there holds

∂j(x
>C∇f)− cj∂jf = x>C∇(∂jf).

Therefore we have at least on a formal level that Lf = λf implies
L(∂jf) = (λ− cj)(∂jf). Applying this argument repeatedly to µ0 it is clear that for

every k ∈ Nd the function µk = ∇kµ0 is a formal eigenfunction of L to the eigenvalue
−ck. In the following we verify that the family {µk}k∈Nd lies in D(L), and that it
already spans all the eigenspaces.

First we note that for every k ∈ Nd

µk(x) = µ0(x)
d∏
j=1

H
cj
kj

(xj). (4.5)

For given k ∈ N and a > 0 the “rescaled” Hermite polynomial Ha
k of order k is defined

by

Ha
k (x) = µ

(
a

1
2x
)−1 dk

dxk
µ
(
a

1
2x
)
,

with µ(x) = exp(−x2/2) being the standard Gaussian. Comparing this with the defi-
nition for “standard” Hermite polynomials Hk discussed in (B.1) in the Appendix, we
easily find the relation

Ha
k (x) = a

k
2Hk

(
a

1
2x
)
.

Using this relation, we obtain from the orthogonality property (B.4) for every a > 0
and k 6= j: ˆ

R
Ha
k (x)Ha

j (x)µ
(
a

1
2x
)

dx = 0.

Using this relation and Fubini’s Theorem it follows immediately from (4.5) that the
family {µk}k∈Nd is an orthogonal family in X .
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Next we prove that the µk indeed lie in D(L). To this end let k ∈ Nd, and we
introduce a ϕ ∈ C∞0 (Rd) that fulfills ϕ(x) = 1 for all |x|2 ≤ 1 and ϕ(x) = 0 for
|x|2 ≥ 2. For n ∈ N∗ we then define ϕn(x) := ϕ(x/n). Then ϕnµk ∈ C∞0 (Rd), for
all n ∈ N∗. Because of the super-exponential decay of µk(x) as |x|2 → ∞ it is easily
verified that ϕnµk → µk and L(ϕnµk) → Lµk in X as n → ∞. Since L is defined as
the closure of L|C∞0 (Rd) this proves that all µk lie in D(L) and they satisfy Lµk = Lµk,

and thus they are eigenfunctions of L.
Finally we show that the {µk}k∈Nd span all eigenfunctions. To this end we show

that the orthogonal complement {µk : k ∈ Nd}⊥ in X consists just of the zero function.
Assume that there exists some non-zero f ∈ {µk : k ∈ Nd}⊥. By induction we can
show that the orthogonality of f impliesˆ

Rd
f(x)xk dx = 0, ∀k ∈ Nd,

see Lemma 4.3 below for a similar argument. This is equivalent to saying that for
all k ∈ Nd there holds ∇kf̂(0) = 0, i.e. f̂ has a zero of infinite order at ξ = 0. As
a consequence of the Paley-Wiener theorems, see the Theorems IX.13 and IX.14 in
[RS75], the Fourier transform of every f ∈ X is analytic in Cd. But the zero function
is the only function that is analytic in Cd with a zero of infinite order at the origin, so
f(x) ≡ 0. Hence, {µk}k∈Nd is an orthogonal basis of X, and the set span{µk : k ∈ Nd}
has zero orthogonal complement.

Thus, every eigenfunction f ∈ X has a unique representation

f =
∑
k∈Nd

akµk,

with coefficients ak ∈ C for k ∈ Nd. Inserting this in the eigenvalue equation Lf = λf ,
with λ ∈ R, yields that ak is non-zero only if −ck = λ. Since all cj > 0, for

j ∈ {1, . . . , d}, there always are only finitely many k ∈ Nd for which this is possible.
Hence, f ∈ span{µk : −ck = λ}. �

From the previous proof we also get this result:

Corollary 4.2. The family of eigenfunctions {µk}k∈Nd is an orthogonal basis of
X.

As a consequence we define the orthogonal projection ΠL,k corresponding to µk for

every k ∈ Nd by

ΠL,k := 〈·, µk〉X
µk
‖µk‖2X

.

With this, the spectral projection corresponding to an eigenvalue λ = −ck is given by
the orthogonal sum

ΠL,λ :=
∑
k∈Nd
−ck=λ

ΠL,k. (4.6)

In order to see that this indeed is the spectral projection corresponding to λ we
refer to Proposition B.11 in the Appendix, which confirms that the spectral projections
of L must be orthogonal, and the ranges coincide with the geometric eigenspaces.
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Finally we introduce a convenient family of subspaces of X. For every k ∈ N we
define

Xk := span{µk : |k|1 ≤ k − 1}⊥. (4.7)

Lemma 4.3. Let k ∈ N. There holds f ∈ Xk iffˆ
Rd
f(x)xk dx = 0, ∀|k|1 ≤ k − 1. (4.8)

Proof. For this we rely on the representation (4.5) of the µk. The result is then
shown by induction. Clearly, we have X0 = X and for k = 1 we obtain

X1 = µ⊥0 =
{
f ∈ X :

ˆ
Rd
f(x) dx = 0

}
.

Let us assume now that (4.7) holds for some k ∈ N∗. According to (4.5) we have

Xk+1 =
{
f ∈ Xk :

ˆ
Rd
f(x)

d∏
j=1

H
cj
kj

(xj) dx = 0, ∀|k|1 = k
}
.

For f ∈ Xk we conclude from the induction hypothesis that for |k|1 = k

0 =

ˆ
Rd
f(x)

d∏
j=1

H
cj
kj

(xj) dx = (−c)k
ˆ
Rd
f(x)xk dx,

where (−c)k 6= 0 is the leading coefficient of the (Hermite) polynomial in the integral.
All other parts of the integral vanish because of the induction hypothesis. Since this
holds for all |k|1 = k this proves the desired condition for f ∈ Xk+1. �

We conclude with a few remarks about the semigroup generated by L (see page 32
for the existence). Since the eigenfunctions of L, {µk}k∈Nd , form an orthogonal basis
we find the spectral decomposition in X

etL =
∑
k∈Nd

e−cktΠL,k =
∑

λ∈σ(L)

eλtΠL,λ, ∀t ≥ 0.

Hence, for the restriction (etL|Xk)t≥0 of the semigroup to Xk for k ∈ N we find the
representation

etL|Xk =
∑
k∈Nd
|k|1≥k

e−cktΠL,k, ∀t ≥ 0.

For this reason it is clear that ‖etL|Xk‖B(Xk) = e−kc1t holds for all t ≥ 0, since
−c1k = max{−ck : |k|1 ≥ k}.

We now summarize the main properties of L in X in the following theorem.

Theorem 4.4 (L in X). The Fokker-Planck operator L in X has the following
properties:

(i) The operator L := clX L|C∞0 (Rd) is self-adjoint and has a compact resolvent.

(ii) The spectrum consists entirely of isolated eigenvalues and is given by

σ(L) = {−ck : k ∈ Nd}.
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(iii) The zero eigenfunction is µ0(x) = det(C/(2π))
1
2 exp(−1

2x>Cx), and for every

k ∈ Nd the function
µk(x) = ∇kµ0(x)

is an eigenfunction to the eigenvalue −ck.
(iv) For every λ ∈ σ(L) we have

ker(λ− L) = span{µk : λ = −ck}.
(v) The family of eigenfunctions {µk}k∈Nd is an orthogonal basis of X.
(vi) L generates a C0-semigroup of contractions in X, and on every subspace Xk,

for k ∈ N, there holds

‖etL|Xk‖B(Xk) = e−kc1t,

where c1 is the minimal entry of c.

For the analysis of the perturbed equation (1.1) the space X is not convenient, see
the discussion for the one-dimensional Fokker-Planck equation on page 16. Hence, we
investigate L+Θ in a weighted L2-space with a weaker weight function ω. A convenient
choice is

ω(x) :=
d∑
i=1

coshβxi, (4.9)

with β > 0. The corresponding weighted space is X := L2(ω). The natural norm and
the inner product in X are denoted by ‖ ·‖ω and 〈·, ·〉ω, respectively. Next we introduce
a characterization of functions in X with the help of the Fourier transform.

Proposition 4.5. There holds f ∈ X if and only if its Fourier trans-
form f̂ possesses an analytic continuation (still denoted by f̂) to the open set
Ωβ/2 := {z ∈ Cd : | Im z|1 < β/2}, with the property

sup
b∈Rd
|b|1<β/2

‖f̂(·+ ib)‖L2(Rd) <∞. (4.10)

In this case we have:

(i) For every b ∈ Rd with |b|1 < β/2 there holds

f̂(ξ + ib) = F [f(x) exp(b · x)](ξ), ∀ξ ∈ Rd. (4.11)

(ii) For every |b|1 = β/2 we define f̂(ξ + ib) := F [f(x) exp(b · x)](ξ), which lies

in L2(Rdξ). With this there holds b 7→ f̂(·+ ib) ∈ C(B1
β/2(0);L2(Rd)).

We prove this proposition by mimicking the proof of Theorem IX.13 in [RS75]. The
proof consists of several lemmata, they are collected in the Appendix C.3. Often we
use the following norm, which is equivalent to ‖ · ‖ω:

|||f |||2ω :=
d∑
`=1

(∥∥∥f̂( ·+i
β

2
e`

)∥∥∥2

L2(Rd)
+
∥∥∥f̂( · −i

β

2
e`

)∥∥∥2

L2(Rd)

)
. (4.12)

Lemma 4.6 (Poincaré inequality). There exists a constant Cp > 0 such that
for every f ∈ H1(ω, ω) there holds

‖f‖ω ≤ Cp‖∇f‖ω. (4.13)
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Proof. For this we use the norm ||| · |||ω. We compute

|||∇f |||2ω =

d∑
j=1

d∑
`=1

(∥∥(ξj + iβ2 δj`
)
f̂
(
ξ + iβ2 e`

)∥∥2

L2(Rdξ)

+
∥∥(ξj − iβ2 δj`

)
f̂
(
ξ − iβ2 e`

)∥∥2

L2(Rdξ)

)
≥

d∑
`=1

(∥∥(ξ` + iβ2
)
f̂
(
ξ + iβ2 e`

)∥∥2

L2(Rdξ)
+
∥∥(ξ` − iβ2

)
f̂
(
ξ − iβ2 e`

)∥∥2

L2(Rdξ)

)

≥
(β

2

)2 d∑
`=1

(∥∥f̂(ξ + iβ2 e`
)∥∥2

L2(Rdξ)
+
∥∥f̂(ξ − iβ2 e`

)∥∥2

L2(Rdξ)

)
=
(β

2

)2|||f |||2ω.
This proves the Poincaré inequality with the constant Cp = β

2 . �

Lemma 4.7. Let Re ζ ≥ 1
2(1+β2+tr C), and f, g ∈ C∞0 (Rd) such that (ζ−L)f = g.

Then there exists a constant C > 0 independent of f, g such that

‖f‖$ + ‖∇f‖ω ≤ C‖g‖ω. (4.14)

Here $(x) := (1 + |x|2)ω(x).

Proof. We apply 〈·, f〉ω to (ζ − L)f = g, and compute

Re

ˆ
Rd
gfω dx = Re

ˆ
Rd

(
ζf −∇ · (∇f + fCx)

)
fω dx

= Re ζ

ˆ
Rd
|f |2ω dx + Re

ˆ
Rd

(∇f + fCx) · (ω∇f + f∇ω) dx

= ‖∇f‖2ω +
1

2

ˆ
Rd
|f |2(2 Re ζω −∆ω − ω tr C + x>C∇ω) dx

= ‖∇f‖2ω +
1

2

ˆ
Rd
|f |2ν dx. (4.15)

We temporarily define ν(x) := 2 Re ζω − ∆ω − ω tr C + x>C∇ω. We observe

that ∆ω = β2ω and x>C∇ω = β
∑d

i=1 cixi sinhβxi ≥ 0 for all x ∈ Rd. So if

Re ζ ≥ 1
2(1 + β2 + tr C), the function ν(x) is a weight function with ν(x) ≥ ω(x) on

Rd. Next we apply the Cauchy-Schwarz inequality to the left hand side of (4.15), which
yields

‖∇f‖2ω +
1

2
‖f‖2ν ≤ ‖f‖ω‖g‖ω.

We now use the Poincaré inequality on the first term and ν(x) ≥ ω(x) on the second
term, and divide by ‖f‖ω:

‖∇f‖ω + ‖f‖ν ≤ C‖g‖ω.
Finally we observe that for any fixed Re ζ ≥ 1

2(1 + β2 + tr C) there is a constant C > 0

such that ν(x) ≥ C$(x) for all x ∈ Rd. Hence, ν and $ are equivalent weight functions.
This concludes the proof. �

Before we properly define the Fokker-Planck operator as a closed operator in X ,
we need the lemma below. It determines all formal eigenfunction of the Fokker-Planck
operator, i.e. the eigenfunctions of the distributional Fokker-Planck operator L in X (see
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the definition of L before Proposition 4.1). As a consequence of the following lemma it
will be straightforward to determine the spectrum of the Fokker-Planck operator in X .

Lemma 4.8. The distributional Fokker-Planck operator L satisfies the eigenvalue
equation Lf = ζf for some ζ ∈ C and some f ∈ X \ {0} iff ζ ∈ {−ck : k ∈ Nn}. In
this case, there holds f ∈ span{µk : −ck = ζ}.

Proof. Since the functions µk, k ∈ Nd, lie in X it is clear that they are also eigen-
functions of L. In order to show that they already span all eigenspaces we consider the
Fourier transform of (ζ − L)f = 0 for ζ ∈ C, which reads

(ζ + ξ2)f̂ + ξ>C∇f̂ = 0. (4.16)

We are now looking for f ∈ X and ζ ∈ C satisfying this (eigenvalue) equation. In

particular we are interested in solutions f̂ which are analytic in Ωβ/2. Expecting f to

be a linear combination of the µk ≡ ∇kµ0, we make the ansatz f̂ = pµ̂0, with p analytic
in Ωβ/2. This is admissible (and not restrictive) since µ̂0 is nonzero and analytic in

Ωβ/2. We know that µ̂0 satisfies the zero eigenvalue equation ξ2µ̂0 + ξ>C∇µ̂0 = 0, so

after inserting f̂ = pµ̂0 in (4.16) we obtain the following equation for p:

ξ>C∇p = −ζp. (4.17)

Next we introduce the (unique) solution ξ(t) of the ordinary differential equation

ξ̇ = Cξ with ξ(0) = ξ0 ∈ Cd. It is verified by application of the chain rule that
for any such curve

d

dt
p(ξ(t)) = ξ(t)>C∇p(ξ(t)).

This means that any solution of (4.17) fulfills the ordinary differential equation

d

dt
p(ξ(t)) = −ζp(ξ(t))

along these curves, i.e. p(ξ(t)) = p(ξ0)e−ζt, for all ξ0 ∈ Cd. We further use ξ(t) = ξ0etC.
Introducing s = et (with s ∈ R+) we obtain (see the introduction concerning the
notation for matrix powers)

ξ(ln s) = ξ0s
C, p(ξ0s

C) = p(ξ0)s−ζ . (4.18)

Now p needs to be analytic in Ωβ/2, so (4.18) implies that Re ζ ≤ 0, otherwise p would
have a singularity in the origin ξ = 0, a contradiction. By induction we deduce from
(4.17) that for all k ∈ Nd

ξ>C∇
(
∇kp

)
= −(ζ + ck)∇kp.

Since all derivatives ∇kp need to be analytic in Ωβ/2 as well, an analogous argument to

above proves that either Re ζ ≤ −ck for all k ∈ Nd (which is impossible since C > 0)
or ∇kp ≡ 0 for some k ∈ N. So p has to be a polynomial, and we can make the ansatz

p(ξ) =
∑
k∈Nd

pkξ
k,

with pk ∈ C, k ∈ Nd, and pk = 0 for almost all k ∈ Nd. We now insert this in (4.17)
and obtain ∑

k∈Nd
(ck)pkξ

k = −ζ
∑
k∈Nd

pkξ
k.
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This holds true for all ξ ∈ Ωβ/2 iff ζ = −ck for all k ∈ Nd for which pk 6= 0. So the

(formal) eigenvalues of L in X are given by the set {−ck : k ∈ Nd}.
From the above analysis we conclude

f̂(ξ) = µ̂0(ξ)
∑
−ck=ζ

pkξ
k.

Now recall from Theorem 4.4 (iii) that µ̂k = i|k|1ξkµ̂0 holds for all k ∈ Nd. Hence,
f ∈ span{µk : −ck = ζ}. So we conclude that the eigenspaces of L in X are precisely
spanned by the µk. �

Now we can properly define the Fokker-Planck operator in the space X .

Lemma 4.9. The operator L|C∞0 (Rd) is closable in X , and L := clX L|C∞0 (Rd). The

domain is D(L) = {f ∈ X : Lf ∈ X}, and for f ∈ D(L) we have Lf = Lf .

Proof. According to (4.15) we have that (L − ζ)|C∞0 (Rd) is dissipative in X
if Re ζ ≥ 1

2(1 + β2 + tr C). This implies (cf. Theorem 1.4.5 (c) in [Paz83]) that
(L− ζ)|C∞0 (Rd) and consequently also L|C∞0 (Rd) is closable in L.

Now we define L := clX L|C∞0 . The domain D(L) consists of all f ∈ X for which

there exists some g ∈ X and a sequence (fn)n∈N ⊂ C∞0 (Rd) such that lim
n→∞

‖fn − f‖ω = 0,

lim
n→∞

‖Lfn − g‖ω = 0.
(4.19)

This also implies that ((ζ − L)fn)n∈N is a Cauchy sequence in X . Thus, according
to (4.14), (∇fn)n∈N is a Cauchy sequence in X . So altogether, (fn)n∈N is a Cauchy

sequence in H1(ω, ω), which converges to some f̃ ∈ H1(ω, ω). But since we already
know that fn → f in X , this implies that even f ∈ H1(ω, ω). Next we temporarily in-
troduce the weight ω2(x) := ω(x2 ) and the corresponding weighted space X2 := L2(ω2).

Since (fn)n∈N is a Cauchy sequence in H1(ω, ω), (x>C∇fn + tr Cfn)n∈N is a Cauchy
sequence in X2. Together with the second line of (4.19) this implies that (∆fn)n∈N is a
Cauchy sequence in X2. Applying the Fourier transform and the norm (4.12) we have
that, for every ` ∈ {1, . . . , d}, the two sequences(∣∣∣ξ ± i

β

4
e`

∣∣∣2f̂n(ξ ± i
β

4
e`

))
n∈N

are Cauchy sequences in L2(Rdξ). But we also know that f̂n(ξ ± iβ4 e`) converges to

f̂(ξ ± iβ4 e`) in L2(Rdξ), for every ` ∈ {1, . . . , d}. By identifying the limits it becomes
clear that ∆fn → ∆f in X2, and ∆f ∈ X2, and altogether Lfn → Lf in X2. According
to (4.19) we can make the identification Lf = g in X2, and since g ∈ X , we conclude
that Lfn → Lf in X . This proves the inclusion D(L) ⊆ {f ∈ X : Lf ∈ X}, and
Lf = Lf for all f ∈ D(L).

Finally we prove that this inclusion indeed is an equality. First we note that
D(L) ⊂ D(L) since L = clX L|C∞0 (Rd) and X ↪→ X . So we have L ⊂ L in the sense of

graphs. Let us then take ζ > 0 so large that the estimate (4.14) holds. As we have
mentioned in the beginning of this proof the operator (L−ζ)|C∞0 (Rd) is dissipative in X ,

and from Theorem 1.4.5 in [Paz83] it follows that L−ζ is also dissipative. In particular
it is injective and thus invertible. So (ζ −L)−1 exists. Now according to Theorem 4.4,
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ζ − L : D(L) → X is a bijection, so ran(ζ − L) ⊃ X, which is dense in X . Because of
this and the estimate (4.14), (ζ − L)−1 is a densely defined, bounded operator in X .
But by definition (ζ − L)−1 is already closed, so ran(ζ − L) = X and ζ ∈ ρ(L) (and
thus ρ(L) 6= ∅). We take now this particular ζ ∈ ρ(L), and assume there exists some
f∗ ∈ X \D(L) such that Lf∗ ∈ X . Hence also (ζ − L)f∗ ∈ X . Since ζ ∈ ρ(L) we have
(ζ−L)−1(ζ−L)f∗ ∈ D(L), so the assumption is equivalent to saying that there is some
f ] := (ζ − L)−1(ζ − L)f∗ − f∗ ∈ X \D(L) such that (ζ − L)f ] = 0. But according to
Lemma 4.8 we know that ζ ∈ ρ(L) cannot be an eigenvalue of L in X , since ζ > 0. So
f ] = 0, and D(L) = {f ∈ X : Lf ∈ X}. �

Lemma 4.10. For any ζ ∈ ρ(L) the resolvent RL(ζ) is compact in X .

Proof. We choose ζ > 0 large enough, so we can apply Lemma 4.7, which proves
that (ζ −L)−1 is an element of B(X , H1($,ω)). Note that this requires the density of
C∞0 (Rd) in X , see Lemma B.17 in the Appendix. It remains to show that H1($,ω) is
compactly embedded in X . According to the definition of $ in Lemma 4.7 it is clear
that for all n ∈ N there holds

sup
|x|2>n

ω(x)

$(x)
=

1

1 + n
,

which tends to zero as n→∞. Thus we can apply Lemma B.16 in the Appendix, which
proves the compact embedding H1($,ω) ↪→↪→ X . Since RL(ζ) ∈ B(X , H1($,ω))
this implies that RL(ζ) : X → X is compact. Finally we remark that according to
Theorem III.6.29 in [Kat66] the compactness of RL(ζ) follows for all other ζ ∈ ρ(L). �

Corollary 4.11. The spectrum σ(L) consists entirely of eigenvalues, and
σ(L) = {−ck : k ∈ Nd}. For every λ ∈ σ(L) the (geometric) eigenspace is given by

ker(λ− L) = span{µk : −ck = λ}.
Proof. We apply Theorem III.6.29 in [Kat66] which proves again that σ(L) con-

sists entirely of eigenvalues, and the corresponding eigenspaces are finite-dimensional.
According to Lemma 4.9 the eigenfunctions of L in D(L) are precisely the (formal)
eigenfunctions of L in X . And the eigenspaces of L are then given by Lemma 4.8, they
are spanned by the {µk}k∈Nd . �

We introduce the closed subspaces Xk := clX Xk ⊂ X for k ∈ N. For every k ∈ N
the space Xk was defined as a subspace of X by (4.7).

Lemma 4.12. For every k ∈ N there holds

Xk =
{
f ∈ X :

ˆ
Rd
f(x)xk dx = 0, ∀k ∈ Nd with |k|1 ≤ k − 1

}
. (4.20)

Proof. We start from the characterization of the Xk in Lemma 4.3, and apply
Lemma C.2. For every k ∈ Nd we define the functional

ηk : X → C : f 7→
ˆ
Rd
f(x)xk dx.

We first prove the continuity of the ηk. For k ∈ Nd and f ∈ X we have∣∣∣ˆ
Rd
f(x)xk dx

∣∣∣ ≤ ˆ
Rd
|f(x)ω(x)1/2| ·

∣∣∣ xk

ω(x)1/2

∣∣∣dx
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≤ ‖f‖ω ·
( ˆ

Rd

x2k

ω(x)
dx
) 1

2
,

where we applied the Cauchy-Schwarz inequality in the second step. Since ω grows
exponentially in every direction it is clear that the remaining integral on the right
hand side is finite for every k ∈ Nd, i.e. the ηk are bounded linear functionals in X .
Furthermore we verify that the family {ηk : k ∈ Nd} is linearly independent. If the
family would be linearly dependent, there would exist a polynomial p(x) 6≡ 0 such thatˆ

Rd
f(x)p(x) dx = 0, ∀f ∈ X .

Since C∞0 (Rd) ⊂ X , this is impossible, due to the fundamental lemma of calculus of
variations. Now we have verified the assumptions of Lemma C.2 in the Appendix. Since

Xk =
⋂

|k|1≤k−1

ker ηk|X ,

we conclude that

Xk := clX Xk =
⋂

|k|1≤k−1

ker ηk.

The intersection on the right is exactly the set (4.20). �

Corollary 4.13. For k ∈ N there holds the identity

Xk =
{
f ∈ X : ∇kf̂(0) = 0, ∀|k|1 ≤ k − 1

}
. (4.21)

Proof. This follows immediately from the fact that for f ∈ X and any k ∈ Ndˆ
Rd

xkf(x) dx = F [xkf(x)](0) = i|k|1∇kf̂(0).

We use this in (4.20) and the result follows. �

At every λ ∈ σ(L) the resolvent map ζ 7→ RL(ζ) has an isolated singularity. We
denote the corresponding spectral projection of L by ΠL,λ, which is explicitly given by
(2.1) for σ′ = {λ}. In particular ΠL,λ = clX ΠL,λ:

Proposition 4.14. For every k ∈ N we have the following facts:

(i) There holds X = Xk ⊕ span{µk : |k|1 ≤ k − 1}, and the intersection contains
only zero.

(ii) L is decomposed according to X = Xk ⊕ span{µk : |k|1 ≤ k − 1}, and on Xk
we have σ(L|Xk) = {−ck : |k|1 ≥ k}.

Proof. Step 1 (representation of Xk): In X there holds for any fixed k ∈ N

X⊥k = span
{
µk : |k|1 ≤ k − 1

}
, (4.22)

and for every λ ∈ σ(L) we have for the corresponding spectral projection

ran ΠL,λ = span
{
µk : −ck = λ

}
, (4.23a)

ker ΠL,λ = span
{
µk : −ck 6= λ

}
. (4.23b)

For a given k ∈ N we define the set

σk := {−ck : |k|1 ≤ k − 1} ⊂ R−0 ,
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which is the set of all eigenvalues which “contribute” to X⊥k (note that there may be

k ∈ Nd such that −ck ∈ σk but |k|1 ≥ k). From (4.23a) we conclude that⋃
λ∈σk

ran ΠL,λ ⊃ X⊥k .

Taking the orthogonal complement of this relation yields:⋂
λ∈σk

ker ΠL,λ ⊂ Xk. (4.24)

Next we investigate which eigenfunctions µk need to be added to the left hand side of
(4.24) such that the corresponding span equals Xk. First we observe that, according to

(4.23), there holds µk ∈
(⋂

λ∈σk ker ΠL,λ

)⊥
iff µk ∈ ran ΠL,λ for some λ ∈ σk. This is

also equivalent to the condition −ck ∈ σk. To complement the left hand side of (4.24),
we also require µk ∈ Xk, which gives the constraint |k|1 ≥ k, see (4.22). Hence, we
conclude that

Xk =
( ⋂
λ∈σk

ker ΠL,λ

)
⊕⊥ span{µk : −ck ∈ σk ∧ |k|1 ≥ k}. (4.25)

Step 2 (spectral projections in X ): For ζ ∈ ρ(L) we have RL(ζ) ⊂ RL(ζ) (in the

sense of graphs), and as a consequence the spectral projection for λ ∈ σ(L) satisfies
ΠL,λ ⊂ ΠL,λ, see (2.1). Furthermore, both ΠL,λ and ΠL,λ are bounded projections in
X and X , respectively. According to Lemma C.1 in the appendix there holds

ker ΠL,λ = clX ker ΠL,λ and ran ΠL,λ = clX ran ΠL,λ. (4.26)

Since the projections are bounded we have X = ker ΠL,λ ⊕ ran ΠL,λ, and both
components of the direct sum are closed subspaces of X , see Section III.3.4 in [Kat66].

Step 3 (decomposition of X ): Following the arguments of Step 2 we obtain, by

applying the closure in X to (4.25):

Xk =
( ⋂
λ∈σk

ker ΠL,λ
)
⊕ span{µk : −ck ∈ σk ∧ |k|1 ≥ k}. (4.27)

Notice that σk is finite. The sum is still a direct sum, since every µk in the “span-term”
of the right hand side lies in the range of some ΠL,λ with λ ∈ σk. Altogether this implies
that Xk is a closed subspace of X such that

X = Xk ⊕ span{µk : |k|1 ≤ k − 1}, (4.28)

and the two components are closed and disjoint subspaces of X .

Step 4 (decomposition of L): L can always be decomposed according to its spectral

projections. Since we can write each subspace Xk as (4.27), it becomes clear that L
can also be decomposed according to (4.28).

Concerning the spectrum of L in Xk we recall that σ(L|ker ΠL,λ) = σ(L)\{λ}. Thus,
we obtain from (4.27) that σ(L|Xk) = {−ck : |k|1 ≥ k}. �

Corollary 4.15. For every λ ∈ σ(L) the algebraic eigenspace coincides with the
geometric eigenspace.
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Proof. Since dim ran ΠL,λ < ∞ for every λ ∈ σ(L), we conclude from (4.26) that
ran ΠL,λ = span{µk : −ck = λ}. Therefore, M(λ − L) ⊆ span{µk : −ck = λ},
according to (B.7). On the other hand we know that

span{µk : −ck = λ} = ker(λ− L) ⊆M(λ− L).

�

After having established the spectrum-related subspaces Xk, we now turn to the
semigroup which is generated by L.

Lemma 4.16. The Fokker-Planck operator L generates a C0-semigroup of bounded
operators in X , which is denoted by (etL)t≥0.

Proof. From (4.15) in the proof of Lemma 4.7 we find that for ζ = 1
2(1 +β2 + tr C)

the operator (L − ζ)|C∞0 (Rd), and thus L − ζ, is dissipative. Furthermore, every λ > ζ

lies in ρ(L − ζ), see Corollary 4.11. So we may apply the Lumer-Phillips Theorem
(cf. Theorem 1.4.3 in [Paz83]) which proves that L − ζ generates a C0-semigroup of
contractions, thus L generates a C0-semigroup of bounded operators in X . �

According to equation (1.2) in [Met01] the semigroup operators etL for t > 0 are
explicitly given by

(etLf)(x) = (4π)−n/2 det Q
−1/2
t et trC

ˆ
Rd

exp
(
− 1

4
y>Q−1

t y
)
f(etCx− y) dy, (4.29)

where Qt = (2C)−1(e2tC − I). We can equivalently use the following representation in
Fourier space, which is useful for the subsequent analysis.

Lemma 4.17. For f ∈ X and t ≥ 0 there holds

F [etLf ](ξ) = exp
(
− ξ>[(2C)−1(I− e−2tC)]ξ

)
· f̂(e−tCξ). (4.30)

Proof. If t = 0 the identity is obviously fulfilled, so we assume t > 0 in the following.
For f ∈ X (4.29) is well defined, and we can write it as

(etLf)(x) = (4π)−n/2 det Q
−1/2
t et trC(ϕ ∗ f)(etCx),

where ϕ(x) = exp(−1
4y>Q−1

t y). Using the fact that Qt is diagonal we immediately

obtain that ϕ̂(ξ) = (det 4πQt)
1/2 exp(−ξ>Qtξ). With this we can write the Fourier

transform of (4.29) as

F [etLf ](ξ) = (4π)−n/2 det Q
−1/2
t F [ϕ ∗ f ](e−tCξ)

= exp
(
− ξ>[(2C)−1(I− e−2tC)]ξ

)
f̂(e−tCξ).

So (4.29) and (4.30) are equivalent for all f ∈ X . �

For the rest of this article we mostly use the representation (4.30) of (etL)t≥0. Since
Xk is L-invariant for all k ∈ N, it is immediate that L|Xk generates a semigroup on
every Xk. In the next step we investigate the long-time behavior of (etL|Xk)t≥0 on the
subspaces Xk.

Proposition 4.18. For every k ∈ N there exists a constant Ck > 0 such that there
holds

‖etL|Xk‖B(Xk) ≤ Cke−tkc1 , ∀t ≥ 0, (4.31)

where c1 is the smallest entry of c.
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Proof. We fix k ∈ N and take any f ∈ Xk. Then we estimate etLf using the
||| · |||ω-norm. (4.30) implies for any ` ∈ {1, . . . , d} and for t ≥ 1:∥∥∥F [etLf ]

(
ξ + i

β

2
e`

)∥∥∥2

L2(Rdξ)
=

ˆ
Rd

∣∣∣ exp
[
−
(
ξ + i

β

2
e`

)>
[C−1(I− e−2tC)]

(
ξ + i

β

2
e`

)]∣∣∣
·
∣∣∣f̂(e−tC

(
ξ + i

β

2
e`

))∣∣∣2 dξ

≤ C
ˆ
Rd

exp
(
− ξ>[C−1(I− e−2tC)]ξ

)
·
∣∣∣f̂(e−tC

(
ξ + i

β

2
e`

))∣∣∣2 dξ

≤ C
ˆ
Rd

exp
(
− |ξ|22γC

)∣∣∣f̂(e−tC
(
ξ + i

β

2
e`

))∣∣∣2 dξ, (4.32)

where γC = (1− e−2c1)/c1 > 0. Now f̂ is analytic, and since f ∈ Xk we get from (4.21)

that f̂(ξ) = O(|ξ|k2) as |ξ|2 → 0 (use the inequality between the geometric and the qua-

dratic mean). In particular, there exists some C > 0 and r > 0 such that |f̂(ξ)| ≤ C|ξ|k2
for all |ξ|2 < r. Let us now consider all ξ ∈ Rd such that |e−tC(ξ + iβ2 e`)|2 < r for some

t > 0. This is equivalent to |e−tCξ|22 < r2 − β2

4 e−2tc` . Choose now t0 > 0 such that
β2

4 e−2t0c` ≤ r2

2 . Then, for any t > t0, the previous inequality is certainly satisfied

if e−2tc1 |ξ|22 < r2

2 , or equivalently |ξ|2 < retc1/2 =: Rt. We use this to continue the
estimate of (4.32), now for t ≥ max{t0, 1}:ˆ

Rd
e−|ξ|

2
2γC
∣∣∣f̂(e−tC

(
ξ + i

β

2
e`

))∣∣∣2 dξ

≤ C
ˆ
|ξ|2<Rt

e−|ξ|
2
2γC
∣∣∣e−tC(ξ + i

β

2
e`

)∣∣∣2k
2

dξ

+

ˆ
|ξ|2>Rt

e−|ξ|
2
2γC
∣∣∣f̂(e−tC

(
ξ + i

β

2
e`

))∣∣∣2 dξ

≤ Ce−2kc1t

ˆ
|ξ|2<Rt

e−|ξ|
2
2γC
∣∣∣ξ + i

β

2
e`

∣∣∣2k
2

dξ + C

ˆ
|ξ|2>Rt

e−|ξ|
2
2γC dξ

≤ Ce−2kc1t

ˆ
Rd

e−|ξ|
2
2γC
∣∣∣ξ + i

β

2
e`

∣∣∣2k
2

dξ + C

ˆ
|ξ|2>Rt

e−|ξ|
2
2γC dξ

= Ce−2kc1t + C

ˆ
|ξ|2>Rt

e−|ξ|
2
2γC dξ.

In the above calculations we have used the behavior of f̂ around the origin in the
first integral, and the uniform boundedness of f̂ shown in Lemma C.4 in order to
estimate the second integral. Next we verify that the remaining integral decays super-
exponentially as t→∞. We easily find that for t > 0 (and thus Rt) sufficiently large,
by using spherical coordinates (Sd is the surface of the unit sphere in Rd):ˆ

|ξ|2>Rt
e−|ξ|

2
2γC dξ = Sd

ˆ
ρ>Rt

exp(−ρ2γC)ρd−1 dρ ≤ Sd
ˆ
ρ>Rt

exp(−ργC)ρd−1 dρ

≤ Sd
ˆ
ρ>Rt

exp(−ργC/2) dρ =
2Sd
γC

exp
(
− rγC

4
etc1
)
.



4.2. ANALYSIS OF THE FOKKER-PLANCK OPERATOR 45

This decays super-exponentially, and we conclude that there exists some C > 0 such
that for all t > 0 sufficiently large there holdsˆ

Rd
e−|ξ|

2
2γC
∣∣∣f̂(e−tC

(
ξ + i

β

2
e`

))∣∣∣2 dξ ≤ Ce−2kc1t. (4.33)

Since (etL)t≥0 is uniformly bounded the above estimate (4.33) holds true for all t ≥ 0
for an appropriately large constant C > 0. We get the estimate (4.33) for every term
in the norm |||etLf |||ω, so we conclude: For every f ∈ Xk there exists some C > 0 such
that we have for all t ≥ 0:

‖etLf‖ω ≤ Ce−kc1t.

This implies for every f ∈ Xk and ε > 0ˆ ∞
0
‖et(L+kc1−ε)f‖ω dt <∞.

We now apply the Theorem of Datko and Pazy, see Theorem V.1.8 in [EN00], for p = 1,
which yields that for every ε > 0 there is a constant Ck,ε > 0 such that

‖etL|Xk‖B(Xk) ≤ Ck,εe−t(kc1−ε). (4.34)

In order to prove that the decay rate is indeed sharp (i.e. we can choose ε = 0),
we start with the observation that according to Proposition 4.14 we can write
Xk = Xk+1 ⊕ span{µk : |k|1 = k}, and both spaces are invariant under the semigroup
(etL)t≥0. According to (4.34) the semigroup on Xk+1 decays with an exponential rate
of −(k + 1)c1 + ε. For each eigenfunction µk we know the exact rate −ck, so on
span{µk : |k|1 = k} the semigroup (etL)t≥0 decays with the exponential rate

− min
|k|1=k

ck = −kc1.

Combining those two decay estimates, we conclude that on Xk the estimate (4.34)
indeed holds true for ε = 0, which is exactly the desired inequality (4.31). �

Remark 4.19. In the above proof one can alternatively use the Taylor expansion
of f̂ with remainder in Lagrange form. Then the proof is carried out in a similar form,
however one can avoid the splitting of the integral coming from the norm into two
parts, as well as the application of the Theorem of Datko and Pazy. Hence, the analysis
becomes more straight-forward. That alternative proof can be found in [AAS15], after
Proposition 4.3.

To conclude this section, we summarize the results obtained in this section.

Theorem 4.20. Let ω(x) =
∑d

i=1 coshβxi for any β > 0. The Fokker-Planck
operator L|C∞0 (Rd) is closable in X := L2(ω), we write L = clX L|C∞0 (Rd). In X the

operator L has the following properties:

(i) The resolvent of L is compact, and σ(L) consists entirely of isolated eigenval-
ues.

(ii) The spectrum of L is given by

σ(L) = {−ck : k ∈ Nd},
where c is the line vector containing the diagonal entries of C.
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(iii) For every λ ∈ σ(L) the corresponding eigenspace of L is given by

span{µk : −ck = λ,k ∈ Nd},
where the functions µk, k ∈ Nd, are defined in Theorem 4.4.

(iv) For every k ∈ N the subspaces Xk ⊆ X (see (4.20)) are L-invariant, and
σ(L|Xk) = {−ck : |k|1 ≥ k}.

(v) For every k ∈ N the operator L|Xk generates a C0-semigroup (etL|Xk)t≥0 on
Xk, and there exists a constant Ck such that

‖etL|Xk‖B(Xk) ≤ Cke−tkc1 , ∀t ≥ 0. (4.35)

4.3. The perturbed Fokker-Planck operator

Having established L in X , we now turn to the investigation of the properties of
the perturbed operator L+ Θ. We make the following assumptions on Θ:

(C) Conditions on Θ: We assume that Θf := ϑ∗f for all f ∈ X , and the convolution
kernel ϑ has the following properties:

(i) The Fourier transform ϑ̂ can be extended to an analytic function in Ωβ/2 (also

denoted by ϑ̂), and ϑ̂ ∈ L∞(Ωβ/2).

(ii) There holds ϑ̂(0) = 0, i.e. ϑ is massless.
(iii) The function

ξ 7→
ˆ 1

0

1

s
ϑ̂(ξ>sC) ds

is analytic in Ωβ/2, and its real part lies in L∞(Ωβ/2).

Lemma 4.21. Let the assumptions (C) hold. Then, for every k ∈ N there holds
Θ ∈ B(Xk,Xk+1).

Proof. Step 1: Boundedness of Θ: Because of (C)(i) we have for every f ∈ X that

F [Θf ] = ϑ̂f̂ is analytic in Ωβ/2, and since f satisfies (4.10) we find

sup
|b|1<β/2
b∈Rd

‖ϑ̂f̂(·+ ib)‖L2(Rd) <∞.

So according to Proposition 4.5 Θ maps X into X . In order to show the boundedness
of Θ we use the norm ||| · |||ω, see (4.12). We start with the following computation, where
` ∈ {1, . . . , d}:ˆ

Rd

∣∣∣(ϑ̂f̂)
(
ξ ± i

β

2
e`

)∣∣∣2 dξ = lim
b↗β/2

ˆ
Rd

∣∣(ϑ̂f̂)(ξ ± ibe`)
∣∣2 dξ

≤ ‖ϑ̂‖2L∞(Ωβ/2) lim
b↗β/2

ˆ
Rd

∣∣f̂(ξ ± ibe`)
∣∣2 dξ

= ‖ϑ̂‖2L∞(Ωβ/2)

ˆ
Rd

∣∣∣f̂(ξ ± i
β

2
e`

)∣∣∣2 dξ.

Here we have used (ii) in Proposition 4.5. Note that ϑ̂f̂ is the Fourier-transform of
an element of X , and thus we may evaluate it at the boundary of Ωβ/2 in the sense of

L2-functions. We can repeat the above estimate for every ` ∈ {1, . . . , d} and conclude

from (4.12) that Θ is bounded in X with a norm proportional to ‖ϑ̂‖L∞(Ωβ/2).
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Step 2: Θ: Xk → Xk+1: According to (4.21) f lies in Xk iff f̂ has a zero of order

greater than or equal to k at the origin. Now, because of (C)(ii), ϑ̂f̂ has a zero of
order greater than or equal to k + 1 at the origin. Together with the first part of this
proof this shows that Θf ∈ Xk+1. �

Corollary 4.22. If Θ satisfies (C) then for every k ∈ N the space Xk is invariant
under L+ Θ.

Proof. This is an immediate consequence of Proposition 4.14 and Lemma 4.21
above. �

Throughout the rest of this article we always assume that Θ is such that the con-
ditions (C) are satisfied in X for some β > 0. Now we fix this β and consider X with

the according weight function ω(x) =
∑d

j=1 coshβxj .

Lemma 4.23. The spectrum σ(L+ Θ) consists entirely of isolated eigenvalues.

Proof. First we show that the resolvent of L + Θ is compact in X . According
to Theorem 4.20 L generates a C0-semigroup of bounded operators in X and has a
compact resolvent. According to Lemma 4.21 Θ is a bounded operator. Thus we can
apply Proposition III.1.12 in [EN00], which proves that RL+Θ(ζ) is compact in X for
every ζ ∈ ρ(L + Θ). It now remains to apply the Theorem III.6.29 in [Kat66], which
proves that σ(L+ Θ) consists entirely of isolated eigenvalues. �

In order to characterize the spectrum of L + Θ and the corresponding semigroup
we introduce the operator Ψ: X → X : f 7→ f ∗ ψ. The function ψ is defined via the
Fourier transform by

ψ̂(ξ) := exp
(ˆ 1

0

1

s
ϑ̂(ξ>sC) ds

)
.

Lemma 4.24. Ψ satisfies the following properties in X :

(i) For every k ∈ N the operator Ψ: Xk → Xk is a bijection.

(ii) Both Ψ and its inverse Ψ−1 are bounded, and Ψ−1f = F−1[f̂/ψ̂] for all f ∈ X .

Proof. For the moment we define the operator Ψ̄f := F−1[f̂/ψ̂] for all f ∈ X , and
show in the following that it is the inverse of Ψ. To begin with we note that because
of the condition (C)(iii) both ψ̂ and 1/ψ̂ are analytic and uniformly bounded in Ωβ/2.

Thus it follows analogously to the proof of Lemma 4.21 that both Ψ and Ψ̄ are bounded
operators in X .

Since ψ̂ and 1/ψ̂ both do not have any zeros in Ωβ/2 (especially at ξ = 0) it follows

from the characterization (4.21) of the space Xk that Ψ and Ψ̄ map Xk into itself for
every k ∈ N.

Finally we observe that for every f ∈ X there holds ΨΨ̄f = Ψ̄Ψ = f , which finally
proves that Ψ̄ = Ψ−1. �

Proposition 4.25. There holds

(i) σ(L+ Θ) = σ(L).
(ii) For every k ∈ Nd the function fk := Ψµk is an eigenfunction of L+ Θ to the

eigenvalue −ck. Furthermore, for every λ ∈ σ(L+ Θ)

ker(λ− L−Θ) = span{fk : −ck = λ}.
(iii) The eigenfunctions satisfy fk = ∇kf0 for all k ∈ Nd.
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Proof. From Lemma 4.23 we know that the spectrum of L+ Θ consists entirely of
eigenvalues. So, in order to determine the spectrum we look for λ ∈ C and non-trivial
solutions f ∈ X of (λ−L−Θ)f = 0. After applying the Fourier transform this equation
reads

(λ+ ξ · ξ)f̂ + ξ>C∇f̂ = ϑ̂f̂ .

We now make the (non-restrictive) ansatz f̂ = p̂ψ̂. Note that because of (C)(iii) and

ψ̂ 6= 0 in Ωβ/2, the requirement f ∈ X implies that p̂ is analytic in Ωβ/2. A short

calculations shows that ψ̂ϑ̂ = ξ>C∇ψ̂. Using this, we obtain the following equation
for p̂:

(λ+ ξ · ξ)p̂+ ξ>C∇p̂ = 0.

We find that this is exactly the equation (4.16). In the proof of Lemma 4.8 we have
shown that 0 6≡ p ∈ X is a solution iff λ ∈ {−ck : k ∈ Nd}. And for a fixed λ ∈ C,
p ∈ span{µk : −ck = λ}. �

Corollary 4.26. Ψ is a similarity map between L and L+ Θ.

Proof. According to Proposition 4.25 the eigenfunctions of L and L+ Θ are related
by fk = Ψµk, for every k ∈ Nd. So we find for every ζ /∈ σ(L) and k ∈ Nd that the
resolvents satisfy

RL(ζ)µk =
1

ζ + ck
µk = Ψ−1 1

ζ + ck
fk = Ψ−1RL+Θ(ζ)Ψµk.

Since span{µk : k ∈ Nd} ⊂ X is dense and all occurring operators are bounded, we
conclude the following operator equality in X :

ΨRL(ζ)Ψ−1 = RL+Θ(ζ). (4.36)

Taking the inverse shows the similarity L+ Θ = ΨLΨ−1. �

Proposition 4.27. On every space Xk, with k ∈ N, the operator L+Θ generates a
C0-semigroup of bounded operators (et(L+Θ)|Xk)t≥0. For every k ∈ N there exists some

constant C̃k > 0 such that

‖et(L+Θ)|Xk‖B(Xk) ≤ C̃ke−tkc1 , ∀t ≥ 0.

Proof. For this we show the similarity of L and L + Θ shown in Corollary 4.26.
Fix any k ∈ N. According to Corollary 4.22 and Lemma 4.24 the identity (4.36) holds
also in Xk, and RL+Θ(ζ) is a bounded operator in Xk. Now we apply the Hille-Yosida
Theorem to the decay estimate presented in Theorem 4.20 (v). It shows that for all
n ∈ N∗ and Re ζ > −kc1 there holds

‖RL(ζ)n|Xk‖B(Xk) ≤
Ck

(Re ζ + kc1)n
,

where Ck > 0 is the same constant as in (4.35). Applying this resolvent estimate to
(4.36) yields that for all n ∈ N and Re ζ > −kc1 we have

‖RL+Θ(ζ)n|Xk‖B(Xk) ≤
Ck‖Ψ‖B(Xk)‖Ψ−1‖B(Xk)

(Re ζ + kc1)n
.

Applying the Hille-Yosida Theorem again implies that L+Θ generates a C0-semigroup
of bounded operators, and that it satisfies the following estimate:

‖et(L+Θ)|Xk‖B(Xk) ≤ C̃ke−tkc1 ,
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where 0 < C̃k ≤ Ck‖Ψ‖B(Xk)‖Ψ−1‖B(Xk). �

We conclude this section by summarizing the main results.

Theorem 4.28. Under the conditions (C) on Θ, the perturbed Fokker-Planck op-
erator L+ Θ has the following properties in X :

(i) σ(L+ Θ) = σ(L) = {−ck : k ∈ Nd}, i.e. L+ Θ is an isospectral deformation
of L.

(ii) The functions fk = Ψµk are eigenfunctions of L+Θ for all k ∈ Nd. For every
λ ∈ σ(L+ Θ) the corresponding eigenspace is given by

ker(λ− (L+ Θ)) = span{fk : −ck = λ}.
(iii) For every k ∈ N, (L+ Θ)|Xk generates a C0-semigroup (et(L+Θ)|Xk)t≥0 on Xk,

and there exists a constant C̃k > 0 such that∥∥et(L+Θ)|Xk
∥∥

B(Xk)
≤ C̃ke−c1kt, ∀t ≥ 0.

In particular, this theorem implies exponential convergence of the solutions of the
perturbed Fokker-Planck equation towards the stationary solution:

Corollary 4.29. Let an initial condition ϕ ∈ X at t = 0 be given, and let
f(t) := et(L+Θ)ϕ be the corresponding solution of the perturbed Fokker-Planck equa-
tion (1.1). Set m :=

´
Rd ϕ(x) dx ∈ C (the “mass” of ϕ). Then there exists a constant

C > 0 such that

‖f(t)−mf0‖ω ≤ C‖ϕ−mf0‖ωe−tc1 , ∀t ≥ 0,

i.e. f(t) converges exponentially to mf0, with a rate independent of Θ.

Proof. Since f0 is the unique normalized zero eigenfunction of L+ Θ we obtain:

f(t)−mf0 = et(L+Θ)(ϕ−mf0).

Since ϕ − mf0 has zero mean, it follows from Lemma 4.20 that it lies in X1. But
(et(L+Θ))t≥0 decays exponentially on X1 with rate −c1, see Theorem 4.28 (iii). So we
get for all t ≥ 0:

‖f(t)−mf0‖ω = ‖et(L+Θ)(ϕ−mf0)‖ω ≤ C̃1‖(ϕ−mf0)‖ω e−tc1 .

�

Remark 4.30. Note that L + Θ is neither self-adjoint in X nor in X . But the
fact that L + Θ is similar to L, see Corollary 4.26, and that the similarity map Ψ is
a bounded bijection with bounded inverse, suggests that L + Θ is self-adjoint in an
appropriate space. To demonstrate this we introduce the inner product

〈f, g〉X :=

ˆ
Rd

1

µ
Ψ−1f ·Ψ−1g dx,

and the corresponding norm ‖ · ‖X. The associated space X is the set of all functions
such that ‖ · ‖X is finite. This is indeed a Hilbert space, and Ψ is an isometry between
X and X. Using (4.36) we see the self-adjointness of L+ Θ in X:

〈(L+ Θ)f, g〉X = 〈Ψ ◦ L ◦Ψ−1f, g〉X
= 〈L(Ψ−1f),Ψ−1g〉X = 〈Ψ−1f, L(Ψ−1g)〉X
= 〈f, (L+ Θ)g〉X,
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where we have used the self-adjointness of L in X. In X the eigenfunctions fk of L+ Θ
are orthogonal again (like the functions µk in X). Altogether, we conclude that L in
H and L + Θ in X are isometrically equivalent via the map Ψ. Hence, L + Θ inherits
most properties of L. However, we point out that discovering the map Ψ, without the
preceding analysis, is a non-trivial issue.

The Hilbert space X is difficult to be characterized explicitly. In particular, it is
usually not possible to describe X as a weighted L2-space. A simple calculation shows
that X = L2(ν) for some weight function ν only if for all f ∈ C∞0 (Rd) there holds

ν =
1

f
·
( 1

ψ

)
∗
((1/ψ) ∗ f

µ

)
.

But in general this function ν will not be independent of f .



CHAPTER 5

The Fokker-Planck operator in other weighted spaces

The results of the previous chapters can be extended to L2-spaces with more general
weight functions, namely (5.12). We give an analysis of the unperturbed Fokker-Planck
operator (4.3) in the corresponding L2-spaces, which is based on a technique presented
in [GMM10]. To this end we need to introduce further notation and definitions.

Let X be a Hilbert space. For A ∈ C (X) and B ∈ B(X), we define
A+B := A|D(A) +B|D(A), which is closed with the domain D(A + B) := D(A). It
is convenient to define the open half plane ∆a := {z ∈ C : Re z > a} for a ∈ R. When
we introduce, for fixed N ∈ N, constants ζ0, . . . , ζN−1 ∈ C, we use the convention
{ζ0, . . . , ζN−1} := ∅ whenever N = 0. For a closed operator A we make the following
definitions:

Condition 5.1. Let a ∈ R and N ∈ N be given, and consider the (possibly empty)
finite set Z := {ζ0, . . . , ζN−1} ⊂ ∆a. We say that A ∈ C (X) fulfills the

• weak localization of the spectrum iff σ(A)∩∆a = Z. For a, Z given, we denote
the set of all operators A ∈ C (X) satisfying this condition by WLSX(a, Z).
• strong localization of the spectrum iff A ∈ WLSX(a, Z) and furthermore the

range of the spectral projection corresponding to the set Z is finite-dimensio-
nal. The set of all such operators A ∈ C (X) is denoted by SLSX(a, Z).

Whenever the choice of X is clear from the context, we shall omit the subscript X
in the notation, i.e. SLSX(a, Z) ≡ SLS(a, Z) and WLSX(a, Z) ≡WLS(a, Z).

Remark 5.2. Note that if A ∈ SLS(a, Z) for some a ∈ R and a finite set Z ⊂ C,
then Z ⊂ σp(A), see Proposition B.10 (iv).

Condition 5.3. Consider two Hilbert spaces X ↪→ X , a constant a ∈ R, and a
finite set Z := {ζ0, . . . , ζN−1} ⊂ ∆a, with N ∈ N. We define the set DCPX,X (a, Z) as
the set of all operators A ∈ C (X ) with the following properties: There exist operators
B ∈ B(X , X) and S ∈ C (X ) with D(A) = D(S), such that

(i) A = B + S,
(ii) σ(S) ∩∆a ⊆ Z,
(iii) there is some λ ∈ ∆a \ Z such that λ−A is injective in X .

The operators in DCPX,X (a, Z) are said to satisfy the decomposition property.

The following theorem is the key ingredient to finding an appropriate weight ω:

Theorem 5.4. Let X ↪→ X be two Hilbert spaces, and Z := {ζ0, . . . , ζN−1} ⊂ ∆a

for some N ∈ N, with a ∈ R fixed. Consider an operator A ∈ C (X) with the following
properties in X:

(i) For all 0 ≤ j ≤ N − 1 there holds ζj ∈ σ(A) and dimM(ζj −A) <∞.

51



52 5. THE FOKKER-PLANCK OPERATOR IN OTHER WEIGHTED SPACES

(ii) A can be decomposed according to the orthogonal projection onto

YN := [M(ζ0 −A)⊕ · · · ⊕M(ζN−1 −A)]⊥.

(iii) A− a is dissipative in YN .
(iv) ran(A− b)|YN = YN for some b > a.

Furthermore, assume in X :

(v) There exist B ∈ B(X , X) and an operator S ∈ C (X ) with the property that
S−a is dissipative, and there holds the decomposition A ⊂ B+S (in the sense
of graphs).

Then we have:

1. A generates a C0-semigroup both on X and YN . On YN the semigroup satisfies
the following estimate: ‖etA|YN ‖B(YN ) ≤ eat.

2. We have A ∈ SLSX(a, Z), and YN = ker(ΠA,0 + · · · + ΠA,N−1), where ΠA,j

denotes the spectral projection of A corresponding to ζj.
3. A is closable in X , its closure A := clX A also satisfies A ∈ SLSX (a, Z).

The algebraic eigenspaces satisfy M(ζj −A) = M(ζj −A) ⊂ X, for every
0 ≤ j ≤ N − 1.

4. For 0 ≤ j ≤ N−1, the spectral projection ΠA,j of A corresponding to ζj ∈ σ(A)
equals the closure of ΠA,j. In particular, ran ΠA,j = ran ΠA,j = M(ζj − A),
and

ker ΠA,j = YN ⊕
(⊕
`6=j

M(ζ` −A)
)
,

where YN := clX YN . A is decomposed according to
∑N−1

j=0 ΠA,j.
5. A generates a C0-semigroup both on X and YN , and for any a′ > a there

exists some Ca′ ≥ 1 such that

‖etA|YN ‖B(YN ) ≤ Ca′ea
′t, ∀t ≥ 0.

This result and the corresponding proof is based on Corollary 4.2 in [GMM10], and
[AGG+12], where a simpler version of that theory was applied to the Wigner-Fokker-
Planck operator.

Proof. We start by proving Result 1. According to Assumption (ii) we have
A ∈ C (YN ). Because of the Conditions (iii) and (iv) the operator A− a fulfills the re-
quirements of the Lumer-Phillips Theorem in YN . Hence A−a generates a C0-semigroup
of contractions on YN . Equivalently, A generates a C0-semigroup (etA|YN )t≥0 on YN
which satisfies the decay estimate given in Result 1. The orthogonal complement of YN
in X, M(ζ0−A)⊕ · · · ⊕M(ζN−1−A), is a finite-dimensional, A-invariant space. So A
is a bounded operator on this space, and clearly generates a semigroup (etA|Y ⊥N )t≥0 on

Y ⊥N . Since A is decomposed according to X = YN ⊕Y ⊥N (see the discussion after Propo-
sition B.9 in the Appendix), we conclude that A generates a C0-semigroup of bounded
operators (etA)t≥0 on X = YN ⊕ Y ⊥N , where (etA)t≥0 = (etA|YN )t≥0 ⊗ (etA|Y ⊥N )t≥0.

We now show Result 2. Because of semigroup decay estimate shown in Result 1
above we know that σ(A|YN ) ∩ ∆a = ∅. On Y ⊥N we have σ(A|Y ⊥N ) = σp(A|Y ⊥N ) = Z.

Combining these results we obtain σ(A)∩∆a = Z. This proves that A ∈WLSX(a, Z).
Next we apply Lemma B.13 with Y = YN , which shows that for every 0 ≤ j ≤ N−1 we
have ran ΠA,j = M(ζj −A), where ΠA,j is the spectral projection corresponding to ζj .
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Since the algebraic eigenspaces M(ζj−A), for 0 ≤ j ≤ N−1, are finite-dimensional, this
proves A ∈ SLSX(a, Z), according to Proposition B.10 (iv). Furthermore, we obtain
that YN = ker(ΠA,0 + · · ·+ ΠA,N−1).

For Result 3 we adapt the proof of Corollary 4.2 in [GMM10]. We begin by showing
that S from Assumption (v) generates a C0-semigroup on X . From Assumption (v) we
find that B|X ∈ B(X), and since A generates a C0-semigroup on X, see Result 1, the

operator S|D(A) = A − B|D(A) also generates a C0-semigroup (etS|D(A))t≥0 on X. For

f ∈ D(A) the map t 7→ etS|D(A)f lies in C1((0,∞);X). Because of X ∈ X we find that
this map also lies in C1((0,∞);X ). Since S − a is dissipative in X , we obtain for all
t > 0 and f ∈ D(A):

d

dt

∥∥etS|D(A)f
∥∥2

X = 2 Re〈SetS|D(A)f, etS|D(A)f〉X ≤ 2a
∥∥etS|D(A)f

∥∥2

X .

The Grönwall inequality implies for all f ∈ D(A):∥∥etS|D(A)f
∥∥
X ≤ eat‖f‖X , ∀t ≥ 0. (5.1)

Because of X ↪→ X we have D(A) ⊂ X dense. So we may consider the closure

T (t) := clX etS|D(A) , which is a bounded operator on X for every t ≥ 0 with the norm eat,
and we get an estimate of the form (5.1) for all f ∈ X . We then apply Lemma C.5 (with
A = S|D(A)), which proves that (T (t))t≥0 is a C0-semigroup on X , and its generator is
S := clX S|D(A) (here we possibly redefine S). This (new) S still fulfills Assumption
(v). Together with B ∈ B(X ) this implies that A := clX A ≡ B + S is the generator
of a C0-semigroup (etA)t≥0. With this choice of B,S there holds A ∈ DCPX,X (a, Z).
To see this, we verify the conditions in Definition 5.3. According to the assumptions,
Condition (i) from Definition 5.3 is clearly verified. From the estimate (5.1) for the
semigroup generated by S on X we deduce for the spectral bound s(S) ≤ a. Hence,
σ(S)∩∆a = ∅. This shows that Definition 5.3 (ii) is fulfilled. Finally, since A generates
a C0-semigroup, there holds ρ(A) ⊃ ∆a′ for some a′ > a. So we can easily find some
λ ∈ ∆a that fulfills Definition 5.3 (iii).

From Result 2 we know that A ∈ WLSX(a, Z). And we have just shown that
A ∈ DCPX,X (a, Z). So the requirements of Theorem B.15 are fulfilled. We conclude
that A ∈ SLSX (a, Z), and M(ζj−A) = M(ζj−A) for all 0 ≤ j ≤ N −1. This confirms
Result 3.

For Result 4 we first characterize ΠA,j in X. We have already demonstrated in the
proof of Result 2 that ran ΠA,j = M(ζj −A) for 0 ≤ j ≤ N − 1, and

ker ΠA,j = YN ⊕
(⊕
6̀=j
M(ζ` −A)

)
, 0 ≤ j ≤ N − 1.

There holds A ∈ SLSX(a, Z) and A ∈ SLSX (a, Z). We denote the spectral projection
of A and A corresponding to the set Z by ΠA,Z and ΠA,Z , respectively. Similar to the
proof of Proposition 3.12 we observe that ΠA,Z ⊂ ΠA,Z . By applying Lemma C.1 we
conclude that

YN := clX YN = ker ΠA,Z ,
N−1⊕
j=0

M(ζj −A) = ran ΠA,Z .
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Note that dimM(ζj − A) <∞ for all 0 ≤ j ≤ N − 1. Since ΠA,Z ∈ B(X ), this shows
that we can write (see the discussion in Section C.2 in the Appendix)

X = YN ⊕
(N−1⊕
j=0

M(ζj −A)
)
. (5.2)

By mimicking the above argument with ΠA,j instead of ΠA,Z and by using the fact
that dimM(ζj − A) = dim ran ΠA,j < ∞ for all 0 ≤ j ≤ N − 1 we obtain that
ran ΠA,j = M(ζj−A) = M(ζj−A), for all 0 ≤ j ≤ N −1. Applying this result in (5.2)
proves Result 4.

Finally, we show Result 5. From the end of the proof of Result 3 we know that we
can apply Theorem B.15. It yields the following representation of the resolvent:

RA(ζ) = (ζ − S)−1 +RA(ζ)B(ζ − S)−1, ∀ζ ∈ ∆a\Z. (5.3)

Our goal is to show a uniform estimate of RA(ζ) by using (5.3). The operators of the
semigroup (T (t))t≥0 generated by S satisfy ‖T (t)‖B(X ) ≤ eat for all t ≥ 0, according to
(5.1). So we may apply the Hille-Yosida theorem to get the resolvent estimate

‖(ζ − S)−1‖B(X ) ≤
1

Re ζ − a, Re ζ > a. (5.4)

By combining the growth bound of (etA)t≥0 shown in Result 1 and Result 2 we may
apply Lemma B.14 from the Appendix. This yields the following estimate, which holds
true (uniformly) for all ζ ∈ ∆a \ Z:

‖RA(ζ)‖B(X) ≤ C max

{
1

Re ζ − a,
|ζ − ζ0|d0−1 + 1

|ζ − ζ0|d0
, . . . ,

|ζ − ζN−1|dN−1−1 + 1

|ζ − ζN−1|dN−1

}
.

(5.5)
Here, dj is the order of the pole of RA(ζ) at ζ = ζj . By inserting (5.4) and (5.5) into
(5.3) we get the following estimate, which is uniform in ζ ∈ ∆a \ Z:

‖RA(ζ)‖B(X ) ≤
1

Re ζ − a

[
1 + C max

{
1

Re ζ − a,
|ζ − ζ0|d0−1 + 1

|ζ − ζ0|d0
, . . . (5.6)

. . . ,
|ζ − ζN−1|dN−1−1 + 1

|ζ − ζN−1|dN−1

}]
,

where we absorbed ‖B‖B(X ,X) in the constant C. Now we follow an idea from the proof

of Proposition 4.8 in [AGG+12]: Because of Result 4 just shown above, ζ 7→ RA(ζ)|YN
is analytic in ∆a, so it has no singularities. Hence, it is uniformly bounded on every
compact subset of ∆a. Now we fix a compact set Ωc ⊂ ∆a, such that Z ⊂ Ω◦c . So
RA(ζ)|YN is uniformly bounded in Ωc. In the “complement” ∆a\Ωc we may apply (5.6).
Since we are away from the poles of RA(ζ) in ∆a, it implies that RA(ζ) (and therefore
also RA(ζ)|YN ) remains uniformly bounded on ∆a′ \ Ωc for any a′ > a. Combining
these estimates we get

sup
Re ζ>a′

‖RA(ζ)|YN ‖B(YN ) <∞, ∀a′ > a.

Then, by applying the Gearhart-Prüss-Greiner theorem (see Theorem V.1.11 in [EN00])
we obtain Result 5. �



5. THE FOKKER-PLANCK OPERATOR IN OTHER WEIGHTED SPACES 55

Next we apply this theorem to the d-dimensional Fokker-Planck operator L (see
Theorem 4.4 for its properties in L2(1/µ)). Our aim is to find a weight function ω
such that the closure of L in L2(ω) still satisfies most of the spectral properties of L in
X. In order to do so we are looking for operators B,S, such that the requirements of
Theorem 5.4 are fulfilled for any a ∈ R. The following lemma yields the appropriate
condition on the weight function. We use the notation from Theorem 4.4.

Lemma 5.5. Let a < 0, and fix a weight function ω(x) ∈ C2(Rd) that satisfies the
conditions

∃R > 0 : ∀|x|2 > R : ∆ω(x)− x>C∇ω(x) + ω(x) tr C ≤ 2aω(x), (5.7a)

∃W2 > W1 > 0 : ∀x ∈ Rd : W1 ≤ ω(x) ≤W2/µ(x). (5.7b)

Then, the Fokker-Planck operator L is closable in X := L2(ω), and the closure
L := clX L|C∞0 (Rd) has the following properties in X :

(i) The spectrum satisfies σ(L)∩∆a = σ(L)∩∆a = {−ck : k ∈ Nd∧−ck > a}. We
write σ(L)∩∆a =: {ζ0, . . . , ζN−1}, where we assume 0 = ζ0 > ζ1 > . . . > ζN−1

and N ∈ N∗. We have M(L − ζj) = ker(L − ζj) = span{µk : −ck = ζj} for
every 0 ≤ j ≤ N − 1.

(ii) For every 1 ≤ j ≤ N we define

Yj := clX span{µk : −ck ≥ ζj−1}⊥X ,
and Y0 := X . L is decomposed according to X = Yj ⊕ span{µk : −ck ≥ ζj−1}.

(iii) The spectral projection ΠL,j corresponding to the eigenvalue ζj fulfills

ran ΠL,j = span{µk : −ck = ζj}, ker ΠL,j = Yj+1 ⊕ span{µk : −ck > ζj}.
(iv) For every 0 ≤ j ≤ N −1, the operator L generates a C0-semigroup on Yj, and

there exists a constant Cj ≥ 1 such that we have the estimate∥∥etL|Yj
∥∥

B(Yj) ≤ Cje
ζjt, ∀t ≥ 0.

Proof. Our aim is to apply Theorem 5.4 for A = L. We fix a < 0, some weight
function ω that satisfies (5.7), and define X := L2(ω). Because of the condition (5.7b)
there always holds X ↪→ X .

Verification of the requirements of Theorem 5.4: In order to satisfy Condition (i) in

Theorem 5.4 we define Z := {ζ0, . . . , ζN−1} ≡ σ(L) ∩∆a = {−ck : k ∈ Nd ∧−ck > a},
see Theorem 4.4. Since L is self-adjoint in X, Proposition B.11 shows that for every
ζj the corresponding geometric eigenspace of L in X coincides with the corresponding
algebraic eigenspace. And Theorem 4.4 (iv) shows that the eigenspaces corresponding
to the ζj are all finite-dimensional. Hence condition (i) in Theorem 5.4 is satisfied.

The orthogonal complement YN of the eigenspaces of L in X corresponding to Z is
just

YN = clX span{µk : −ck ≤ a}.
Because the eigenfunctions {µk}k∈Nd are an orthogonal basis of X, it is clear that L is
decomposed according to

X = YN ⊕
(N−1⊕
j=0

M(ζj − L)
)
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Hence, Theorem 5.4 (ii) is verified. By writing (L−a)|YN as a Fourier series with respect
to {µk : −ck ≤ a} we immediately see that (L− a)|YN is dissipative in YN . This shows
that Condition (iii) in Theorem 5.4 is fulfilled. Since (L − a)|YN is self-adjoint in X,
see Theorem 4.4, we can apply the Lumer-Phillips Theorem for self-adjoint operators
(see Corollary 1.4.4 in [Paz83]), which proves that (L − a)|YN generates a contraction
semigroup in YN . This proves ∆0 ⊂ ρ((L− a)|YN ), and in particular b ∈ ρ((L− a)|YN )
for all b > a. This confirms Condition (iv) in Theorem 5.4.

In order to demonstrate that also the condition (v) is fulfilled, we make the following
calculation for f ∈ C∞0 (Rd):

Re〈Lf, f〉ω = −Re

ˆ
Rd

(∇f + Cxf) · (ω∇f + f∇ω) dx

= −‖∇f‖2ω − Re

ˆ
Rd
|f |2x>C∇ω dx− Re

ˆ
Rd
f∇f · (Cxω +∇ω) dx

= −‖∇f‖2ω +
1

2

ˆ
Rd
|f |2(∆ω − x>C∇ω + ω tr C) dx. (5.8)

Now we want to find some B ∈ B(X , X) such that (L−B − a)|C∞0 (Rd) is dissipative in

X . According to (5.8) this is equivalent to

−‖∇f‖2ω +
1

2

ˆ
Rd
|f |2(∆ω − x>C∇ω + ω tr C) dx ≤ a‖f‖2ω + 〈Bf, f〉ω, (5.9)

for all f ∈ C∞0 (Rd). We use this to construct a convenient operator B: Let R > 0
be the constant from (5.7a). For functions f ∈ C∞0 (Rd) with supp f ⊂ B2

R+1(0)c we
shall allow Bf ≡ 0, since then (5.9) is fulfilled, because of (5.7a). This motivates us
to set Bf := b · ηR · f , with b > 0, where ηR ∈ C∞0 (Rd; [0, 1]), supp ηR ⊂ B2

R+1(0) and

ηR|B2
R(0) ≡ 1. It remains to determine b > 0. Since ω ∈ C2(Rd) there holds

sup
x∈B2

R(0)

1

2
(∆ω − x>C∇ω + ω tr C− 2a) =: M <∞.

Because of (5.7b), the inequality (5.9) is fulfilled if M ≤ W1b. Hence, we de-
fine b := max{0, MW1

}. With this choice of B the operator (L − B − a)|C∞0 (Rd) is

dissipative in X . According to (5.7b) the norms ‖ · ‖X and ‖ · ‖X are equiva-
lent on {f ∈ C∞0 (Rd) : supp f ⊂ B2

R+1(0)}, and so B ∈ B(X , X) follows immedi-
ately. With this we may define S|C∞0 (Rd) := (L − B)|C∞0 (Rd). According to (5.9)

the operator (S − a)|C∞0 (Rd) is dissipative in X , hence it is closable. So both

S|C∞0 (Rd) and L|C∞0 (Rd) ≡ (B + S)|C∞0 (Rd) are closable in X as well, and we may de-

fine S := clX S|C∞0 (Rd) and L := clX L|C∞0 (Rd). Obviously L ⊂ L, and so L ⊂ B + S,

and Requirement (v) of Theorem 5.4 is fulfilled.
Application of Theorem 5.4: In the previous paragraph of this proof we have already

seen that L = clX L|C∞0 (Rd) exists in C (X ). Result 3 of Theorem 5.4 immediately proves

Result (i).
Next we show the Results (ii) and (iii). Since the family {µk}k∈Nd is an orthogonal

basis of X, we easily find

ran ΠL,j = span{µk : −ck = ζj}, ker ΠL,j = span{µk : −ck = ζj}⊥,
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where we have already used Result (i). From Result 4 of Theorem 5.4 we know that for
every 0 ≤ j ≤ N − 1 there holds ΠL,j = clX ΠL,j . By applying Lemma C.1 we obtain

ran ΠL,j = span{µk : −ck = ζj}, ker ΠL,j = clX
(

span{µk : −ck = ζj}⊥X
)
. (5.10)

Next we introduce the spaces

Yj := clX
(
{µk : −ck > ζj}⊥X

)
, 0 ≤ j ≤ N − 1.

Since the spectral projections satisfy ΠL,iΠL,j = 0 for i 6= j (see Section B.2.2 in the
Appendix) we conclude with the help of (5.10) that

X = Yj ⊕M(L − ζj−1)⊕ · · · ⊕M(L− ζ0) ≡ Yj ⊕ span{µk : −ck > ζj}, (5.11)

for all 0 ≤ j ≤ N − 1. Furthermore, we see that Yj is the kernel of the spectral
projection ΠL,Z corresponding to the set Z := {ζ0, . . . , ζj−1} ⊂ σ(L). Hence it is clear
that L can be decomposed according to (5.11). �

Remark 5.6. The condition (5.7) on the weight function ω is not the only one
which leads to the results of Lemma 5.5. In [GMM10, Section 5.1], a different condition
denoted by (FP3) is presented. According to this, we could replace (5.7a) by

∃R > 0 : ∀|x|2 > R : ω(x)L

(
1

ω(x)

)
≤ 2a. (5.7a’)

In order to see that the results of Lemma 5.5 still hold true if ω satisfies (5.7a’) instead
of (5.7a), we only need to repeat the calculations below (5.8). We start similar to
(5.7a), with f ∈ C∞0 (Rd) (in order to keep notation more clear, we define ν := 1/ω):

Re〈Lf, f〉ω = −Re

ˆ
Rd
µ∇
(f
µ

)
· ∇
(f
ν

)
dx = −Re

ˆ
Rd
µ∇
(f
ν
· ν
µ

)
· ∇
(f
ν

)
dx

= −Re

ˆ
Rd
µ∇
(f
ν

)
·
[
ν

µ
∇
(f
ν

)
+
f

ν
∇
(ν
µ

)]
dx

= −
ˆ
Rd

∣∣∣∇(f
ν

)∣∣∣2ν dx +

ˆ
Rd

|f |2
2ν2
∇
(
µ∇
(ν
µ

))
dx

= −
ˆ
Rd

∣∣∣∇(f
ν

)∣∣∣2ν dx +

ˆ
Rd

|f |2
2ν2

Lν dx.

Analogously to the proof of Lemma 5.5 we therefore need to find an operator
B ∈ B(X , X) such that the following inequality holds for all f ∈ C∞0 (Rd):

−
ˆ
Rd

∣∣∣∇(f
ν

)∣∣∣2ν dx +

ˆ
Rd

|f |2
2ν2

Lν dx ≤ a‖f‖2ω + 〈Bf, f〉ω.

Given (5.7a’) we can construct B as in the proof of Lemma 5.5 and proceed analogously
from there on.

Remark 5.7. In the one-dimensional case (d = 1), and for a < 0 given, the

polynomial weight function ω(x) = 1 + x2(−bac+1) fulfills (5.7), thus the conclusions
of Lemma 5.5 apply to the Fokker-Planck operator L in L2(ω) for N = −bac. (Here,
b·c denotes the floor function.) Therefore, the spectrum of L in the half plane ∆a is
given by {0,−1, . . . ,−N+1}. These results are complemented in [GW02, Appendix A],
where an exhaustive analysis of the spectral properties of L in polynomially weighted
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spaces is given, and the complete spectrum is determined. For the one-dimensional
case see also [GR98].

In the following we turn our attention to L in exponentially weighted spaces. In
this case we are able to completely characterize the spectrum, and deduce the following
result:

Theorem 5.8. Choose constants β1, . . . , βd > 0 and γ1, . . . , γd ∈ (0, 2]. Further-
more, whenever γj = 2 for some j ∈ {1, . . . , d}, we additionally require βj < cj/2.
Define the weight function ω(x) either by

ω(x) :=

d∑
j=1

cosh
(
βj |xj |γj

)
, or by ω(x) :=

d∏
j=1

cosh
(
βj |xj |γj

)
. (5.12)

Then we have the following results in X := L2(ω):

(i) L|C∞0 (Rd) is closable in X , and we define L := clX L|C∞0 (Rd).

(ii) The spectrum satisfies σ(L) = {−ck : k ∈ Nd}, and for every λ ∈ σ(L) the
corresponding eigenspace satisfies

M(λ− L) = ker(ζ − L) = span{µk : k ∈ Nd ∧ −ck = λ}.
Here, the functions µk, for k ∈ Nd, are defined in Theorem 4.4. The se-
quence of (sorted) eigenvalues is denoted by (ζj)j∈N. We define them by
0 = ζ0 < ζ1 < ζ2 < . . ., and {ζj : j ∈ N} = σ(L).

(iii) We define Y0 := X , and for every N ∈ N∗

YN := clX span{µk : k ∈ Nd ∧ −ck ≤ ζN}.
The finite-dimensional space span{µk : k ∈ Nd ∧ −ck ≥ ζN−1} is a comple-
ment, and L is decomposed according to

X = YN ⊕ span{µk : k ∈ Nd ∧ −ck ≥ ζN−1}.
(iv) For every j ∈ N, the spectral projection ΠL,ζj of L corresponding to ζj ∈ σ(L)

fulfills

ran ΠL,ζj = span{µk : k ∈ Nd ∧ −ck = ζj},
ker ΠL,ζj = Yj+1 ⊕ span{µk : k ∈ Nd ∧ −ck ≥ ζj−1}.

(v) For every j ∈ N the operator L|Yj generates a C0-semigroup on Yj:

(e
tL|Yj )t≥0 ≡ (etL|Yj )t≥0.

There exists a constant Cj ≥ 1 such that the semigroup satisfies the estimate∥∥etL|Yj
∥∥

B(Yj) ≤ Cje
−ζjt, ∀t ≥ 0.

Proof. This is a direct application of Lemma 5.5. Given a weight function ω from
(5.12), we only need to verify that for every a < 0 the conditions (5.7) are verified. We
start with

ω(x) =

d∑
j=1

cosh
(
βj |xj |γj

)
.
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Since C is diagonal, the condition (5.7a) decouples. Thus, it is sufficient to show that
for every index j ∈ {1, . . . , d} the following one-dimensional condition is verified (with
x := xj , β := βj , γ := γj and c := cj):

lim
|x|→∞

(cosh(β|x|γ))′′ − cx(cosh(β|x|γ))′ + c cosh(β|x|γ)

cosh(β|x|γ)
= −∞.

Note that the lack of differentiability of ω around the origin is not an issue, since we
are only interested in the behavior as |x| → ∞. Since the expression in the limit is
symmetric in x, we can omit the modulus everywhere. With this, we compute

lim
x→∞

(cosh(βxγ))′′ − cx(cosh(βxγ))′ + c cosh(βxγ)

cosh(βxγ)

= lim
x→∞

(exp(βxγ))′′ − cx(exp(βxγ))′ + c exp(βxγ)

exp(βxγ)
(5.13)

= lim
x→∞

[βγ(γ − 1)xγ−2 + (βγxγ−1)2] exp(βxγ)− cβγxγ exp(βxγ) + c exp(βxγ)

exp(βxγ)

= lim
x→∞

(
− cβγxγ + β2γ2x2γ−2 + βγ(γ − 1)xγ−2 + c

)
.

The result of this limit depends on the highest power of x. Provided β, γ, c > 0, the
limit can be −∞ only if

γ ≥ 2γ − 2 ⇔ γ ≤ 2.

If γ < 2, the limit is always −∞. If γ = 2, the limit is −∞ iff

−cβγ + β2γ2 < 0 ⇔ β <
c

2
.

Under these conditions ω fulfills the condition (5.7) for all a < 0, so it is now straight-
forward to conclude the results of Theorem 5.8 from Lemma 5.5.

For the other weight function

ω(x) =

d∏
j=1

cosh
(
βj |xj |γj

)
,

we proceed similarly to above. We find

lim
x→∞

∆ω(x)− x>C∇ω(x) + ω(x) tr C

ω(x)

= lim
|x|2→∞

d∑
j=1

(exp(βjx
γj
j ))′′ − cjxj(exp(βjx

γj
j ))′ + cj exp(βjx

γj
j )

exp(βjx
γj
j )

.

This limit is −∞ iff for every j ∈ {1, . . . , d}:

lim
xj→∞

(exp(βjx
γj
j ))′′ − cjxj(exp(βjx

γj
j ))′ + cj exp(βjx

γj
j )

exp(βjx
γj
j )

= −∞.

Now, for every j ∈ {1, . . . , d} this limit coincides with (5.13). Hence, we obtain the
same conditions on βj and γj . From there on, we can proceed analogously to the first
part of the proof, and obtain the desired results of Theorem 5.8 also for the second
weight function in (5.12). �
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Remark 5.9. For γj = 0, for all j ∈ {1, . . . , d}, in Theorem 5.8 (i.e. X = L2(Rd))
the situation changes completely. From Theorem 4.4 in [Met01] we know: In L2(Rd)
there holds σ(L) = {ζ ∈ C : Re ζ ≤ trC

2 } and every ζ ∈ C with Re ζ < trC
2 is an

eigenvalue.

Remark 5.10. The representation of the Xk given in Proposition 3.14 still holds
true for the weight functions chosen in Theorem 5.8, since the proofs are completely
analogous.



CHAPTER 6

Simulation results

In this section we shall illustrate numerically the exponential convergence of solu-
tions of the one-dimensional perturbed Fokker-Planck equation (3.1) towards the sta-
tionary solution f0. Here we choose ϑ := ε(δ−α−δα), so Θf(x) = ε(f(x+α)−f(x−α)),
for some ε, α ∈ R. The eigenfunctions fk of the evolution operator L + Θ can be ob-
tained by an inverse Fourier transform, with f̂k explicitly given in (3.17). Assume that
the initial condition ϕ is a (finite) linear combination of the fk:

ϕ =

n∑
j=1

ajfkj .

Then, the solution to (3.1) reads explicitly

f(t, x) = et(L+Θ)
[ n∑
j=1

ajfkj

]
=

n∑
j=1

aje
−kjtfkj , ∀t ≥ 0.

0 1 2 3 4 5 6
Time t

‖et(L+Θ)ϕ1‖ω
1.73 e−t

e−2

e−3

e−1

e0

e−4

e−5

(a) Initial condition ϕ1 = (f1 − 1.32f2)/
‖f1 − 1.32f2‖ω.

0 1 2 3 4 5 6
Time t

‖et(L+Θ)ϕ2‖ω
22.53 e−t

e−2

e−3

e−1

e0

e1

e3

e2

(b) Initial condition ϕ2 = (χ[−4,0] − χ[0,4])/
‖χ[−4,0] − χ[0,4]‖ω ∈ X1.

Figure 1. Evolution of the norm ‖ · ‖ω of solutions of the perturbed
equation for different initial conditions ϕ. First published in [SA14].

In the simulation we use a mass conserving Crank-Nicolson finite difference scheme
for (3.1). It is employed on the spatial interval [−25, 25] (with 1500 gridpoints) along
with zero-flux boundary conditions. Moreover, we choose α = ε = 2 and β = 1, i.e.
X = L2(coshx).

The following numerical results verify the decaying behavior of solutions of (3.1),

and yield an estimate to the constants C̃k from Theorem 3.37. First we consider the

61
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initial condition ϕ1 = (f1 − 1.32f2)/‖f1 − 1.32f2‖ω. For the corresponding solution we
plot ‖f(t, ·)‖ω in Figure 1(a). Since the sequence (fk)k∈N is not orthogonal in X , the
initial decay rate is here smaller than the individual decay rate of f1 (i.e. −1). But
after some time, the f1-term becomes dominant, and the decay rate approaches −1.
For large times, the norm behaves approximately like 1.73 e−t, so we have the lower
bound C̃1 ≥ 1.73.

As a second example we choose the initial condition (at t = 0)

ϕ2 = (χ[−4,0] − χ[0,4])/‖χ[−4,0] − χ[0,4]‖ω.
It lies in X1 since it is massless. The evolution of ‖f(t, ·)‖ω is displayed in Figure 1(b).
Here, the norm even increases initially. Only after some time, the norm begins to
decay with a rate tending to −1. For large times t, the norm behaves approximately
like 22.53 e−t, which shows C̃1 ≥ 22.53.



APPENDIX A

Further results

A.1. The one-dimensional Fokker-Planck operator in the self-adjoint
setting

The aim of this section is to discuss some basic properties of the one-dimensional
Fokker-Planck operator L in X. Here we use the notation from Section 3.1.

Most of the results of Theorem 3.1 are covered by [Met01, BGM94, HN05]. Further-
more, it can be easily verified that L in X is isometrically equivalent to the (dimension-
less) quantum harmonic oscillator Hamiltonian A = −∆−1/2 +x2/4 in L2(R). This is
a well-understood operator, so we can transfer many results from A to L. An extensive
reference concerning properties of A is [Par10]. The compactness of the resolvent then
follows from Theorem XIII.67 in [RS78]. For some particular properties of the spectral
projections one might also consider Section V.3.5 in [Kat66].

However, for sake of completeness we also rigorously discuss the main properties of
L in X in the following, and give an independent proof of Theorem 3.1. To start with,
we consider the (still formal) Fokker-Planck operator Lf := f ′′ + xf ′ + f = ((f/µ)′µ)′

in the space X = L2(1/µ). Introducing the isometry ι : X → L2(R) : f 7→ f/
√
µ we

see that L|C∞0 (R) in X is equivalent to the following harmonic oscillator Hamiltonian in

L2(R):

A|C∞0 (R) = ι ◦ L|C∞0 (R) ◦ ι−1 =
(

∆ +
[1

2
− x2

4

])∣∣∣
C∞0 (R)

.

We first investigate A in L2(R), which is mostly a summary of the standard results
concerning the quantum harmonic oscillator.

Proposition A.1. The operator A|C∞0 (R) is closable in L2(R). The closure

A := clL2(R)A|C∞0 (R) is dissipative in L2(R).

Proof. For z ∈ C∞0 (R) we compute

〈A|C∞0 z, z〉L2(R) =

ˆ
R
µ−1/2L(zµ1/2)z dx

= −
ˆ
R
µ
∣∣(zµ−1/2

)′∣∣2 dx ≤ 0.

So A|C∞0 (R) is dissipative. Therefore it is also closable in L2(R) and the closure is also

dissipative, see Theorem 1.4.5 in [Paz83]. �

Next we investigate A in L2(R) more closely.

Proposition A.2. The operator A has the following properties in L2(R):

(i) A is self-adjoint and generates a C0-semigroup of contractions.
(ii) For any ζ ∈ ρ(A) the resolvent RA(ζ) is compact.
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Proof. The self-adjointness of A immediately follows from the Faris-Lavine theorem,
see Theorem X.38 in [RS75]. Together with Proposition A.1 we obtain that A = A∗ is
dissipative. So, according to Corollary 1.4.4 in [Paz83] A generates a C0-semigroup of
contractions.

The compactness of the resolvent is a direct consequence of Theorem XIII.67 in
[RS78]. �

Corollary A.3. For A we have in L2(R):

(i) The spectrum σ(A) consists entirely of isolated points, which are all eigenval-
ues.

(ii) For every eigenvalue the algebraic eigenspace coincides with the geometric
eigenspace, which has finite dimension. The eigenspaces form a complete or-
thogonal family in L2(R).

Proof. The statement (i) is a straightforward application of Theorem III.6.29 in
[Kat66]. Result (ii) follows from the spectral theorem for normal, compact operators,
cf. Theorem V.2.10 in [Kat66], and the discussion in Section V.3.5 in [Kat66]. �

Proposition A.4. There holds σ(A) = −N. For every k ∈ N the eigenspace of
A corresponding to the eigenvalue −k is one-dimensional and spanned by the function
Hkµ

1/2, where Hk is the k-th Hermite polynomial.

Proof. According to Corollary A.3 it is sufficient to look for eigenvalues in order to
compute the spectrum σ(A). Thus, we want to find all λ ∈ R and z ∈ L2(R) such that

(λ − A)z = 0. For the eigenfunction z we make the ansatz z = µ1/2p. Inserting this

in the eigenvalue equation and canceling the factor µ1/2 we end up with the following
equation for p:

p′′ − xp′ = λp. (A.1)

It is well-known that the solutions of this equation are the Hermite polynomials. From
the discussion in Section VIII.2.7.4 in [DL90] and Section V.10.4 in [CH53] we find
that (A.1) has a non-trivial solution in L2(R) iff λ ∈ −N. For every k ∈ N the solution
of (A.1) for λ = −k is a polynomial, and it is a multiple of the Hermite polynomial
Hk. �

See Appendix B.1 for some properties of the Hermite polynomials Hk, see also
[DL90].

With the isometrical equivalence of A and L via ι as discussed in the beginning of
this section it is immediate that all properties derived for A in L2(R) can be trans-
ferred one-to-one to L in X. The only modification concerns the eigenfunctions, the
eigenfunctions of L are (up to a normalization constant) given by the functions µHk

for k ∈ N.

A.2. Discussion of a particular Θ in X

In the following we use the notation from Section 3.1, with µ = exp(−x2/2) and
X = L2(1/µ).

The reason why the analysis of the perturbed Fokker-Planck operator L+ Θ is not
carried out in X is because X is ‘too small’ and does not even contain the stationary
solution of L + Θ. In Subsection A.2.1 we demonstrate this for a particular choice of
Θ. We suspect that the unboundedness of most nonlocal operators in X is the reason
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for this inconvenient behavior. For this reason, in Subsection A.2.2, we discuss the
boundedness of Θ in weighted L2-spaces with a weight which grows more slowly.

A.2.1. Nonexistence of a stationary solution in X. In the following we
demonstrate that for the particular perturbation Θaf(x) := f(x+ a)− f(x− a), with
a > 0, the equation (L + Θa)f = 0 only has the trivial solution f ≡ 0 in X. Note
that Θaf satisfies condition (C), see page 23. Our aim is to express both Θf and the
candidate for the stationary solution f0 in terms of the eigenfunction basis {µk}k∈N of
L.

According to Theorem 3.1 we the family {µk}k∈N is an orthogonal basis in X,

and there holds µk = (2π)−1/2Hkµ, for all k ∈ N, with µ(x) = exp(−x2/2). From
Lemma B.2 we obtain

‖µk‖2X = (2π)−
1
2k! , ∀k ∈ N.

With this we can define the normalized eigenfunctions

µ◦k := (2π)−1/4(k!)−1/2Hkµ, ∀k ∈ N. (A.2)

The family {µ◦k}k∈N is an orthonormal basis of X. We proceed with two technical
lemmata.

Lemma A.5. For every m ∈ N there holds
ˆ
R
µ(x)xm dx =

{
m!

2m/2(m/2)!

√
2π, m even,

0, m odd.
(A.3)

Proof. For any m ∈ N we obtain after integration by partsˆ
R
xmµ(x) dx =

1

m+ 1

ˆ
R
xm+2µ(x) dx

⇔
ˆ
R
xm+2µ(x) dx =

(m+ 2)(m+ 1)

2((m+ 2)/2)

ˆ
R
xmµ(x) dx.

This recursion relation combined with the initial valuesˆ
R
µ(x) dx =

√
2π,

ˆ
R
xµ(x) dx = 0

yields the desired result. �

Lemma A.6. For k, ` ∈ N we have
ˆ
R
Hk(x)µ(x)x` dx =

{
(−1)k

√
2π `!

2(`−k)/2((`−k)/2)!
, (`− k) ∈ 2N,

0, else.

Proof. Integration by parts proves that for every j ≤ min(k, `) there holdsˆ
R
Hk(x)µ(x)x` dx = (−1)j

`!

(`− j)!

ˆ
R
µ(x)(k−j)x`−j dx.

If k ≤ `, we set j := k, and use the result (A.3). If ` < k, we set j := `, and find
immediately that the above integral becomes zero. �

With the help of the above lemmata we can now express Θa in terms of the family
{µ◦k}k∈N. The following proposition provides the key ingredient for determining the
coefficients for the Fourier series.
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Proposition A.7. For k, j ∈ N there holds

〈Θaµ
◦
k, µ
◦
j 〉X =

2
( j!
k!

) 1
2 aj−k

(j − k)!
, if j−k−1

2 ∈ N,

0, else.

(A.4)

For the following proof it is helpful to introduce the function

σ(m) :=

{
1, m ∈ 2N,
0, else.

Proof. As a preparatory step we begin with the following computations, using the
explicit form of the Hk in (B.5):

Hj(x± a) =

[j/2]∑
i=0

(−1)i+j
j!

i!(j − 2i)!2i
(x± a)j−2i

=

[j/2]∑
i=0

j−2i∑
`=0

(−1)i+j
j!aj−2i−`

i!`!(j − 2i− `)!2ix
`

⇒ Hj(x− a)−Hj(x+ a) =

[j/2]∑
i=0

j−2i∑
`=0

(−1)1+i+j j!a
j−2i−`σ(1 + j − 2i− `)
i!`!(j − 2i− `)!2i−1

x`. (A.5)

With this result we compute

〈Θaµk, µj〉X =
1

2π

ˆ
R

(
Hk(x+ a)µ(x+ a)−Hk(x− a)µ(x− a)

)
Hj(x) dx

=
1

2π

ˆ
R
Hk(x)µ(x)

(
Hj(x− a)−Hj(x+ a)

)
dx

=
1

2π

[j/2]∑
i=0

j−2i∑
`=0

(−1)1+i+j j!a
j−2i−`σ(1 + j − 2i− `)
i!`!(j − 2i− `)!2i−1

ˆ
R
Hk(x)µ(x)x` dx.

Now we evaluate the occurring integral with the help of Lemma A.6:

. . . =
1√
2π

[j/2]∑
i=0

j−2i∑
`=0

(−1)1+i+j+k j!a
j−2i−`σ(1 + j − 2i− `)σ(`− k)

i!(j − 2i− `)!
(
`−k

2

)
!2i−1+(`−k)/2

.

Next we reverse the order of summation in the second sum, i.e. we perform the index
shift `→ j − 2i− `:

. . . =
1√
2π

[j/2]∑
i=0

j−2i∑
`=0

(−1)1+i+j+k j!a
`σ(1 + `)σ(j − 2i− `− k)

i!`!
( j−2i−`−k

2

)
!2(j−`−k)/2−1

=
1√
2π

[j/2]∑
i=0

j−2i−k∑
`=0

(−1)1+i+j+k j!a
`σ(1 + `)σ(j − 2i− `− k)

i!`!
( j−2i−`−k

2

)
!2(j−`−k)/2−1

.
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Now we interchange the order of summation, and we obtain:

. . . =
1√
2π

j−k∑
`=0

[ j−`−k
2

]∑
i=0

(−1)1+i+j+k j!a
`σ(1 + `)σ(j − 2i− `− k)

i!`!
( j−2i−`−k

2

)
!2(j−`−k)/2−1

=
1√
2π

j−k∑
`=0

(−1)1+j+k j!a
`σ(1 + `)σ(j − `− k)

`!
( j−`−k

2

)
!2(j−`−k)/2−1

j−`−k
2∑
i=0

(−1)i
( j−`−k

2

i

)

=
1√
2π

j−k∑
`=0

(−1)1+j+k j!a
`σ(1 + `)σ(j − `− k)

`!
( j−`−k

2

)
!2(j−`−k)/2−1

(1− 1)(j−`−k)/2

= (−1)1+j−kσ(j − k − 1)

√
2

π
· j!a

j−k

(j − k)!
.

In the last step we have used the convention that empty sums are treated as zero. Using
the definition of the normalized eigenfunctions from (A.2), we conclude

〈Θaµ
◦
k, µ
◦
j 〉X =

( 2π

k!j!

) 1
2 〈Θaµk, µj〉X ,

which completes the proof. �

It is a non-trivial question whether Θa can be defined as a closed operator in X or
not. However, we do not address this question here. Our aim is rather to show that on
a formal level the equation (L+ Θa)f = 0 only has the trivial solution in X.

Lemma A.8. Formally, the equation (L + Θa)f = 0 only has the trivial solution
f = 0 in X.

Proof. We fix some f ∈ X that satisfies (L + Θa)f = 0. It then has the unique
representation

f =

∞∑
j=0

fjµ
◦
j ,

where fj := 〈f, µ◦j 〉X (they should not be confused with the eigenfunctions from Sec-

tion 3.2). Our goal is to show that the sequence (fj)j∈N is unbounded in X.
Step 1 (equations for the fj): For all k, ` ∈ N we define ϑk` := 〈Θaµ

◦
k, µ
◦
` 〉X , which

can be evaluated according to Proposition A.7. With respect to the orthonormal basis
{µ◦k}k∈N we obtain:

(L+ Θa)f =

∞∑
k=0

−kfkµ◦k +

∞∑
k=0

fkΘaµ
◦
k

=
∞∑
k=0

−kfkµ◦k +
∞∑
k=0

fk

∞∑
`=k+1

ϑk`µ
◦
`

=

∞∑
`=1

[
− `f` +

`−1∑
k=0

fkϑk`

]
µ◦` . (A.6)



68 A. FURTHER RESULTS

Here we have used that according to Proposition A.7 ϑk` = 0 if ` ≤ k. We require (A.6)
to be zero, hence the sequence (fj)j∈N needs to satisfy the system

−`f` +

`−1∑
k=0

fkϑk`, ∀` ∈ N∗. (A.7)

This system is linear, infinite-dimensional and strictly lower triangular. Note that due
to (A.4) and a > 0 we have ϑjk ≥ 0 for all 0 ≤ j ≤ k − 1.

Step 2 (estimate of the fj): Without loss of generality we may choose f0 = 1. The

fj for j > 0 are determined inductively by (A.7), i.e. by solving the following system:

f1

f2

f3

f4

f5
...


=



ϑ0,1

0 1
2ϑ1,2 0

1
3ϑ0,3 0 1

3ϑ2,3

0 1
4ϑ1,4 0 1

4ϑ3,4
1
5ϑ0,5 0 1

5ϑ2,5 0 1
5ϑ4,5

0
. . .

. . .
. . .





1
f1

f2

f3

f4
...


.

This system defines a recursion for the coefficients. Since all occurring entries are
non-negative, we can use this to obtain the following estimate (use Proposition A.7
again):

f3(k+1) ≥
1

3(k + 1)
ϑ3k,3(k+1)f3k, ∀k ∈ N. (A.8)

Furthermore, we find for all k ∈ N from the explicit representation of the ϑk` in (A.4):

ϑ3k,3(k+1) = 2
((3k + 3)!

(3k)!

) 1
2 a3

3!
=
a3

3

(
(3k + 3)(3k + 2)(3k + 1)

) 1
2 ≥ a33

1
2k

3
2 .

We apply this estimate in (A.8) and conclude for all k ≥ 1:

f3(k+1) ≥
a3k

3
2

3
1
2 (k + 1)

f3k ≥
a3

2 · 3 1
2

k
1
2 f3k.

Since the factor k1/2 becomes arbitrarily large as k →∞, and f0 = 1, it follows that the
subsequence of coefficients (f3k)k∈N grows super-exponentially. Hence, (fk)k∈N /∈ `2(N),
and f /∈ X. �

A.2.2. Boundedness of Θ in weighted spaces. Throughout this section
ν(x) denotes a weight function which is symmetric. As in the previous section,
Θaf(x) := f(x+ a)− f(x− a), with a > 0.

Lemma A.9. The operator Θa is bounded in L2(ν) if the logarithm of the weight
function ln ν(x) is uniformly Lipschitz continuous on R.

Proof. Since C∞0 (R) ⊂ L2(ν) is dense, cf. Lemma B.18, it suffices to prove the
boundedness of Θa|C∞0 (R). To this end, let f ∈ C∞0 (R). We immediately find

‖Θaf‖2ν ≤ 2
(
‖f(·+ a)‖2ν + ‖f(· − a)‖2ν

)
.
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Thus, since ν(x) is required to be symmetric and we may always take f(−x) instead of
f(x), it is sufficient to estimate ‖f(·+ a)‖ν . For this we obtain

‖f(·+ a)‖ν =

ˆ
R
|f(x)|2ν(x− a) dx =

ˆ
R
|f(x)|2ν(x) · ν(x− a)

ν(x)
dx

≤ ‖f‖2ν ·
∥∥∥ν(x− a)

ν(x)

∥∥∥
L∞(R)

,

where we have used Hölder’s inequality in the last step. Thus, Θa is bounded in X if
‖ν(x − a)/ν(x)‖L∞(R) is finite. The latter holds true iff there exists a constant C ≥ 1
(given by C = ‖ν(x− a)/ν(x)‖L∞(R)) such that

C−1ν(x) ≤ ν(x+ a) ≤ Cν(x), ∀x ∈ R.

We now make the ansatz ν(x) = exp(ϕ(x)). Taking the logarithm in the above inequal-
ities we obtain

ϕ(x)− lnC ≤ ϕ(x+ a) ≤ ϕ(x) + lnC ⇔
∣∣∣ϕ(x+ a)− ϕ(x)

a

∣∣∣ ≤ lnC

a
.

In particular, this is satisfied if ϕ(x) is uniformly Lipschitz continuous in R. �

As consequence of the above lemma we find that Θa is bounded in L2(ν) if ν(x)
asymptotically grows or decreases at most exponentially as |x| → ∞. From the above
proof and the sharpness of Hölder’s inequality it is furthermore clear that the operator
Θa becomes unbounded in L2(ν) as soon as ‖ν(x− a)/ν(x)‖L∞(R) is unbounded. And
it is easily verified that the latter is the case for every weight ν(x) that grows super-
exponentially.

A.3. Fourier transform of the resolvent

This section deals with the explicit computation of the Fourier transform of the
resolvent RL+Θ(ζ) of the (one-dimensional) perturbed Fokker-Planck operator L + Θ
in X (with X defined on page 17), where Θ fulfills the condition (C) (see page 23). We
begin by considering the resolvent equation

(ζ − L−Θ)f = g

on R, where we assume Re ζ > −k and f, g ∈ Xk for some k ∈ N (see Proposition 3.12
for the definition of the Xk). We apply the Fourier transform, which yields the following
differential equation:

ξ
[
f̂ ′(ξ) +

(
ξ +

ζ − ϑ̂(ξ)

ξ

)
f̂(ξ)

]
= ĝ(ξ).

By defining f̃ := f̂/f̂0 and g̃ := ĝ/f̂0, where f0 is the zero eigenfunction given in (3.17),
we obtain the equivalent equation

ξf̃ ′(ξ) + ζf̃(ξ) = g̃(ξ). (A.9)

The general solution for ξ ∈ R± reads

f̃(ξ) =

ˆ 1

0
g̃(ξs)sζ−1 ds+ C±ξ−ζ =: I(ξ) + C±ξ−ζ , (A.10)

where the C± ∈ C are integration constants to be determined.
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First we shall show that the integral I(ξ) is an analytic function on Ωβ/2: If g ∈ Xk,
then g̃ is analytic in Ωβ/2 and has a zero at ξ = 0 of order larger than or equal to k,
see (3.12). Therefore, for any fixed ζ ∈ C with Re ζ > −k,

g̃(ξs)sζ−1 =
g̃(ξs)

sk
sζ+k−1, s ∈ (0, 1],

is locally integrable at s = 0, and I(ξ) is well defined for all ξ ∈ Ωβ/2. To see that I is

actually analytic, we define Iε(ξ) :=
´ 1
ε Gk(ξ, s)s

ζ+k−1 ds for ε ∈ [0, 1), where

Gk(ξ, s) :=


g̃(ξs)

sk
, s ∈ (0, 1],

g̃(k)(0)ξk

k!
, s = 0,

for ξ ∈ Ωβ/2. The function Gk(·, s) is analytic in Ωβ/2 for all (fixed) s ∈ [0, 1], and Gk
is continuous in Ωβ/2 × [0, 1]. According to [Det84, Theorem 4.9.1], the functions Iε(ξ)
are analytic in Ωβ/2 for all ε ∈ (0, 1). Now we show that (Iε)ε∈(0,1) converges normally
to I in Ωβ/2 as ε→ 0: Let K ⊂ Ωβ/2 be compact. Then we have

sup
ξ∈K
s∈[0,1]

|Gk(ξ, s)| ≤ sup
ξ∈K0

s∈[0,1]

|Gk(ξ, s)| = sup
ξ∈K0\{0}
s∈(0,1]

∣∣∣ g̃(ξs)

(ξs)k
ξk
∣∣∣

≤ sup
ξ∈K0\{0}

∣∣∣ g̃(ξ)

ξk

∣∣∣ · sup
ξ∈K0

|ξk| =: CK <∞, (A.11)

since g̃(ξ)/ξk is analytic in Ωβ/2 (the singularity at ξ = 0 is removable). Here, K0 is an
appropriate star-shaped (with center ξ = 0), compact set with {0} ∪K ⊆ K0 ⊂ Ωβ/2,
and CK > 0 is a constant dependent on K. With (A.11) we obtain the following
estimate for ξ ∈ K and 0 < ε ≤ 1:

|I(ξ)− Iε(ξ)| =
∣∣∣ˆ ε

0
Gk(ξ, s)s

ζ+k−1 ds
∣∣∣ ≤ CK εRe ζ+k

Re ζ + k
.

Since Re ζ + k > 0, this shows the normal convergence of the analytic functions Iε
towards I. According to [Det84, Theorem 4.2.3] this implies that I(ξ) is analytic in
Ωβ/2.

Now it remains to determine the constants C± in (A.10). If we require f ∈ Xk, it

is necessary that f̃ is analytic in Ωβ/2 and has a zero of order greater than or equal
to k at ξ = 0. As already shown, I(ξ) is analytic in Ωβ/2. Furthermore, for g ∈ Xk
and all s ∈ [0, 1], ξ 7→ Gk(ξ, s) has a zero of order greater than or equal to k at ξ = 0.

Therefore I(ξ) =
´ 1

0 Gk(ξ, s)s
ζ+k−1 ds has the same property, so F−1I ∈ Xk. Thus, it

is sufficient to consider the term C±ξ−ζ . If ζ /∈ −N, then ξ−ζ is not analytic in Ωβ/2

anyway, hence C+ = C− = 0. If ζ ∈ {−k + 1, . . . , 0} for g ∈ Xk (note that we assume
Re ζ > −k), ξ−ζ is analytic, and we obtain C+ = C− because we require continuity of
the solution. But the order of the zero of ξ−ζ is at most k− 1. Since we need a zero of
at least order k, we again obtain C+ = C− = 0. The conclusion of the above analysis
is summarized in the following proposition:
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Proposition A.10. Let g ∈ Xk for some k ∈ N, and Re ζ > −k. Then the unique
f ∈ Xk with f = RL+Θ(ζ)g satisfies

f̂(ξ) = f̂0(ξ)

ˆ 1

0

ĝ(sξ)

f̂0(sξ)
sζ−1 ds, ξ ∈ Ωβ/2.





APPENDIX B

Background

B.1. Hermite polynomials

Here we discuss some properties of the Hermite polynomials Hk, for k ∈ N, which
are introduced in Theorem 3.1, see also [DL90] for further reading. In this thesis we
consider Hermite polynomials defined by

Hk(x) :=
1

µ(x)

dk

dxk
µ(x), k ∈ N, (B.1)

with µ(x) = exp(−x2/2) and x ∈ R.

Lemma B.1. The Hermite polynomials {Hj}j∈N satisfy the following relations, for
all k ∈ N∗ and x ∈ R:

Hk+1 = −xHk − kHk−1, (B.2)

H ′k = −kHk−1. (B.3)

Proof. For every k ∈ N∗ there holds µ(k+1) = −(xµ(k) + kµ(k−1)). This can easily
be shown by induction. Dividing this equation by µ yields (B.2). Furthermore, from
(B.1) we obtain by differentiation:

H ′k = xHk +Hk+1, ∀k ∈ N∗.

In this equation we now eliminate Hk+1 by using (B.2), which finally yields (B.3). �

Lemma B.2. For k, j ∈ N there holds

ˆ
R
Hk(x)Hj(x)µ(x) dx =

{
k!
√

2π, if j = k,

0, if j 6= k.
(B.4)

Proof. We assume without loss of generality that k ≥ j. Then, we use (B.1) for Hj ,
integrate by parts j times, and then use (B.3):ˆ

R
Hk(x)Hj(x)µ(x) dx =

ˆ
R
Hk(x)µ(j)(x) dx

=
k!

(k − j)!

ˆ
R
Hk−jµ(x) dx

=
k!

(k − j)!

ˆ
R
µ(k−j)(x) dx.

Since all derivatives of µ(x) lie in the Schwartz space S (R) the above integral vanishes
for k > j. For k = j we use

´
R µ(x) dx =

√
2π, which completes the proof. �

73
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Lemma B.3. For every k ∈ N the Hermite polynomial Hk has the following explicit
representation:

Hk(x) =

bk/2c∑
j=0

(−1)j+k
k!

j!(k − 2j)!2j
xk−2j . (B.5)

Here b·c is the floor function.

Proof. We prove this by induction. From (B.1) we obtain that H0(x) = 1 and
H1(x) = −x. This shows that (B.5) holds true for k = 0 and k = 1. We assume now
that for some k ∈ N∗ both Hk and Hk−1 satisfy (B.5). Using the recursion relation
(B.2) we now derive a representation for Hk+1:

Hk+1(x) =

b(k−1)/2c∑
j=0

(−1)j+k
k!

j!(k − 1− 2j)!2j
xk−1−2j

+

bk/2c∑
j=0

(−1)j+k+1 k!

j!(k − 2j)!2j
xk+1−2j

=

b(k+1)/2c∑
j=1

(−1)j−1+k k!

(j − 1)!(k + 1− 2j)!2j−1
xk+1−2j

+

bk/2c∑
j=0

(−1)j+k+1 k!

j!(k − 2j)!2j
xk+1−2j

=

bk/2c∑
j=1

(
(−1)j+k+1 (k + 1)!

j!(k + 1− 2j)!2j
xk+1−2j

)

+ (−x)k+1 +
1− (−1)k

2
· (−1)(k+1)/2 · k!(

k−1
2

)
! 2(k−1)/2

.

In the last step, we collected the two sums into one. Note that the last term only occurs
if k is odd. Now we verify that the two terms remaining outside of the sum can be
absorbed as extra summands of the sum in the last line. For j = 0 we have(

(−1)j+k+1 (k + 1)!

j!(k + 1− 2j)!2j
xk+1−2j

)∣∣∣∣
j=0

= (−x)k+1,

and for j = (k + 1)/2 we find (only if k is odd)(
(−1)j+k+1 (k + 1)!

j!(k + 1− 2j)!2j
xk+1−2j

)∣∣∣∣
j= k+1

2

= (−1)(k+1)/2 · k!(
k−1

2

)
! 2(k−1)/2

.

We conclude that

Hk+1(x) =

b(k+1)/2c∑
j=1

(−1)j+k+1 (k + 1)!

j!(k + 1− 2j)!2j
xk+1−2j ,

which is of the form (B.5) and thus completes the induction step. �
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B.2. Spectral projections

The aim of this section is to illustrate some basic properties of spectral projections,
and to discuss some valuable results. Throughout this section, X is a Hilbert space,
and A ∈ C (X) is a closed operator.

B.2.1. Holomorphic functions. For a closed operator A the map ζ 7→ RA(ζ)
is actually a holomorphic function on the resolvent set ρ(A). Usually, a holomorphic
function is a differentiable map from a domain in C into C. However, this concept can
be generalized to maps from a domain in C into a Banach space X. We give here a brief
introduction to Banach space-valued holomorphic functions. The following material is
taken mostly from the first chapter of [GL09], see also Chapter V.3 in [Yos80] and
[Heu92] for further reference.

In the following, X is a Banach space, and Ω ⊂ C is an simply connected1, open
domain. A function f : Ω → X is called holomorphic or complexly differentiable of for
every z ∈ Ω the limit exists:

f ′(z) = lim
w→z

f(z)− f(w)

z − w .

The function f ′ is the derivative of f .

Definition B.4 (C1-contour). A curve γ : [0, 1] → Ω is called C1-contour if the
following conditions are satisfied:

• γ′(t) 6= 0 for all 0 ≤ t ≤ 1.
• γ(t) 6= γ(s) for all 0 ≤ t, s < 1 with t 6= s.
• γ(0) = γ(1) and γ′(0) = γ′(1).
• γ has positive orientation.

Theorem B.5 (Cauchy’s Integral Theorem). Let f : Ω → X be holomorphic,
and let γ be a C1-contour in Ω. Thenˆ

γ
f(z) dz = 0.

In particular, this implies the path-independence of line integrals of holomorphic
functions.

Theorem B.6 (Cauchy’s Integral Formula). Let f : Ω → X be holomorphic,
and let U ⊂ Ω be an open set such that its boundary ∂U is a C1-contour. Then, for
every w ∈ U there holds

f(w) =
1

2πi

ˆ
∂U

f(z)

z − w dz.

Moreover, for the n-th derivative (n ∈ N) there holds

f (n)(w) =
n!

2πi

ˆ
∂U

f(z)

(z − w)n+1
dz.

1Informally, this means that Ω is connected and has no “holes”.
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Theorem B.7. A function f : Ω → X is holomorphic iff for every w ∈ Ω there
holds the power series representation

f(z) =
∞∑
n=0

an(z − w)n, ∀|z − w| < rw,

with rw > 0 sufficiently small. Then, the coefficients are given by an = f (n)(w)/n! for
all n ∈ N.

Finally, we briefly discuss holomorphic functions with singularities. To this end,
let w ∈ Ω, and Ω′ := Ω \ {w}. The definition of holomorphicity carries over to Ω′. For
a holomorphic function f : Ω′ → X the point w is called singularity of f . For rw > 0
sufficiently small, there holds the Laurent series representation of f :

f(z) =
∑
n∈Z

an(z − w)n, 0 < |z − w| < rw.

The coefficients an are again given by

an =
1

2πi

ˆ
γ

f(z)

(z − w)n+1
dz, ∀n ∈ Z,

where γ is a sufficiently small C1-contour in Ω around w.

B.2.2. Spectral projections. We review some properties of spectral projections
and resolvents, see Chapters V.9–10 in [TL80], Chapter VIII.8 in [Yos80], Section
VIII.1.4 in [DL90] and Sections III.6.4–5 in [Kat66].

For a closed linear operator A the map ζ 7→ RA(ζ) is a holomorphic function
from each connected subset of ρ(A) into the Banach space B(X), see Theorem 1 in
Section VIII.2 in [Yos80]. In the following let λ ∈ σ(A) be an isolated point of the
spectrum. Note that it does not necessarily have to be an eigenvalue. Then the map
ζ 7→ RA(ζ) has a singularity at the point λ, and RA(ζ) has the following Laurent series
representation

RA(ζ) =

∞∑
i=−∞

(ζ − λ)iΛi, with Λi :=
1

2πi

˛
Γ

RA(z)

(z − λ)i+1
dz. (B.6)

This holds for all 0 < |ζ − λ| < r, and r > 0 is such that B2
r (λ) ∩ σ(A) = {λ}. The

path Γ is a C1-contour around λ, staying in the interior of Br(λ). For the operators Λi
we have the following properties, see Theorems VIII.8.1 and VIII.8.2 in [Yos80]:

Lemma B.8. For every i ∈ Z there holds Λi ∈ B(X), and

(i) Λi = (−1)iΛi+1
0 for all i ∈ N∗,

(ii) Λ−i−j+1 = Λ−iΛ−j for all i, j ∈ N∗,
(iii) Λi+1 = −RA(λ)Λi for all i ∈ Z \ {−1, 0},
(iv) ΛiΛj = 0 for all i ≥ 0 and j ≤ −1.

Note that (ii) implies that Λ−1 is a projection (see Section C.2 for more facts about
projections). Indeed, Λ−1 is the spectral projection PA,λ defined in (2.1), and according
to Lemma B.8 it is a bounded operator. In the following we focus on the spectral
projection PA,λ ≡ Λ−1 and discuss some of its properties. First we need the following
definitions: The singularity of RA(ζ) at ζ = λ is called a pole of order m ∈ N∗ if
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Λ−m 6= 0 and Λ−m−1 = 0. Note that this implies that Λi = 0 for all i ≤ −m − 1,
because of Lemma B.8 (iii).

Given an operator A, the ascent of A is the smallest k ∈ N such that
kerAk = kerAk+1, analogously, the descent of A is the smallest k ∈ N such that
ranAk = ranAk+1. For the following result see the lines (10-8) and (10-9) in Sec-
tion V.10 of [TL80], and Theorems V.10.1 and V.10.2 in [TL80], and Theorem VIII.8.3
in [Yos80]:

Proposition B.9. For every j ∈ N∗ we have

ran(λ−A)j ⊇ ker PA,λ,

ker(λ−A)j ⊆ ran PA,λ.
(B.7)

The isolated singularity λ is a pole of RA(ζ) iff λ−A has finite ascent and finite descent.
In this case the order m ∈ N∗ of the pole coincides with the ascent and the descent of
λ−A, and

ran(λ−A)j = ker PA,λ, ker(λ−A)j = ran PA,λ, ∀j ≥ m.
Note that this implies that if λ is a pole of order one of RA(ζ) then the algebraic and
the geometric eigenspace corresponding to λ coincide, and it is given by ran PA,λ.

The following can be found in Section III.5.6 of [Kat66]. See also Section C.2 for
more properties of projections. Let there hold X = X1 ⊕X2 for two closed subspaces
X1, X2, this defines a unique bounded projection P with ranP = X1 and kerP = X2.
An operator A is said to be decomposed according to X = X1⊕X2 (or P , equivalently)
if

PD(A) ⊂ D(A), AX1 ⊂ X1, AX2 ⊂ X2.

Note that the first condition implies that D(A)∩Xj is dense in Xj for j = 1, 2. Hence,
X = X1 ⊕ X2 is a decomposition of X into two A-invariant subspaces. The part
of A in Xj is the restriction A|Xj , which is a closed operator in the Banach space
Xj , with the domain D(A|Xj ) = D(A) ∩ Xj , for j = 1, 2. Note that if A can be

decomposed according to P , then also the resolvent RA(ζ) and the semigroup (etA)t≥0

are decomposed according to P .
Now we can formulate some important results on spectral projections. The following

facts can be found in the Sections III.6.4–5 in [Kat66].

Proposition B.10. Given an operator A ∈ C (X) and the spectral projection PA,λ,
corresponding to isolated point λ ∈ σ(A), we have:

(i) A can be decomposed according to PA,λ.
(ii) The spectra of the parts of A are given by σ(A|ker PA,λ) = σ(A)\{λ} and

σ(A|ran PA,λ) = {λ}.
(iii) A|ran PA,λ ∈ B(ran PA,λ).
(iv) If dim ran PA,λ < ∞, then (λ − A)|ran PA,λ is nilpotent, λ is a pole of RA(ζ),

and λ ∈ σp(A).
(v) If λ is a pole of RA(ζ), then M(λ − A) = ker(λ − A) iff the pole is of order

one.

In the case where dim ran PA,λ <∞, this dimension is called the (algebraic) multi-
plicity if the eigenvalue λ. The following result is from Section V.3.5 in [Kat66]:
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Proposition B.11. Let A be self-adjoint, and λ ∈ σ(A) is an isolated point of the
spectrum. Then λ ∈ σp(A), and the algebraic eigenspace coincides with the (geometric)
eigenspace. Furthermore, λ is a pole of RA(ζ) of order 1, and the corresponding spectral
projection is orthogonal.

Spectral projections can be defined not only for isolated points of the spectrum.
More generally, we can define a spectral projection in the case where σ(A) contains a
bounded set σ′ that can be separated from the rest σ′′ := σ(A) \ σ′ of the spectrum by
a C1-contour, which contains σ′ in its interior. The spectral projection PA,σ′ is then
again defined by the formula (2.1), where Γ is now the C1-contour separating σ′ from
σ′′. The following generalization of Proposition B.10 is a collection of results from
Section III.6.4 in [Kat66]:

Proposition B.12. Let σ′ ⊂ σ(A) be a set as defined above. Then the following
holds:

(i) A is decomposed according to PA,σ′.
(ii) The spectra of the two parts of A are σ(A|ran PA,σ′ ) = σ′ and σ(A|ker PA,σ′ ) = σ′′.
(iii) A|ran PA,σ′ ∈ B(ran PA,σ′).

As a consequence, the restriction of the resolvent RA(ζ)|ran PA,σ′ coincides with the

resolvent RA′(ζ) in ran PA,σ′ , and it is holomorphic on C \ σ′. Here A′ := A|ran PA,σ′ is

the part of A in ran PA,σ′ . An analogous result holds for σ′′ instead of σ′.
Finally, assume that σ(A) can be separated into finitely many bounded parts

σ1, . . . , σJ , with J ∈ N∗, and one possibly unbounded part σ0. According to Sec-
tion III.6.4 in [Kat66] there holds: If every σj for 1 ≤ j ≤ J can be separated from
the rest of σ(A) by a C1-contour lying in ρ(A), we can define the spectral projection
PA,σj according to (2.1) with Γ = Γj , for every 1 ≤ j ≤ J . Every PA,σj possesses
the properties described in Proposition B.12. Furthermore, there holds PA,σiPA,σj = 0
whenever i 6= j. Hence, A can be decomposed according to

X = ran PA,σ1 ⊕ · · · ⊕ ran PA,σJ ⊕ ker(PA,σ1 + · · ·+ PA,σJ ).

Lemma B.13. Let A ∈ C (X). For some N ∈ N let Z := {ζ0, . . . , ζN} ⊂ σ(A)
be a set of isolated eigenvalues of A. Furthermore, for every 0 ≤ k ≤ N there holds
dimM(ζk −A) <∞. Assume that there exists a closed subspace Y ⊂ X, such that

(i) We can write X = Y ⊕M(ζ0−A)⊕ . . .⊕M(ζN −A). This defines a bounded
projection Π with ker Π = Y and ran Π = M(ζ0 −A)⊕ . . .⊕M(ζN −A).

(ii) A is decomposed according to Π, and σ(A|Y ) ∩ Z = ∅.
Then Π is the spectral projection of A corresponding to the set Z.

Proof. According to the assumptions there holds σ(A|Y ) = σ(A)\{ζ0, . . . , ζN}, and
therefore the map ζ 7→ RA(ζ)|Y is analytic in ρ(A) ∪ {ζ0, . . . , ζN}. According to the
definition (2.1) of spectral projections this implies that ΠA,kY ≡ {0} for every ΠA,k,
since RA(ζ)|Y is holomorphic in a neighborhood of ζk, and hence the contour integral
(2.1) vanishes due to Cauchy’s Theorem. Therefore Y ⊆ ker ΠA. On the other hand we
have M(ζk − A) ⊆ ran ΠA,k for all 0 ≤ k ≤ N , according to Proposition B.9. From (i)
we conclude that the inclusions have to be equalities, otherwise ker ΠA∩ ran ΠA 6= {0},
which is impossible. �
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B.3. Space enlargement results

In the following we use the notation and definitions from Chapter 5. We give an
explicit bound for the resolvent in the case that A generates a C0-semigroup and RA(ζ)
has a finite number of poles in ∆a. For this we use the Conditions 5.1 and 5.3.

Lemma B.14. Let A ∈ SLSX(a, Z) for some a ∈ R and Z := {ζ0, . . . , ζN−1} ⊂ ∆a,
with N ∈ N. Furthermore, let A generate a C0-semigroup (etA)t≥0 satisfying the growth
bound ∥∥etA

(
I −ΠA,Z

)∥∥
B(X)

≤ Caeat, ∀t ≥ 0, (B.8)

for some constant Ca ≥ 1, where ΠA,Z denotes the spectral projection of A corresponding
to Z. Then there exists a constant C > 0 such that for all ζ ∈ ∆a\{ζ0, . . . , ζN−1}:

‖RA(ζ)‖B(X) ≤ C max

{
Ca

Re ζ − a,
|ζ − ζ0|d0−1 + 1

|ζ − ζ0|d0
, . . . ,

|ζ − ζN−1|dN−1−1 + 1

|ζ − ζN−1|dN−1

}
,

(B.9)
where dj is the order of the pole of RA(ζ) at ζj.

Proof. Let ζ ∈ ∆a \ Z. Since A ∈ SLSX(a, Z), we have due to Proposition B.10
that M(ζj) = ran ΠA,j for all j ∈ {0, . . . , N − 1}, where ΠA,j is the spectral projection
of A corresponding to ζj ∈ σ(A). Hence, we obtain the decomposition of A according
to X = Y ⊕M(ζ0 − A)⊕ . . .⊕M(ζN−1 − A), where Y := ker ΠA,Z . First we consider
RA(ζ) on each subspace individually. On Y we have, due to (B.8) and the Hille-Yosida
theorem, the estimate

‖RA(ζ)|Y ‖B(Y ) ≤
Ca

Re ζ − a, ∀Re ζ > a. (B.10)

Next we consider RA(ζ) on M(ζj − A) = ran ΠA,j for a fixed 0 ≤ j ≤ N − 1. Now the
coefficients Λi in (B.6) (with λ := ζj) satisfy the relation ΛnΠA,j = 0 for all n ∈ N,
which can be seen by using Λ−1 = ΠA,j in Lemma B.8 (iv). Therefore we have because
of (B.6)

RA(ζ)ΠA,j =

dj∑
n=1

Λ−nΠA,j

(ζ − ζj)n
, ∀ζ 6= ζj . (B.11)

Since the operators Λ−n are all bounded, we deduce for every 0 ≤ j ≤ N − 1 the
estimate

‖RA(ζ)|ran ΠA,j‖B(ran ΠA,j) ≤
dj∑
n=1

‖Λ−n‖B(X)

|ζ − ζj |n
≤ Dj

(
1

|ζ − ζj |
+

1

|ζ − ζj |dj
)

= Dj
|ζ − ζj |dj−1 + 1

|ζ − ζj |dj
,

where Dj > 0 is a constant. Using the unique decomposition of elements of X according
to X = Y ⊕ ran ΠA,0 ⊕ · · · ⊕ ran ΠA,N−1, we may estimate the norm ‖RA(ζ)‖B(X) by
the sum of the norms of RA(ζ) on each of the subspaces of the decomposition of X (for
more details on this see Section C.2 in the Appendix). Combining (B.10) and (B.11)
yields the desired estimate. �

Now we turn to the actual theory of enlarging the space X. The following theorem
is an extension of Theorem 2.1 in [GMM10]. Here we cover the more general case in
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which the isolated points ζ0, . . . , ζN−1 of the spectrum are not necessarily eigenvalues
of A.

Theorem B.15. Let X ↪→ X be two Hilbert spaces, A ∈ C (X) and A := clX A.
Assume there exists some a ∈ R and a finite set Z := {ζ0, . . . , ζN−1} ⊂ ∆a for some
N ∈ N, such that A ∈ DCPX,X (a, Z). Then there holds:

(i) If A ∈WLSX(a, Z) then A ∈WLSX (a, Z).
(ii) Let A ∈WLSX(a, Z). For any ζ ∈ ∆a \ Z we have the representation

RA(ζ) = (ζ − S)−1 +RA(ζ)B(ζ − S)−1, (B.12)

which implies the estimate

‖RA(ζ)‖B(X ) ≤ ‖(ζ − S)−1‖B(X ) + ‖RA(ζ)‖B(X)‖B(ζ − S)−1‖B(X ,X).

(iii) If A ∈ SLSX(a, Z) then A ∈ SLSX (a, Z). The corresponding algebraic eigen-
spaces coincide, i.e. M(ζk −A) = M(ζk −A) for all k ∈ {0, . . . , N − 1}.

Parts of the following proof are similar to the proof of Theorem 2.1 in [GMM10].

Proof. We start by proving (ii) and the inclusion Z ⊆ σ(A) ∩ ∆a from (i). For
ζ ∈ ∆a \ Z we define the operator

U(ζ) := (ζ − S)−1 +RA(ζ)B(ζ − S)−1,

where B,S are the operators decomposing A ∈ DCPX,X (a, Z) according to Condi-
tion 5.3. According to the assumptions there holds U(ζ) ∈ B(X ). Next we show that
U(ζ) is a right inverse of ζ −A, where we use A = B + S:

(ζ −A)U(ζ) = (ζ − B − S)(ζ − S)−1 + (ζ −A)RA(ζ)B(ζ − S)−1

= IdX −B(ζ − S)−1 + B(ζ − S)−1 = IdX .

This proves that ζ −A is surjective in X . Now, according to Condition 5.3 (iii) there
exists some λ ∈ ∆a \ Z such that λ − A is injective in X . Hence λ ∈ ρ(A), and
U(λ) = RA(λ).

We fix now any ζ ∈ ∆a \Z, and show that ζ ∈ ρ(A). To this end we choose a recti-
fiable path γ : [0, 1]→ ∆ \Z with γ(0) = λ and γ(1) = ζ. Because of Condition 5.3 (ii)
the map t 7→ ‖(γ(t)−S)−1‖B(X ) is continuous on [0, 1], and therefore uniformly bounded
on [0, 1]. Analogously we obtain the uniform boundedness of t 7→ ‖RA(γ(t))‖B(X) on
[0, 1]. Combining these proves that

sup
t∈[0,1]

‖U(γ(t))‖B(X ) <∞ ⇔ inf
t∈[0,1]

‖U(γ(t))‖−1
B(X ) =: δ > 0. (B.13)

Now, if λ ∈ ρ(A) then also λ′ ∈ ρ(A) for all |λ′ − λ| < ‖RA(λ)‖−1
B(X ) (see the proof of

Theorem VIII.2.1 in [Yos80]), and for these λ′ we have U(λ′) = RA(λ′). Together with
observation (B.13) this proves that a δ-neighborhood of the set γ([0, 1]) lies in ρ(A).
In particular, γ(1) ≡ ζ ∈ ρ(A) and U(ζ) = RA(ζ). Since ζ ∈ ∆a \ Z was arbitrary,
this proves ∆a \ Z ⊂ ρ(A) and the validity of equation (B.12) for all ζ ∈ ∆a \ Z. The
remaining estimate from (ii) follows directly from (B.12).

We proceed in completing the proof of (i) by showing that indeed ζj ∈ σ(A) for all
0 ≤ j ≤ N − 1. The corresponding proof in [GMM10] covers only the case ζj ∈ σp(A).
Hence, we provide here an independent demonstration. We fix ζj , with 0 ≤ j ≤ N − 1.
The corresponding spectral projection of A (in X) is denoted by ΠA,j , and analogously
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we write ΠA,j for the spectral projection of A. Since for all ζ ∈ ∆a \ Z there holds
RA(ζ) ⊂ RA(ζ) (in the sense of graphs), we conclude that every pole of RA(ζ) in ∆a\Z
is a non-removable singularity of RA(ζ). Hence Z ⊆ σ(A).

In order to prove (iii) we use the previously shown inclusion ΠA,j ⊂ ΠA,j , which
follows from (2.1) and the previously shown inclusion RA(ζ) ⊂ RA(ζ). Note that ΠA,j

and ΠA,j are bounded in X and X , respectively. Hence, we can apply Lemma C.1 from
the Appendix, which shows that ran ΠA,j = clX ran ΠA,j . If A ∈ SLSX(a, Z), then
ran ΠA,j is already closed (since it is finite-dimensional), and so ran ΠA,j = ran ΠA,j .
As a consequence of Proposition B.10 (iv) and Proposition B.9 the equality of the
(algebraic) eigenspaces follows. �

B.4. Lebesgue and Sobolev spaces

B.4.1. Compact Sobolev embeddings. On Ω = Rd it is possible to find com-
pact embeddings of weighted Sobolev spaces into weighted L2-spaces if certain condi-
tions on the weight functions are satisfied. Here, we need the following Corollary of
Theorem 2.4 in [Opi89]:

Lemma B.16. Let v, w be two weight functions on Ω = Rd. Assume further that

lim
r→∞

ess sup
x∈B2

r (0)c

w(x)

v(x)
= 0. (B.14)

Then there holds the compact embedding H1(v, w) ↪→↪→ L2(w).

Proof. by definition the weights are locally (essentially) uniformly bounded from
below. So we have H1(B2

r (0); v, w) = H1(B2
r (0)) and L2(B2

r (0);w) = L2(B2
r (0)), for

all r > 0. According to the Rellich-Kondrachov Theorem (cf. Theorem 6.2 in [AF03])
we know that the compact embedding H1(B2

r (0)) ↪→↪→ L2(B2
r (0)) holds for all r > 0.

In order to verify the assumptions of Theorem 2.4 in [Opi89] we evaluate for ‖u‖v,w ≤ 1:

‖u‖2B2
r (0)c;w ≤

ˆ
B2
r (0)c

|u(x)|2v(x) ess sup
y∈B2

r (0)c

w(y)

v(y)
dx

≤ ess sup
y∈B2

r (0)c

w(y)

v(y)
.

According to the assumption (B.14) the right hand side tends to zero as r →∞. Thus
the condition (2.13) in [Opi89] is satisfied, and this proves the desired embedding. �

B.4.2. Density of test functions. Usually we initially consider operators only
on C∞0 (Rd), and then conclude results by closure or continuous continuation. However,
for this we need the density of C∞0 (Rd) in the respective weighted spaces. This is not
a trivial question, as for example C∞0 ((0, 1)) is not dense in H1(0, 1). The first result
concerns weighted Sobolev spaces, for details see Theorem 14.4 in [GO91].

Lemma B.17. Let w0, w1 be weight functions on Rd that are radially symmetric,
so there exist weight functions v0, v1 on R+ such that wj(x) = vj(|x|2) for all x ∈ Rd
and j ∈ {0, 1}. Suppose there exists some C > 0 and s0 > 0 such that

v0(s) ≥ Cv1(s)s−2, ∀s > s0. (B.15)

Then the inclusion C∞0 (Rd) ⊂ H1(w0, w1) is dense.
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For weighted L2-spaces the situation is more straightforward:

Lemma B.18. Let ν be a weight function on Rd. Then C∞0 (Rd) is dense in L2(ν).

Proof. This result follows from the fact that C∞0 (Rd) is dense in the unweighted
space L2(Rd), see Theorem 2.19 in [AF03]. Choose any f ∈ L2(ν). Then

fν1/2 ∈ L2(Rd). Clearly there exists a sequence (fn)n∈N ⊂ C∞0 (Rd) with the property

that ‖fn − fν1/2‖L2(Rd) <
1
n for all n ∈ N. Now for every n ∈ N the function fnν

−1/2

lies in L2(Rd), so there exists a sequence (gnm)m∈N ⊂ C∞0 (Rd) such that gnm → fnν
−1/2

in L2(Rd) as m→∞. Since for every n ∈ N the support supp fn is compact and ν−1/2

is (essentially) uniformly bounded on that support, we conclude that also gnmν
1/2 → fn

in L2(Rd) as m → ∞. In particular we can chose those sequences in a way that

‖gnmν1/2 − fn‖L2(Rd) <
1
m for all m,n ∈ N. So we conclude by applying the triangle

inequality that for all n ∈ N (set m = n)

‖gnnν1/2 − fν1/2‖L2(Rd) ≤ ‖gnnν1/2 − fn‖L2(Rd) + ‖fn − fν1/2‖L2(Rd) <
2

n
.

So (gnn)n∈N ⊂ C∞0 (Rd) is a sequence converging to f in L2(ν). �



APPENDIX C

Deferred proofs and technicalities

C.1. Technical lemmata

Lemma C.1. Consider two Hilbert spaces X ↪→ X , and a projection PX ∈ B(X ),
such that PX := PX |X ∈ B(X). Then ran PX = clX ran PX and ker PX = clX ker PX .

Proof. We give here the proof of the equality of the ranges, the other identity can
be shown analogously, using the complementary projections instead. On the one hand
we have ran PX ⊆ ran PX . Since ran PX is closed in X because of the boundedness of
PX , this implies that clX ran PX ⊆ ran PX . On the other hand PX = clX PX , which
implies ran PX ⊆ clX ran PX . �

Lemma C.2. Let X ↪→ X be Hilbert spaces, and ψ0, . . . , ψk−1 ∈ B(X ,C), k ∈ N∗,
be linearly independent functionals. Then ψ̃j := ψj |X ∈ B(X,C) for all 0 ≤ j ≤ k − 1,
and

k−1⋂
j=0

kerψj = clX
k−1⋂
j=0

ker ψ̃j . (C.1)

Proof. Since the intersections in (C.1) are finite, it suffices to consider the case

k = 1, and we omit the index j in the following. The boundedness of ψ̃ follows immedi-
ately from the continuous embedding X ↪→ X . In order to prove that kerψ = clX ker ψ̃,
we use the fact that according to the Riesz representation theorem there exists a unique
x ∈ X such that ψ̃(·) = 〈·, x〉X , where 〈·, ·〉X denotes the inner product in X. We use

this x ∈ X to define the orthogonal projection P̃ ∈ B(X) by

P̃ : y 7→ x

‖x‖2X
〈y, x〉X =

x

‖x‖2X
ψ̃(y).

Since ψ ∈ B(X ,C), it becomes clear from this representation that P̃ has a unique
continuation to a bounded projection P ∈ B(X ), which is then given by

P : y 7→ x

‖x‖2X
ψ(y).

From this representations it is clear that

kerP = kerψ, ker P̃ = ker ψ̃. (C.2)

Since P |X = P̃ , we can apply Lemma C.1, which shows that kerP = clX ker P̃ . By

combining this with (C.2) we conclude that kerψ = clX ker ψ̃. �

Lemma C.3. Let X = L2(ω) with ω defined in (4.9). Then, for every f ∈ X there
exists a constant C > 0 such that

|∇kf̂(0)| ≤ C‖f‖ω, k ∈ Nd.

83
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Proof. We have

|∇kf̂(0)| ≤ ‖∇kf̂‖L∞(Rd) = ‖F [xkf(x)]‖L∞(Rd) ≤ ‖xkf(x)‖L1(Rd)

=

ˆ
Rd
|f(x)|ω(x)1/2 ·

∣∣xkω(x)−1/2
∣∣dx ≤ ‖f‖ω

(ˆ
Rd

x2kω(x)−1 dx
)1/2

.

Since ω(x)−1 decays exponentially as |x|2 → ∞ the integral on the right hand side is
finite for every k ∈ Nd. �

Lemma C.4. Let X be as in Lemma C.3, and consider f ∈ X . Then for every
0 < β′ < β there holds

sup
z∈Ωβ′/2

|f̂(z)| <∞.

Proof. Using Result (i) in Proposition 4.5 and the continuity of the Fourier trans-
form from L1(Rd) into L∞(Rd), we shall show that ‖f(x)eb·x‖L1(Rdx) is uniformly

bounded for |b|1 < β′/2. So we compute∥∥f(x)eb·x
∥∥
L1(Rdx)

=

ˆ
Rd
|f(x)|eb·x dx ≤ ‖f‖ω

(ˆ
Rd

e2b·x

ω(x)
dx
) 1

2
.

In the integral on the right hand side we apply the (discrete) Hölder inequality in the
exponent, and obtain:

ˆ
Rd

e2b·x

ω(x)
dx ≤

ˆ
Rd

eβ
′|x|∞

ω(x)
dx ≤ 2

ˆ
Rd

ω
(β′
β x
)

ω(x)
dx <∞,

which now is a bound independent of b. �

Lemma C.5. Let X ↪→ X be two Banach spaces, and A ∈ C (X) is the gen-
erator of a C0-semigroup (S(t))t≥0 on X. Assume that for every t ≥ 0 the closure
T (t) := clX S(t) exists. Furthermore, assume that the operators T (t) are bounded in X ,
and that there exist constants M,ω > 0 such that

‖T (t)‖B(X ) ≤Meωt, ∀t ≥ 0. (C.3)

Then there holds:

(i) The family (T (t))t≥0 is a C0-semigroup of bounded operators on X .
(ii) The generator A of (T (t))t≥0 fulfills A = clX A.

Proof. For the proof of (i) it only remains to verify the C0-property of (T (t))t≥0.
To this end we fix f ∈ X and choose an arbitrary sequence (fn)n∈N ⊂ X with fn → f
in X . By using the continuous embedding X ↪→ X and (C.3) we compute

‖T (t)f − f‖X ≤ ‖T (t)(f − fn)‖X + ‖S(t)fn − fn‖X + ‖fn − f‖X
≤ (Meωt + 1)‖f − fn‖X + C‖S(t)fn − fn‖X .

Here C > 0 is the constant from the continuous embedding X ↪→ X . We now take the
limit t↘ 0 in the above estimate, and obtain

lim
t↘0
‖T (t)f − f‖X ≤ (M + 1)‖f − fn‖X , ∀n ∈ N.

Here we have used the strong continuity of (S(t))t≥0 in X. Since n ∈ N is arbitrary, we
may take the limit n→∞ on the right hand side, which then converges to zero. This
proves the strong continuity of (T (t))t≥0 in X .
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Now we show that the generator A of (T (t))t≥0 indeed satisfies A = clX A. Because
of X ↪→ X there clearly holds A ⊂ A. Since A and A both generate a C0-semigroup,
we can find some real number λ > max{s(A), s(A)}, where s(·) denotes the spectral
bound of an operator (see Chapter 2). Clearly there holds λ ∈ ρ(A) ∩ ρ(A). Because
of A ⊂ A we also have for the resolvents RA(λ) ⊂ RA(λ). Since RA(λ) ∈ B(X ) this
implies RA(λ) = clX RA(λ). But this is equivalent to A = clX A. �

C.2. Bounded projections

In this section we briefly discuss bounded projections. In the following X is a
Banach space.

A bounded projection is an operator P ∈ B(X) that satisfies P 2 = P . According
to the discussion in Section III.3.4 in [Kat66], for a bounded projection P both ranP
and kerP are closed linear subspaces of X, and

X = kerP ⊕ ranP.

Conversely, assume we have X = M ⊕ N with closed linear subspaces M and N .
Since the sum is direct, for every x ∈ X there are unique m ∈M and n ∈ N such that
x = m + n. Hence, we may define a linear map on X via Px := m. This P satisfies
P 2 = P . Clearly, P is also closed: Consider a Cauchy sequence (xj)j∈N ⊂ X such that
(Pxj)j∈N ⊂ M is a also Cauchy sequence. Hence, both (Pxj)j∈N and (xj − Pxj)j∈N
are Cauchy sequences, and their limit lies in M and N , respectively. So we get

lim
j→∞

Pxj + lim
j→∞

(xj − Pxj) = lim
j→∞

xj .

Hence, limj→∞ Pxj = P limj→∞ xj , which is the component of limj→∞ xj in M by
definition of P . Therefore, P is closed. Since P is also defined on all X, we can apply
the Closed Graph Theorem, which proves that indeed P ∈ B(X).

The boundedness of the projection P defined by X = M ⊕ N has a useful conse-
quence. If P is a bounded projection, then also I − P is a bounded projection. The
boundedness of these projections implies that there exists a constant C > 0 such that
for all x ∈ X \ {0}

‖Px‖+ ‖(I − P )x‖
‖x‖ ≤ C.

This is equivalent to ‖m‖+ ‖n‖ ≤ C‖m+ n‖ for all m ∈M and n ∈ N . On the other
hand, the triangle inequality also shows ‖m+n‖ ≤ ‖m‖+‖n‖. Hence, ‖Px‖+‖(I−P )x‖
is an equivalent norm to ‖x‖ for x ∈ X.

C.3. Proof of Proposition 4.5

The following is a collection of results that in combination lead to the proof of
Proposition 4.5. Throughout this section, X is the weighted L2-space defined on
page 36, with the weight function (4.9). The proof orientates itself on Exercise 76
(proof of Theorem IX.14) of Chapter IX in [RS75].

Lemma C.6. For f ∈ L1
loc(Rd) there holds f ∈ X iff for all b ∈ Rd with |b|1 ≤ β/2

there holds ˆ
Rd

∣∣f(x)ex·b
∣∣2 dx <∞. (C.4)
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Proof. Let f ∈ X . We observe that for every x ∈ Rd

2ω(x) ≥ eβ|x|∞ = sup
b∈Rd
|b|1≤β

eb·x.

Here, we have used Hölder’s inequality. So we have the estimate 2ω(x) ≥ eb·x for all
b ∈ Rd with |b|1 ≤ β, and all x ∈ Rd. Hence, we can estimate the integral in (C.4) by
the ‖f‖2ω, which is finite.

Let now (C.4) hold for some f ∈ L1
loc(Rd). We conclude that for every ` ∈ {1, . . . , d}

there holds ˆ
Rd
|f(x)|2e±βx` dx <∞.

Summing over all ` ∈ {1, . . . , d} yields 2‖f‖2ω, and so f ∈ X . �

Lemma C.7. If f ∈ X then f̂ is analytic in Ωβ/2 (with the notation of Proposi-

tion 4.5). For every b ∈ Rd with |b|1 < β/2 there holds (4.11), i.e.:

f̂(ξ + ib) = F [f(x) exp(b · x)](ξ), ξ ∈ Rd.

Proof. Inspired by (4.11) we define the following function for ξ ∈ Rd and for all
b ∈ Rd for which the following integral exists:

F (ξ + ib) :=

ˆ
Rd
f(x) exp

(
− ix · (ξ + ib)

)
dx.

In the following we show that this indeed coincides with the analytic continuation of
f̂ . First we investigate the definition of F for given b ∈ Rd. This integral is defined in
the classical sense iff f(x) exp

(
x · b

)
∈ L1(Rd). Since f ∈ X , this holds true whenever

exp(2b · x) is uniformly bounded by ω(εx) for some ε ∈ (0, 1). Clearly, there holds for
all x ∈ Rd

ω(εx)

exp(εβ|x|∞)
∈ (1

2 , d].

Thus, exp(2b ·x) can be uniformly bounded by ω(εx) iff b ·x ≤ εβ2 |x|∞, for all x ∈ Rd.
Using Hölder’s inequality we find that this is true iff |b|1 ≤ εβ2 . We conclude that F is
defined whenever |b|1 < β/2.

We now show that F is analytic in Ωβ/2. Formally we get for every j ∈ {1, . . . , d}
and suitable z ∈ Cd:

∂

∂zj
F (z) =

ˆ
Rd
f(x) exp(−ix · z)(−ixj) dx. (C.5)

This proves the analyticity (i.e. complex differentiability), if we can justify the inter-
change of the differentiation and the integration. For z ∈ Ωβ/2 there exists some ε > 0

such that B1
ε (z) ⊂ Ωβ/2. So we can find some 0 < β′ < β and C ≥ 1 such that we have

for all z′ ∈ B1
ε (z) and all x ∈ Rd:

| exp(−ix · z′)xj | ≤ C exp
(β′

2 |x|∞
)
,

again using the Hölder inequality. Therefore, for all z′ ∈ B1
ε (z) the integrand

f(x) exp(−ix · z′)(−ixj)
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is uniformly bounded by |f(x) exp(β
′

2 |x|∞)|, which lies in L1(Rd). So we can apply the
Theorem of Dominated Convergence, which proves (C.5). Therefore F is the analytic

continuation of f̂ to Ωβ/2, and this continuation f̂ indeed satisfies the identity (4.11).
�

Corollary C.8. If f ∈ C∞0 (Rd), then the Fourier transform f̂ is analytic on Cd,
and (4.11) holds true for all b ∈ Rd.

Lemma C.9. For f ∈ X we define for every |b|1 = β/2 a continuation of the

Fourier transform by f̂(ξ + ib) := F [f(x) exp(b · x)](ξ), which lies in L2(Rd). There

holds b 7→ f̂(·+ ib) ∈ C(B1
β/2(0);L2(Rd)).

Proof. We fix f ∈ X and consider b0,b ∈ B1
β/2(0). According to Lemma C.7 we

need to show that

lim
b→b0

b∈B1
β/2

(0)

ˆ
Rd

∣∣f(x)2
(

exp(2b0 · x)− exp(2b · x)
)∣∣ dx = 0. (C.6)

Clearly there holds exp(2b0 ·x) ≤ 2ω(x) and exp(2b ·x) ≤ 2ω(x) uniformly for x ∈ Rd.
So for every ε > 0 we can find some R > 0 such that the following holds uniformly for

all b ∈ B1
β/2(0):

ˆ
B2
R(0)c

∣∣f(x)2
(

exp(2b0 · x)− exp(2b · x)
)∣∣ dx < ε.

For the remaining part it is clear that

lim
b→b0

b∈B1
β/2

(0)

ˆ
B2
R(0)

∣∣f(x)2
(

exp(2b0 · x)− exp(2b · x)
)∣∣dx = 0.

Since ε > 0 was arbitrary the validity of (C.6) follows. �

Lemma C.10. Let g ∈ C∞0 (Rd) and f ∈ L2(Rd) such that the Fourier transform

f̂ has an analytic continuation to Ωβ/2. Furthermore, assume that (4.10) holds. Then
the following equality holds true for all |b|1 < β/2:

(2π)d
ˆ
Rd
g(x)f(x) dx =

ˆ
Rd
ĝ(ξ − ib)f̂(ξ + ib) dξ. (C.7)

Proof. Fix b ∈ B1
β/2(0). Using Corollary C.8 and the representation formula (4.11)

we immediately find that

ĝ(ξ − ib) = ĝ(−ξ − ib). (C.8)

Since g ∈ C∞0 (Rd) we can apply the Paley-Wiener Theorem IX.11 from [RS75], which
proves that lim|Re ξ|2→∞ ĝ(ξ + ib) = 0, and this limit is uniform in b ∈ Rd. In com-
bination with (4.10) and by using (C.8) we can shift the domain of integration on the
right hand side of (C.7) from Rd to Rd− ib, without changing the value of the integral
according to Cauchy’s Integral Theorem:ˆ

Rd
ĝ(ξ − ib)f̂(ξ + ib) dξ =

ˆ
Rd
ĝ(ξ)f̂(ξ) dξ.
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According to Parseval’s formula (see [DL88]) the right hand side coincides with

(2π)d
´
Rd g(x)f(x) dx. �

Proposition C.11. Assume that f̂ is analytic in Ωβ/2 and it satisfies (4.10). Then
f ∈ X .

Proof. Choose some g ∈ C∞0 (Rd). For every |b|1 < β/2 we introduce the function
gb(x) := g(x)eb·x ∈ C∞0 (R). Inserting this in (C.7) and using Corollary C.8 for g yields

(2π)d
ˆ
Rd
g(x)eb·xf(x) dx =

ˆ
Rd
ĝ(ξ)f̂(ξ + ib) dξ.

Since g ∈ C∞0 (Rd) was arbitrary, and both C∞0 (Rd) and F [C∞0 (Rd)] are dense in L2(Rd),
this proves that

f̂(ξ + ib) = eb·xf(x),

and eb·xf(x) ∈ L2(Rd). This holds for all |b|1 < β/2. But together with (4.10) these
intermediate results imply that eb·xf(x) ∈ L2(Rd) for all |b|1 ≤ β/2. And now we can
apply Lemma C.6, which finally proves f ∈ X . �
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An Euler-Bernoulli beam with nonlinear
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CHAPTER 1

Preliminaries & some results on semilinear evolution
equations

In this chapter we discuss some properties of semilinear evolution equations in a
Hilbert space. Those results will be needed in the Chapters 2 and 3.

1.1. Preliminaries

For a function u(t, x), t ≥ 0, x ∈ [0, L] for some L > 0, we use the notation ut or u̇ for
the derivative with respect to the time variable t, and we write u′ for the x-derivative.
Higher order x-derivatives are denoted by roman superscripts. Whenever it is clear
from the context, we omit the time variable in the notation and write for example
u(L) ≡ u(t, L) and u(0) ≡ u(t, 0). If not stated otherwise all functions occurring in this
part are considered to be real valued, and only real valued solutions of equations are
sought. Therefore, in addition to the Hilbert spaces L2(0, L) and Hn(0, L), which are
understood to consist of complex valued functions, we also need

L2
R(0, L) := {f ∈ L2(0, L) : f : [0, L]→ R},

and analogously we define Hn
R(0, L), for n ∈ N \ {0}. Additionally, we define for

n ∈ N \ {0, 1}:
H̃n

0,R(0, L) := {f ∈ Hn
R(0, L) : f(0) = f ′(0) = 0}. (1.1)

A linear operator A is a closed, linear map A : X → X , where X is a suitable real
or complex Banach space, and the domain D(A) needs to be dense in X . The range of
A is ranA ⊂ X . A closed linear subset X of a Hilbert space X is called A-invariant if
X ∩D(A) ⊂ X is dense and ranA|X ⊂ X.

Throughout this part C denotes a positive constant, not necessarily always the
same.

1.2. Semilinear evolution equations

Throughout Chapter 1, we make the following assumptions: H is a Hilbert space
with inner product 〈·, ·〉H and the norm ‖ · ‖H. A is always a linear operator with
domain D(A), and N : H → H is a (possibly nonlinear) operator. Furthermore, we
always assume that the following is fulfilled:

Assumption 1.1. For the operators A and N we require:

(i) A generates a C0-semigroup of contractions on H, denoted by (etA)t≥0.
(ii) N is differentiable in H and Lipschitz continuous on bounded sets (we refer

to this as local Lipschitz continuity).
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We define the nonlinear operator A := A + N on the domain D(A) := D(A). In
the following we are interested in evolution equations in H of the following form:

dy(t)

dt
= Ay(t) +N y(t), t > 0,

y(0) = y0 ∈ H.
(1.2)

For evolution equations in the form of (1.2) we distinguish between two different kinds
of solutions. Let T > 0 be fixed. A function y : [0, T )→ H is a

• classical solution of (1.2) on [0, T ) if y ∈ C([0, T );H) and y ∈ C1((0, T );H),
y(t) ∈ D(A) for all t ∈ (0, T ), and y(t) satisfies (1.2) on [0, T ).
• mild solution of (1.2) on [0, T ) if y ∈ C([0, T );H) and y satisfies the Duhamel

formula

y(t) = etAy0 +

ˆ t

0
e(t−s)AN y(s) ds, 0 < t < T. (1.3)

A classical solution is always a mild solution too. If we can choose T = ∞ in those
definitions, the solution y(t) is called global in time. A first existence result is due to
Theorem 6.1.4 in [Paz83]:

Proposition 1.2. For every y0 ∈ H there exists a unique mild solution y(t) on
[0, Tmax(y0)) of (1.2), where Tmax(y0) is the maximal time interval for which the solu-
tion exists. If Tmax(y0) <∞, then a blow-up occurs, i.e.

lim
t↗Tmax(y0)

‖y(t)‖H =∞.

Proof. Since we assume that N : H → H is locally Lipschitz continuous, the result
directly follows from Theorem 6.1.4 in [Paz83]. �

Lemma 1.3. If y0 ∈ D(A), then the corresponding mild solution y(t) of (1.2) is
classical.

Proof. This follows immediately from Theorem 6.1.5 in [Paz83], since N is differ-
entiable. �

Throughout this chapter, we additionally assume the existence of a function V with
the following properties:

Assumption 1.4. There exists a continuous function V : H → [0,∞) such that

(i) For every y0 ∈ D(A) and the corresponding classical solution y(t) of (1.2)
there holds

t 7→ V (y(t)) is monotonically decreasing on [0, Tmax(y0)).

Here, Tmax(y0) is the bound introduced in Proposition 1.2.
(ii) For every sequence (yn)n∈N ⊂ H there holds

lim sup
n→∞

V (yn) =∞ ⇔ lim sup
n→∞

‖yn‖H =∞.

This allows us to show that every classical solution y(t), corresponding to some
initial condition y0 ∈ D(A), is global in time, i.e. Tmax(y0) =∞.

Lemma 1.5. Let y0 ∈ D(A) and let y(t) be the corresponding classical solution of
(1.2). The Tmax(y0) =∞, i.e. y(t) is global in time.
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Proof. According to Assumption 1.4 (i), V is monotonically decreasing along y(t).
In particular, V (y(t)) ≤ V (y0) <∞ for all t ∈ [0, Tmax(y0)). Then, Assumption 1.4 (ii)
implies that ‖y(t)‖H does not blow up as t ↗ Tmax(y0). According to Proposition 1.2
this is only possible if Tmax(y0) =∞. Hence, y(t) is global. �

Finally, we show that V (y(t)) is monotonically decreasing also for (non-classical)
mild solutions y(t). The key ingredient is the following corollary of Proposition 4.3.7
in [CH98]:

Proposition 1.6. Let y0 ∈ H and (yn,0)n∈N ⊂ D(A) such that yn,0 → y0 in H.
Denote the corresponding (mild) solutions of (1.2) by y(t) and yn(t), respectively. Then,
for every 0 < T < Tmax(y0), there holds yn → y in C([0, T ];H).

With this we are able to prove the following theorem:

Theorem 1.7. For every y0 ∈ H the corresponding mild solution y(t) of (1.2)
is global in time, i.e. Tmax(y0) = ∞. Furthermore, t 7→ V (y(t)) is monotonically
decreasing, and t 7→ ‖y(t)‖H is uniformly bounded on R+.

Proof. According to Lemmata 1.3 and 1.5, and Assumption 1.4 it remains to show
the result for y0 ∈ H \D(A). To this end we choose a sequence of classical solutions
(yn)n∈N as in Proposition 1.6. Since V : H → R is continuous, we conclude from
Proposition 1.6 that for all t ∈ [0, Tmax(y0)):

V (y(t)) = lim
n→∞

V (yn(t)). (1.4)

According to Assumption 1.4 (i) we have for every n ∈ N:

V (yn(t1)) ≥ V (yn(t2)), 0 ≤ t1 ≤ t2.
Taking the limit n→∞ yields, with (1.4):

V (y(t1) ≥ V (y(t2)), 0 ≤ t1 ≤ t2 < Tmax(y0),

hence t 7→ V (y(t)) is monotonically decreasing on [0, Tmax(y0)). Then, Assump-
tion 1.4 (ii) implies that ‖y(t)‖H remains uniformly bounded as t ↗ Tmax(y0), so
now blow-up occurs. According to Proposition 1.2 this shows that y(t) is global in
time, and Tmax(y0) =∞. �

We now introduce the family of (nonlinear) operators (SA(t))t≥0: For every y0 ∈ H
let y(t) be the mild solution of (1.2). We then define

SA(t)y0 := y(t), t ≥ 0. (1.5)

Sometimes we shall use the shorthand notation SA ≡ (SA(t))t≥0. Note that there holds
SA(0)y0 = y0 for all y0 ∈ H.

Lemma 1.8. The family (SA(t))t≥0 is a C0-semigroup of nonlinear operators in
H.

Proof. This is a direct consequence of Theorem 9.3.2 in [CH98]. �

Definition 1.9 (Lyapunov function). A continuous function V : H → R is called
Lyapunov function for SA (or (1.2), equivalently) if V is monotonically decreasing along
every mild solution of (1.2).
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Corollary 1.10. Any function V satisfying Assumption 1.4 is a Lyapunov function
for SA.

Definition 1.11. Given an initial value y0 ∈ H, we define the following generalized
time derivative of t 7→ V (SA(t)y0):

V̇ (y0) := lim sup
t↘0

V (SA(t)y0)− V (y0)

t
,

which may take the value −∞.

1.3. Regularity of the integrated semigroup

This section addresses the question of regularity of
´ t

0 SA(s)y0 ds. We still use the
definition of A,N and H from Section 1.2. To this end we start with the following
general result:

Proposition 1.12. Let B the infinitesimal generator of a linear C0-semigroup in
a Banach space X, and N : R+×X → X is a nonlinear operator. We assume that the
initial value problem

ẋ(t) = Bx(t) +N(t, x(t)), t > 0, (1.6a)

x(0) = x0 ∈ X, (1.6b)

has a unique global mild solution x(t) for every x0 ∈ X. Furthermore we assume the
following:

(i) If x0 ∈ D(B), then the solution x(t) is classical.
(ii) Let x0 ∈ X, and (xn,0)n∈N ⊂ D(B), and denote the corresponding solutions

of (1.6) by x(t) and xn(t), respectively. If xn,0 → x0 in X, then xn → x in
C([0, T ];X) for every T > 0.

(iii) The map t 7→ N(t, x(t)) is continuous on R+ for every mild solution x(t).
(iv) For every T > 0 the map N(t, ·) : X → X is uniformly continuous on bounded

sets in X, uniformly in t ∈ [0, T ].

Then for every x0 ∈ X and the corresponding mild solution x(t) of (1.6) there holds´ t
0 x(s) ds ∈ D(B) for all t > 0, and

x(t)− x0 = B

ˆ t

0
x(s) ds+

ˆ t

0
N(t, x(s)) ds. (1.7)

Proof. We first consider x0 ∈ D(B). Then x(t) is a classical solution of (1.6), and
satisfies the integrated equation:

x(t)− x0 =

ˆ t

0
Bx(s) ds+

ˆ t

0
N(s, x(s)) ds. (1.8)

The crucial part of the following proof is to justify of the interchange of B and the
integral. Since x(t) ∈ C1(R+;X) and because of the assumption (iii), we find that
both t 7→ N(t, x(t)) and t 7→ ẋ(t) = Bx(t) + N(t, x(t)) are continuous. This implies
that Bx(t) ∈ C(R+;X). Therefore the following integrals exist, and we can write them
as Riemann sums, for any t > 0:

ˆ t

0
x(s) ds = lim

K→∞

K∑
k=1

t

K
x
(kt
K

)
,
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ˆ t

0
Bx(s) ds = lim

K→∞

K∑
k=1

t

K
Bx
(kt
K

)
= lim

K→∞
B

K∑
k=1

t

K
x
(kt
K

)
.

We used the linearity of B in the last step. Since B is an infinitesimal generator, it is
closed. Thus we obtain from the above thatˆ t

0
x(s) ds ∈ D(B), B

ˆ t

0
x(s) ds =

ˆ t

0
Bx(s) ds. (1.9)

Inserting this in (1.8) yields the desired result for any t > 0.
Consider now x0 ∈ X \ D(B). Due to the prerequisite (ii) there is a sequence of

classical solutions (xn(t))n∈N such that xn → x in C([0, T ];X) as n → ∞, for any
T > 0. In combination with with the assumption (iv) this implies the convergence of
N(t, xn(t))→ N(t, x(t)) in C([0, T ];X). Hence we find for every t > 0:

lim
n→∞

(xn(t)− xn,0) = x(t)− x0,

lim
n→∞

ˆ t

0
N(s, xn(s)) ds =

ˆ t

0
N(s, x(s)) ds.

Consider (1.7) for every xn and apply the above limits. We obtain

lim
n→∞

B

ˆ t

0
xn(s) ds = x(t)− x0 −

ˆ t

0
N(s, x(s)) ds.

But since xn → x in C([0, T ];X) there also holds

lim
n→∞

ˆ t

0
xn(s) ds =

ˆ t

0
x(s) ds.

Since B is closed, these last two limits prove (1.9) for x0 ∈ X \D(B), which concludes
the proof analogously to the first part. �

In our particular situation, the above result yields the following:

Lemma 1.13. Let A,N satisfy Assumption 1.1, and let there be a function V
which fulfills Assumption 1.4. Then, for every y0 ∈ H the following holds, for all t > 0:ˆ t

0
SA(s)y0 ds ∈ D(A), (1.10)

and

SA(t)y0 − y0 = A

ˆ t

0
SA(s)y0 ds+

ˆ t

0
NSA(s)y0 ds. (1.11)

Proof. We need to verify that the requirements of Proposition 1.12 are fulfilled,
with B = A and N(t, ·) = N (·). According to Theorem 1.7 and Proposition 1.2, (1.2)
has a unique global mild solution y(t) for every y0 ∈ H. Lemma 1.3 ensures that y(t)
is classical if y0 ∈ D(A). This verifies (i). Assumption (ii) is ensured by Proposi-
tion 1.6. Since, according to Assumption 1.1 (ii), N : H → H is differentiable, it is also
continuous. Furthermore, any mild solution y(t) is continuous too, so t 7→ N (y(t)) is
continuous, and the condition (iii) is fulfilled. Finally, condition (iv) is satisfied, since
we assume N to be locally Lipschitz continuous. Hence, we can apply Proposition 1.12,
which concludes the proof. �

For N = 0, i.e. the linear case, (1.10) and (1.11) are standard results, see for
example Theorem 1.2.4 in [Paz83].
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1.4. ω-limit & asymptotic stability

The aim of this part of this thesis is to investigate the long-time behavior of certain
nonlinear evolution equations. Here, we give a brief overview of the concepts used here.
In the following we still assume the definitions from Section 1.2.

Definition 1.14 (Asymptotic stability). We say that the problem (1.2) or the
corresponding semigroup SA, respectively, is asymptotically stable if for every y0 ∈ H
there holds

lim
t→∞
‖SA(t)y0‖H = 0.

Definition 1.15 (Trajectory). Given an initial condition y0 ∈ H for (1.2), the
corresponding trajectory γ(y0) is defined by

γ(y0) :=
⋃
t≥0

SA(t)y0.

It is the set of all values that y(t) ≡ SA(t)y0 ∈ H takes for t ∈ [0,∞).

Definition 1.16 (ω-limit set). Let y0 ∈ H be an initial condition of (1.2). Then
the ω-limit set ω(y0) for y0 is defined by

ω(y0) :=
{
y ∈ H : ∃(tn)n∈N ⊂ R+ such that lim

n→∞
tn =∞∧ lim

n→∞
SA(tn)y0 = y

}
.

We collect some results about ω-limits from Chapter 9.1 in [CH98]:

Lemma 1.17. Let y0 ∈ H. There holds:

(i) ω(y0) is SA-invariant, i.e. SA(t)ω(y0) ⊆ ω(y0) for all t > 0.
(ii) If γ(y0) is precompact, then ω(y0) 6= ∅.
(iii) limt→∞ d(SA(t)y0, ω(y0)) = 0, where d(·, ·) denotes the minimal distance in

the H-norm.

Note that by first showing that γ(y0) is precompact for all y0 ∈ H (which ensures
ω(y0) 6= ∅), and then proving that ω(y0) = {0}, Lemma 1.17 yields the asymptotic
stability of SA. However, in general it is difficult to determine ω(y0). To this end,
the Lyapunov function V is helpful. Since for every y0 ∈ H the map t 7→ V (SA(t)) is
monotonically decreasing (cf. Corollary 1.10), and it is bounded from below by zero,
the following limit exists:

ν(y0) := lim
t→∞

V (SA(t)y0) ≥ 0. (1.12)

Note that it even exists if ω(y0) = ∅.
Lemma 1.18. Suppose ω(y0) 6= ∅. Then there holds

V (ω(y0)) = {ν(y0)},
i.e. V is constant on ω(y0). In particular V̇ (y) = 0 for all y ∈ ω(y0).

Proof. Let y ∈ ω(y0). There exists a sequence (tn)n∈N ⊂ R+, with tn → ∞, such
that limn→∞ SA(tn)y0 = y. Since V is continuous,

lim
n→∞

V (SA(tn)y0) = V (y).

According to (1.12) we have V (y) = ν(y0), and the result follows. �
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This is the intrinsic motivation for the following famous result (cf. Theorem 3.64 in
[LGM99]):

Theorem 1.19 (LaSalle’s Invariance Principle). Let Ω ⊂ H be the largest
SA-invariant subset of

{y ∈ H : V̇ (y) = 0}.
If y0 ∈ H and γ(y0) is precompact, then

lim
t→∞

d(SA(t)y0,Ω) = 0,

where d(·, ·) was defined in Lemma 1.17.





CHAPTER 2

An Euler-Bernoulli beam with nonlinear damping and a
nonlinear spring at the tip

2.1. Introduction

This chapter considers an Euler-Bernoulli beam where one end is clamped, and the
free end holds a rigid tip mass. Models of this form play a fundamental role in many
mechanical systems and thus occur in multiple applications such as flexible robot arms,
helicopter rotor blades, spacecraft antennae, airplane wings, high-rise buildings, etc.
An important issue is the suppression of vibrations, since undesired oscillations can
reduce the performance of the system, or worse, result in damage to the structure. For
this reason, the Euler-Bernoulli beam is often coupled with a boundary control, which
acts on the tip and is used to dissipate the vibration. Frequently, the boundary control
is realized as a suspension system, consisting typically of springs and dampers.

In the last four decades, considerable attention has been paid to the stability anal-
ysis of such systems in the literature, see e.g. [LM88, Guo02a, GW06, MA15]. Most
results deal with the situation in which the control is linear, thus obtaining linear
boundary conditions. In general, the respective stability analysis uses results from
linear functional analysis.

However, the generalization to nonlinear boundary conditions is not straightfor-
ward in most cases, since they often require a model-dependent analysis. To the au-
thor’s knowledge the only beam models considered in the literature with nonlinearities
at the boundary do not comprise a rigid body attached to the tip (see for example
[CC99, CP24, CP94, CdN98]). A main goal of this chapter is to increase the analytical
understanding of nonlinear beam models.

In this chapter we investigate an Euler-Bernoulli beam which is clamped at one
end (see Figure 1). The free end holds a tip mass, whose mass m and moment of
inertia J are both positive. The controller acting on the tip consists of a spring and
a damper, both nonlinear. On the one hand this model is rather simple, but it still
exhibits an interesting mechanical behavior (asymptotic stability vs. the existence of
periodic orbits, depending on the value of J > 0). On the other hand, its mathematical
analysis requires a new strategy that deviates from existing techniques for nonlinear
models. The analysis presented in this chapter can easily be extended to more complex
models of this kind, see Chapter 3.

Our beam model satisfies a linear PDE with high order nonlinear boundary con-
ditions. In order to make the system accessible for analysis it is a common strategy
to rewrite it as a nonlinear evolution equation in an appropriate (infinite-dimensional)
Hilbert space H, and use the total energy of the system as a Lyapunov functional, see
[CLW13, Gra09, KT05, Mor01, VZLGM09]. In general, proving that every solution

101
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Lx

u(x)

1

Figure 1. Clamped beam with tip mass, coupled to a spring and damper
(both nonlinear). Source: [MSA15].

tends to zero as time goes to infinity consists of two steps, namely showing the precom-
pactness of the trajectories and proving that the only possible limit is the zero solution,
see LaSalle’s Invariance Principle (Theorem 1.19). In the linear case, verifying the pre-
compactness is straightforward by showing that the resolvent of the system operator is
compact, see Remark 2.16 in Section 2.4. For the nonlinear case, the inspection of the
precompactness property is more complex. In some situations, it can be shown that
the (nonlinear) system operator is dissipative (in the sense of [CP69]) and has compact
resolvent, see for example [CP94]. However, in our case, this operator is not dissipa-
tive, and does not generate a semigroup of nonlinear contractions, see Remark 2.11 in
Section 2.3.

A very common point of view for proving asymptotic stability of nonlinear evolution
equations is to consider the system as a quasi-linear evolution equation. For this situ-
ation, the most commonly used criteria for the precompactness of trajectories can be
found in [DS73, Paz81, Paz75, Web79], and further generalizations in [Cou02, TV03].
They all split the system operator into the sum of two operators A +N (A being its
linear, and N its nonlinear part) and infer precompactness under the following con-
ditions. In [DS73], for example, A is required to be m-dissipative and N applied to
a trajectory is L1 in time. In [Paz75] the requirement on N is loosened by just as-
suming uniform local integrability of N applied to a trajectory. However, the linear
semigroup (etA)t≥0 needs additionally to be compact in order to still ensure precom-
pactness. Finally, in [Web79] N just needs to map into a compact set, but A needs
to generate an exponentially stable linear C0-semigroup. These strategies have been
successfully applied in the literature to the Euler-Bernoulli beam without tip payload
and with nonlinear boundary control: In [CP24] the precompactness of the trajectories
follows directly from the m-dissipativity of the system operator, and in [CC99] from
the L1-integrability of the nonlinearity.

In contrast to the mentioned literature, the nonlinear boundary conditions consid-
ered in this chapter do not fall into any of these sets of assumptions. In our case A is
m-dissipative, but the generated semigroup is neither compact nor exponentially stable.
On the other hand, N apparently does not satisfy strong assumptions either, for it is
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compact, but we can not guarantee L1-integrability. Thus the properties of our system
operator are too weak in order to apply the mentioned standard results. However, we
are still able to prove precompactness of the trajectories in a novel way. Hence, this
chapter provides a new strategy for such evolution equations.

In this chapter we show that, for the Euler-Bernoulli beam with tip mass, coupled
to a nonlinear spring and a nonlinear damper, all trajectories that are C1 in time
are precompact. Furthermore, for almost all values of the moment of inertia J > 0
the trajectories tend to zero as time goes to infinity. Interestingly we find that, for
countably many values of J , the trajectories tend to a time-periodic solution (see our
main result, Theorem 2.21, for the detailed formulation). For given initial conditions
we are able to characterize this asymptotic limit explicitly, including its phase. Such
periodic limiting orbit appears when the (linear) beam equation has an eigenfunction
with a node at the free end (i.e. some un(L) = 0). Then, the controller at the tip is
inactive for all time.

This chapter is organized as follows. In Section 2.2 the equations of motion are
derived for the system consisting of the Euler-Bernoulli beam with tip mass, connected
to a nonlinear spring and damper. Next, it is shown that the energy functional is
an appropriate Lyapunov function for the system. Section 2.3 is concerned with the
formulation of the problem in an appropriate functional analytical setting and the
investigation of existence and uniqueness of the corresponding solutions. In Section 2.4
we prove precompactness of the trajectories for all initial conditions lying in a dense
subset of the underlying Hilbert space. Section 2.5 deals with the characterization of
possible ω-limit sets, proving that any classical solution tends either to zero or to a
periodic solution, depending on the prescribed value J .

The contents of Chapter 2 has been published in [MSA15].

2.2. Preliminaries and derivation of the model

For the derivation of the model we follow [GZH11] and [KT05], where we require
that the beam satisfies the Euler-Bernoulli assumption. We assume that the beam
has uniform mass per length ρ > 0 and length L. The beam is parametrized with
x ∈ [0, L], and is described by its deviation u(t, x) from the horizontal (as depicted
in Figure 1). The constant bending stiffness is Λ > 0, and the tension is assumed to
be zero. At the tip of the beam there is a payload of mass m > 0, which has the
moment of inertia J > 0. We neglect friction of any kind. Only two external forces
are assumed to act on the beam, both on the tip, perpendicular to the resting position
u ≡ 0. The first comes from a nonlinear spring attached to the tip, producing the
restoring force −k1(u(t, L)). The second force is due to a nonlinear damping, and is
given by −k2(ut(t, L)). Throughout the rest of Chapter 2 we shall make the following
assumptions on the two nonlinearities:

Assumption 2.1. We assume k1, k2 ∈W 2,∞
loc (R), and

ˆ z

0
k1(s) ds ≥ 0, ∀z ∈ R, (2.1)

k′2(z) ≥ 0, k2(0) = 0, ∀z ∈ R. (2.2)
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Furthermore, we require that

|k2(z)| ≥ Kz2, ∀z ∈ (−δ, δ), (2.3)

for some positive constant K > 0 and δ > 0 small.

Notice that (2.1) implies k1(0) = 0, and (2.2) combined with (2.3) implies that
k2(z) = 0 iff z = 0.

Remark 2.2. The assumption k1, k2 ∈ W 2,∞
loc (R) is particularly needed in the

proof of Lemma 2.15, which specifically requires the L∞-boundedness of k′′1 and k′′2 on
bounded sets.

In many situations the damping k2 will originate from the drag produced by the flow
of a fluid around the immersed tip. Hence, the dependence of the drag k2 on the velocity
of the tip will, in general, either be linear (Stokes drag ; for low Reynolds numbers),
or quadratic (drag equation; for high Reynolds numbers with turbulence behind the
object), see [Bat00]. From this point of view, condition (2.3) is not restrictive.

The equations of motion can be derived according to Hamilton’s principle, see
[GZH11]. Hence, they are the Euler-Lagrange equations corresponding to the action
functional. In our model the kinetic energy Ek and the potential (strain) energy Ep
are

Ek =
ρ

2

ˆ L

0
u2
t dx+

m

2
ut(L)2 +

J

2
u′t(L)2, Ep =

Λ

2

ˆ L

0
(u′′)2 dx. (2.4)

Additionally, we have the virtual work δW coming from the external forces:

δW = −k1(u(L))δu(L)− k2(ut(L))δu(L).

Taking into account the boundary conditions u(0) = u′(0) = 0 of the clamped end we
find that, according to Hamilton’s principle, u satisfies:

ρutt(t, x) + ΛuIV(t, x) = 0, (2.5a)

u(t, 0) = u′(t, 0) = 0, (2.5b)

−Λu′′′(t, L) +mutt(t, L) = −k1(u(t, L))− k2(ut(t, L)), (2.5c)

Λu′′(t, L) + Ju′tt(t, L) = 0, (2.5d)

where (t, x) ∈ (0,∞)× (0, L). For the rest of this chapter we investigate the existence
and asymptotic behavior of solutions u of the system (2.5).

Finally we derive a candidate for a Lyapunov function (see Definition 1.9): The total
energy of the system is a natural candidate, since it will decrease in time because of the

damping. The total energy is given by Etot = Ek +Ep+Es, where Es :=
´ u(L)

0 k1(s) ds
represents the potential energy stored in the nonlinear spring, and Ek and Ep are
given in (2.4). Now (2.1) ensures that Es always stays non-negative. For sufficiently
regular solutions u of (2.5) we compute the time derivative of the total energy, using
the Euler-Lagrange equations (2.5):

d

dt
Etot = Λ

ˆ L

0
u′′u′′t dx+ ρ

ˆ L

0
uttut dx+mutt(L)ut(L) + Ju′tt(L)u′t(L)

+ k1(u(L))ut(L)
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= Λ

ˆ L

0
uIVut dx+ Λu′′u′t

∣∣L
0
− Λu′′′ut

∣∣L
0

+ ρ

ˆ L

0
uttut dx

+mutt(L)ut(L) + Ju′tt(L)u′t(L) + k1(u(L))ut(L)

= Λu′′(L)u′t(L)− Λu′′′(L)ut(L) +mutt(L)ut(L) + Ju′tt(L)u′t(L)

+ k1(u(L))ut(L)

= −k2(ut(L))ut(L). (2.6)

According to (2.2) this last line is always non-positive. This also confirms our previous
claim that the friction, k2, is responsible for the energy dissipation in (2.5). So Etot is
a candidate for a Lyapunov function:

V (u) :=
Λ

2

ˆ L

0
(u′′)2 dx+

ρ

2

ˆ L

0
u2
t dx+

m

2
ut(L)2 +

J

2
u′t(L)2 +

ˆ u(L)

0
k1(s) ds, (2.7)

and it is non-negative. According to (2.6) its derivative along classical solutions of (2.5)
satisfies:

d

dt
V (u(t)) = −k2(ut(t, L))ut(t, L) ≤ 0. (2.8)

2.3. Formulation as an evolution equation

The aim of this section is to show that for sufficiently regular initial conditions
u(0, x) = u0(x) and ut(0, x) = v0(x) the system (2.5) has a unique (mild) solution
u(t, x). First, we introduce the standard setting for the Euler-Bernoulli beam with a
tip payload (see [KT05], [MA15]). To this end we define the following real Hilbert
space:

H := {y = [u, v, ξ, ψ]> : u ∈ H̃2
0,R(0, L), v ∈ L2

R(0, L), ξ, ψ ∈ R}, (2.9)

where H̃n
0,R(0, L) is defined in (1.1). The space H is equipped with the inner product

〈y1, y2〉H :=
Λ

2

ˆ L

0
u′′1u2

′′ dx+
ρ

2

ˆ L

0
v1v2 dx+

1

2J
ξ1ξ2 +

1

2m
ψ1ψ2, ∀y1, y2 ∈ H.

We next consider the following linear operator on H:

A : y 7→


v

−Λ
ρ u

IV

−Λu′′(L)
Λu′′′(L)

 (2.10)

on the dense domain

D(A) := {y ∈ H : u ∈ H̃4
0,R(0, L), v ∈ H̃2

0,R(0, L), ξ = Jv′(L), ψ = mv(L)}. (2.11)

Furthermore, we define the bounded nonlinear operator N on H:

N : y 7→


0
0
0

−k1(u(L))− k2( ψm)

 . (2.12)

For the rest of Chapter 2 we use the above definitions of A, N and H. Finally, we
introduce the nonlinear operator A := A+N on the domain D(A) = D(A). With this
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notation the system (2.5) can be written formally as the following nonlinear evolution
equation in H:

yt = Ay, (2.13a)

y(0) = y0, (2.13b)

for some initial condition y0 ∈ H. For some properties and results of nonlinear evolution
equations we refer to Section 1.2.

Lemma 2.3. A generates a C0-semigroup (etA)t≥0 of unitary operators in H.

The proof of Lemma 2.3 is included in the proof of Lemma A.2 in the Appendix.
The latter is an extension of Lemma 2.3 to the complex analogue of H.

Lemma 2.4. The operator N : H → H is continuously differentiable.

Proof. First, we note that the derivative of N at y is the following linear operator:

N ′(y) : h 7→


0
0
0

−k′1(u(L))uh(L)− k′2( ψm)ψh

 ,
where h = [uh, vh, ξh, ψh]>. By using the continuous embedding H2(0, L) ↪→ C([0, L])
for u, and the Assumption 2.1 on the kj , we immediately verify that N ′(y) is indeed the
Fréchet derivative of N at y ∈ H. Since, according to Assumption 2.1, the functions
kj lie in W 2,∞

loc (R), it is clear that N ′ is a continuous map from H into B(H). �

Corollary 2.5. The operators A and N fulfill Assumption 1.1.

Following the arguments from Chapter 1 we conclude that (2.13) has a unique
mild solution for every y0 ∈ H, and if y0 ∈ D(A), this solution is classical. Now we
can look for a suitable Lyapunov function on H. In the previous section we obtained
a candidate by (2.7), which was defined along classical solutions u(t) of (2.5). For
y = [u, v, ξ, ψ]> ∈ D(A) this can equivalently be written as

V (y) =
Λ

2

ˆ L

0
(u′′)2 dx+

ρ

2

ˆ L

0
v2 dx+

1

2m
ψ2 +

1

2J
ξ2 +

ˆ u(L)

0
k1(s) ds. (2.14)

This is then defined for all y ∈ H, and according to (2.8) there holds

d

dt
V (y(t)) = −k2

(ψ(t)

m

)ψ(t)

m
≤ 0, ∀0 < t < Tmax(y0), (2.15)

along all classical solutions y(t). Throughout the rest of Chapter 2, V denotes the
function (2.14). The following two results are easily verified:

Lemma 2.6. The function V : H → R is continuous with respect to the norm ‖·‖H.

Proof. We observe that V (y) = ‖y‖2H +
´ u(L)

0 k1(s) ds. Hence, it remains to show
continuity for the integral term. Let y ∈ H, and (yn)n∈N ⊂ H with yn → y in H.
In particular, for the first component we have un → u in H2(0, L). Because of the
continuous embedding H2(0, L) ↪→ C([0, L]), this implies un(L) → u(L). Since k1 is
integrable, this proves

lim
n→∞

ˆ un(L)

0
k1(s) ds =

ˆ u(L)

0
k1(s) ds,
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and consequently, limn→∞ V (yn) = V (y). �

Lemma 2.7. For every sequence (yn)n∈N ⊂ H there holds

lim sup
n→∞

V (yn) =∞ ⇔ lim sup
n→∞

‖yn‖H =∞.

Proof. We argue similarly to the proof of Lemma 2.6. Again, we use

V (y) = ‖y‖2H +
´ u(L)

0 k1(s) ds. According to Assumption 2.1, the integral on the
right hand side is always non-negative. Hence, if (‖yn‖H)n∈N is unbounded,
then also (V (yn))n∈N is unbounded. Suppose now that (‖yn‖H)n∈N is bounded.
Hence, also (‖un‖H2(0,L))n∈N is bounded, and because of the continuous embedding

H2(0, L) ↪→ C([0, L]), also (|un(L)|)n∈N is uniformly bounded. According to Assump-
tion 2.1, k1 ∈ C(R), so (ˆ un(L)

0
k1(s) ds

)
n∈N

stays uniformly bounded. Hence, (V (yn))n∈N is bounded. �

Corollary 2.8. The function V satisfies Assumption 1.4.

With the Corollaries 2.5 and 2.8 at hand, we can apply all results from Chapter 1 to
the evolution equation (2.13) of this chapter (with the same notation). This establishes
the following existence result:

Theorem 2.9. For every y0 ∈ H the initial value problem (2.13) has a unique
global mild solution y(t), which is classical for y0 ∈ D(A). Moreover, the function V is
a non-negative Lyapunov function, and for every mild solution y(t) the norm ‖y(t)‖H
is uniformly bounded for t ≥ 0.

Corollary 2.10. All results from the Sections 1.3 and 1.4 apply to the system
(2.13) and the Lyapunov function V from (2.14).

Then, as in (1.5) we introduce the nonlinear semigroup SA ≡ (SA(t))t≥0, generated
by A.

Remark 2.11. If we assume that k1 is linear, i.e. k1(u(L)) = K1 · u(L) for some
K1 > 0, and Assumption 2.1 holds, then the (still) nonlinear operator A is dissipative
in H, with respect to the modified inner product

〈y1, y2〉H,2 :=
Λ

2

ˆ L

0
u′′1u2

′′ dx+
ρ

2

ˆ L

0
v1v2 dx+

ξ1ξ2

2J
+
ψ1ψ2

2m
+
K1Λ

2
u1(L)u2(L).

Then, A even generates a semigroup of nonlinear contractions (cf. [CP69]). In this
case, the asymptotic stability of the semigroup is shown more easily, see Remark 2.16.
However, we assume k1 to be nonlinear, and we cannot find a formulation of (2.5) such
that the system operator becomes dissipative.

In the remaining part of this chapter we investigate the asymptotic stability of
the nonlinear semigroup SA. As it turns out, the semigroup is asymptotically stable
“in most cases”, i.e. for all but countably many values of the parameter J . For these
exceptional values of J , there exist non-trivial solutions which are periodic in time and
do not decay towards zero, see Lemma 2.18 in Section 2.5. The main result of this
chapter is stated in Theorem 2.21. The underlying ideas for the corresponding analysis
are presented in Section 1.4.



108 2. AN EBB WITH NONLINEAR DAMPING AND A NONLINEAR SPRING AT THE TIP

2.4. Precompactness of the trajectories

In this section we investigate the precompactness of the trajectories of (2.13). First,
we prove the precompactness of trajectories that are twice differentiable (in time),
and then extend this result to all classical solutions. The main result is Lemma 2.15
below. Note that we use the assumptions and results presented in the previous section.
Furthermore, according to Corollary 2.10 we can use the results from the Sections 1.3
and 1.4.

Lemma 2.12. Let y0 ∈ D(A2) and let y(t) be the corresponding solution of (2.13).
Then y ∈ C2(R+;H) and yt(t) ∈ D(A) for all t > 0.

Proof. First, notice that if y ∈ C2(R+;H) then ỹ := yt would satisfy

ỹt = Aỹ +


0
0
0

−k′1(u(L)) ψm − k′2( ψm) ψ̃m

 . (2.16)

However, for the moment we only know that y ∈ C1(R+;H), see Theorem 2.9. Moti-
vated by (2.16) we define the following functions for this particular classical solution
y(t):

F (t) := −k′1(u(t, L))
ψ(t)

m
,

G(t, z) := −k′2
(ψ(t)

m

) χ
m
≡ g(t)χ,

where z = [U, V, ζ, χ]> ∈ H. Since y(t) is a classical solution, and k1, k2 ∈ W 2,∞
loc (R)

due to Assumption 2.1, both F (t) and g(t) lie in W 1,∞
loc (R). Consequently, the op-

erator Ñ : [0, T ]×H → H, defined by Ñ (t, z) := [0, 0, 0, F (t) + G(t, z)]>, is Lipschitz
continuous in both variables, for every T > 0. In the following we consider the (non-
autonomous) initial value problem

zt = Az + Ñ (t, z), (2.17a)

z(0) = z0 ∈ H. (2.17b)

We apply Theorem 6.1.2 in [Paz83] which proves that there exists a unique global mild
solution z(t) of (2.17) for every z0 ∈ H. If we even require z0 ∈ D(A), then we can
apply Theorem 6.1.6 in [Paz83], which proves that z(t) is a classical solution1 of (2.17).

We next show that for the given classical solution y(t) the function yt(t) is a mild
solution of (2.17) for z0 = Ay0. Clearly, y(t) satisfies the Duhamel formula (1.3), and
differentiation with respect to t yields

yt(t) = etAAy0 +
d

dt

ˆ t

0
e(t−s)AN y(s) ds. (2.18)

1Actually, Theorem 6.1.6 only states that z(t) is a strong solution. However, the corresponding
proof in [Paz83] shows that z(t) is actually a classical solution. See Section A.2 in the Appendix for
more details.
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According to the proof of Corollary 4.2.5 in [Paz83] there holds

d

dt

ˆ t

0
e(t−s)AN y(s) ds = etAN y0 +

ˆ t

0
e(t−s)A d

ds
N y(s) ds.

Inserting this in (2.18) proves that yt(t) fulfills the Duhamel formula for (2.17), and as a
consequence yt(t) is the unique mild solution of (2.17) to the initial condition z0 = Ay0.
But from the first part of the proof we know that this mild solution z(t) = yt(t) is a
classical solution of (2.17) if Ay0 ∈ D(A), i.e. y0 ∈ D(A2). So yt ∈ C1(R+;H) and
y ∈ C2(R+;H). �

Remark 2.13. In the situation where the evolution equation is linear and au-
tonomous, i.e. N = 0 in our case, the above result is straightforward. If y0 ∈ D(A2),
then we have according to Section II.5.a in [EN00] that y(t) ∈ D(A2) for all t ≥ 0.
Therefore yt(t) = Ay(t) ∈ D(A), and so ytt = Ayt = A2y, and ytt ∈ C(R+). Here it is
crucial that the time derivative and the operator A on the right hand side commute.
This does not hold in the nonlinear situation any more, which makes the proof more
complicated. According to Section II.5.a in [EN00] the density of D(A2) in H is also
immediate. In our case D(A2) is a nonlinear subset of H, see (2.19)–(2.24), so we need
to check the density separately.

For the proof Lemma 2.15 the density of D(A2) ⊂ D(A) is needed. But instead
we even show the stronger property that A|D(A2) ⊂ A|D(A) is dense in the product

topology of H×H. Note that in contrast to D(A) the domain D(A2) will be nonlinear.

Lemma 2.14. For every y ∈ D(A) there exists a sequence (yn)n∈N in D(A2) such
that limn→∞ yn = y and limn→∞Ayn = Ay in H.

Proof. First we characterize D(A2). We use that y ∈ D(A2) if and only if y ∈ D(A)
and Ay ∈ D(A), or equivalently

v ∈ H̃4
0,R(0, L), (2.19)

u ∈ H̃6
0,R(0, L) ∧ uIV(0) = uV(0) = 0, (2.20)

ξ = Jv′(L), (2.21)

ψ = mv(L), (2.22)

u′′(L) =
J

ρ
uV(L), (2.23)

Λu′′′(L)− k1(u(L))− k2

( ψ
m

)
= −mΛ

ρ
uIV(L). (2.24)

It suffices to show that for an arbitrary y ∈ D(A) we can construct (yn)n∈N ⊂ D(A2)
such that yn = [un, vn, ξn, ψn]> converges to y in the space H4(0, L)×H2(0, L)×R2.

Since C̃∞0 (0, L) := {f ∈ C∞(0, L) : f (k)(0) = 0, ∀k ∈ N ∪ {0}} is dense in H̃2
0 (0, L)

(see Theorem 3.17 in [AF03]), there exists a sequence (vn)n∈N ⊂ C̃∞0 (0, L) such

that limn→∞ vn = v in H2(0, L). Clearly vn ∈ H̃4
0,R(0, L) for all n ∈ N. Defining

ξn := Jv′n(L) and ψn := mvn(L) ensures that yn satisfies (2.21) and (2.22). More-
over, the Sobolev embedding H2(0, L) ↪→ C1([0, L]) implies that limn→∞ ξn = ξ and
limn→∞ ψn = ψ.
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As a final step, we construct a sequence (un)n∈N ⊂ C∞(0, L) such that un satisfies
(2.20), (2.23), and (2.24) for all n ∈ N, and limn→∞ un = u in H4(0, L). For this
purpose we first introduce the following polynomial, for every n ∈ N:

hn(x) := h2,nx
2 + h3,nx

3 + h6,nx
6 + h7,nx

7 + h8,nx
8 + h9,nx

9 + h10,nx
10 + h11,nx

11.

We next determine the coefficients h2,n, . . . , h11,n ∈ R such that hn(x) satisfies appro-
priate boundary conditions, for every n ∈ N. In the following, we fix n ∈ N arbitrary.
From the definition of hn it is already immediate that

hn(0) = h′n(0) = hIV
n (0) = hV

n(0) = 0. (2.25)

Then we set h2,n = u′′(0)
2 and h3,n = u′′′(0)

6 , which ensures

h′′n(0) = u′′(0), h′′′n (0) = u′′′(0). (2.26)

Furthermore, we require

h(k)
n (L) = u(k)(L), k ∈ {0, 1, 2, 3}, (2.27)

which reads equivalently2:

r1 = hn,6 + hn,7L+ hn,8L
2 + hn,9L

3 + hn,10L
4 + hn,11L

5 (2.28a)

r2 = 6hn,6 + 7hn,7L+ 8hn,8L
2 + 9hn,9L

3 + 10hn,10L
4 + 11hn,11L

5 (2.28b)

r3 = 62hn,6 + 72hn,7L+ 82hn,8L
2 + 92hn,9L

3

+ 102hn,10L
4 + 112hn,11L

5 (2.28c)

r4 = 63hn,6 + 73hn,7L+ 83hn,8L
2 + 93hn,9L

3

+ 103hn,10L
4 + 113hn,11L

5, (2.28d)

where

r1 =
u(L)

L6
− u′′(0)

2L4
− u′′′(0)

6L3
, r2 =

u′(L)

L5
− u′′(0)

L4
− u′′′(0)

2L3
,

r3 =
u′′(L)

L4
− u′′(0)

L4
− u′′′(0)

L3
, r4 =

u′′′(L)

L3
− u′′′(0)

L3
.

Finally the two additional conditions are imposed on hn:

mΛ

ρ
hIV
n (L) = −Λu′′′(L) + k1(u(L)) + k2

(ψn
m

)
, (2.29)

J

ρ
hV
n(L) = u′′(L). (2.30)

The equations (2.29) and (2.30) are equivalent to:

64hn,6 + 74hn,7L+ 84hn,8L
2 + 94hn,9L

3 + 104hn,10L
4 + 114hn,11L

5 = r5, (2.31a)

65hn,6 + 75hn,7L+ 85hn,8L
2 + 95hn,9L

3 + 105hn,10L
4 + 115hn,11L

5 = r6, (2.31b)

with

r5 = ρ
−Λu′′′(L) + k1(u(L)) + k2(ψnm )

ΛmL2
, r6 =

ρu′′(L)

JL
.

2The coefficient kl (the Pochhammer symbol, see [GKP89]) for k, l ∈ N, l ≤ k is defined by
kl := k · (k − 1) · · · (k − l + 1).
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The linear system consisting of (2.28) and (2.31) has a strictly positive determinant.
Hence, this system possesses a unique solution h6,n, . . . , h11,n. Combining these coeffi-
cients with h2,n and h3,n defined before (2.26), we have obtained a polynomial hn(x)
which satisfies (2.25)–(2.27), (2.29) and (2.30).

Consequently, (2.25), (2.26), and (2.28) imply that u−hn ∈ H4
0 (0, L), for all n ∈ N.

Since C∞0 (0, L) is dense in H4
0 (0, L), there exists a sequence (ũn)n∈N ⊂ C∞0 (0, L) such

that ‖ũn− (u−hn)‖H4 < 1
n , ∀n ∈ N. Now defining un = ũn +hn, gives limn→∞ un = u

in H4(0, L). Obviously un satisfies (2.20) for all n ∈ N. And (2.29) and (2.30) yield
(2.23) and (2.24) for un as well.

Hence, we have constructed a sequence ([un, vn, ξn, ψn]>)n∈N ⊂ D(A2) that con-
verges to y ∈ D(A) in the H4(0, L)×H2(0, L)×R2-norm, and the statement follows. �

Lemma 2.15. For every y0 ∈ D(A) the trajectory γ(y0) of (2.13) is precompact.

Proof. We fix y0 ∈ D(A) and show that the trajectory of the corresponding solution
y(t) of (2.13) is precompact in H. According to Theorem 2.9, the solution y(t) is
classical. Because of the compact embeddings H4(0, L) ↪→↪→ H2(0, L) ↪→↪→ L2(0, L)
it is sufficient to show that

sup
t>0
‖Ay(t)‖H <∞.

Since we have yt = Ay for classical solutions, it is equivalent to show that ‖yt(t)‖H is
uniformly bounded for t > 0.

Step 1 : In the first part of this proof we assume that y0 ∈ D(A2), and show the

precompactness of the corresponding C2-trajectory. According to Lemma 2.12 the
time derivative yt(t) of the corresponding solution of (2.13) is a classical solution of the
system (2.13) differentiated in time once. Hence, it fulfills the following system, which
is obtained by differentiating (2.5):

ρuttt + ΛuIV
t = 0, (2.32a)

ut(t, 0) = 0, (2.32b)

u′t(t, 0) = 0, (2.32c)

muttt(L)− Λu′′′t (L) + k′1(u(L))ut(L) + k′2(ut(L))utt(L) = 0, (2.32d)

Ju′ttt(L) + Λu′′t (L) = 0. (2.32e)

We now evaluate the time derivative of V (yt):

d

dt
V (yt) = Λ

ˆ L

0
u′′ttu

′′
t dx+ ρ

ˆ L

0
utttutt dx+ Ju′ttt(L)u′tt(L)

+muttt(L)utt(L) + k1(ut(L))utt(L)

= utt(L)
(
muttt(L)− Λu′′′t (L) + k1(ut(L))

)
+ u′tt(L)

(
Λu′′t (L) + Ju′ttt(L)

)
= utt(L)

[
k1(ut(L))− k′1(u(L))ut(L)− k′2(ut(L))utt(L)

]
,

(2.33)

where we have performed partial integration in x twice and used (2.32b)–(2.32e). Ac-
cording to (2.2) in Assumption 2.1 we have

−k′2(ut(L))utt(L)2 ≤ 0, ∀t ≥ 0,
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so after integration of (2.33) in time we obtain

V (yt(t)) ≤ V (yt(0)) +

ˆ t

0
utt(τ, L)

[
k1(ut(τ, L))− k′1(u(τ, L))ut(τ, L)

]
dτ . (2.34)

For the first integral on the right hand side we compute
ˆ t

0
utt(τ, L)k1(ut(τ, L)) dτ =

ˆ t

0

d

dτ

ˆ ut(τ,L)

0
k1(s) dsdτ

=

ˆ ut(t,L)

0
k1(s) ds−

ˆ ut(0,L)

0
k1(s) ds. (2.35)

Hence, we find that it is uniformly bounded since ut(t, L) = ψ(t)
m is uniformly bounded,

see Theorem 2.9. For the remaining term in (2.34) we obtain
ˆ t

0
utt(τ, L)k′1(u(τ, L))ut(τ, L) dτ =

ˆ t

0

d

dτ

(
(ut(τ, L))2

2

)
k′1(u(τ, L)) dτ

=
ut(t, L)2

2
k′1(u(t, L))− ut(0, L)2

2
k′1(u(0, L))−

ˆ t

0

ut(τ, L)3

2
k′′1(u(τ, L)) dτ. (2.36)

According to the Sobolev embedding H2(0, L) ↪→ C([0, L]) we have the estimate
|u(t, L)| ≤ C‖u‖H2 ≤ C‖y‖H. Therefore k′′1(u(t, L)) is also essentially uniformly bound-
ed for t ∈ [0,∞), cf. Assumption 2.1. In combination with the previously shown uniform
boundedness of ut(t, L) we find that the first two terms in (2.36) are uniformly bounded,
and for the remaining integral we get∣∣∣ ˆ t

0

ut(τ, L)3

2
k′′1(u(τ, L)) dτ

∣∣∣ ≤ C ˆ t

0
|ut(τ, L)|3 dτ .

Because of (2.3) in Assumption 2.1, and considering that ut(t, L) is uniformly bounded
for t ∈ R, there exists a positive constant C > 0 such that |k2(ut(t, L))| ≥ Cut(t, L)2

for all t ≥ 0. This yieldsˆ ∞
0
|ut(t, L)|3 dt ≤ C

ˆ ∞
0

k2(ut(t, L))ut(t, L) dt,

and since d
dtV (y(t)) = −k2(ut(t, L))ut(t, L) is integrable on (0,∞), we obtain

ut(·, L) ∈ L3(R+).
Therefore, all terms in (2.36) are uniformly bounded for t ≥ 0. In combination

with the uniform boundedness of (2.35) this shows in (2.34) that V (yt(t)) ∈ L∞(R+),
and therefore t 7→ ‖yt(t)‖H is uniformly bounded, see Lemma 2.7. Hence, γ(y0) is
precompact. Moreover, notice that actually

sup
t≥0
‖yt(t)‖H ≤ C̃(‖y0‖H, ‖yt(0)‖H), (2.37)

where the constant C̃ depends continuously on ‖y0‖H and ‖yt(0)‖H.
Step 2 : For the second part of the proof we consider y0 ∈ D(A), and deduce the

precompactness of γ(y0) from the results of Step 1. According to Lemma 2.14 there
exists a sequence (yn,0)n∈N ⊂ D(A2) such that

lim
n→∞

yn,0 = y0 and lim
n→∞

Ayn,0 = Ay0. (2.38)
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For the approximating solutions yn(t) := SA(t)yn,0 we have (yn)t(0) = Ayn,0 for all
n ∈ N, and (2.38) thus implies

lim
n→∞

(yn)t(0) = Ay0 in H. (2.39)

Hence (2.38) and (2.39) imply that both (yn,0)n∈N and ((yn)t(0))n∈N are bounded in
H. Together with (2.37) this yields that

sup
t≥0
n∈N

‖(yn)t(t)‖H <∞,

i.e. ((yn)t)n∈N is a bounded sequence in L∞(R+;H). Now the Banach-Alaoglu Theo-
rem, see Theorem I.3.15 in [Rud91], shows that there exists a w ∈ L∞(R+;H) and a
subsequence (ynk)k∈N such that for k →∞:

(ynk)t
∗
⇀ w in L∞(R+;H).

So, for arbitrary z ∈ H and t ≥ 0 we have

lim
k→∞

ˆ t

0
〈(ynk)t(τ), z〉H dτ =

ˆ t

0
〈w(τ), z〉H dτ,

which is equivalent to

lim
k→∞

〈ynk(t)− ynk(0), z〉H =
〈 ˆ t

0
w(τ) dτ, z

〉
H
.

Since yn(t) converges to y(t) strongly in L∞((0, T );H) for every T > 0, we conclude
from the above

〈y(t)− y(0), z〉H =
〈 ˆ t

0
w(τ) dτ, z

〉
H
.

Now, owing to z ∈ H being arbitrary, it follows that for all t > 0

y(t)− y(0) =

ˆ t

0
w(τ) dτ. (2.40)

Since y ∈ C1(R+;H), we can take the time derivative of (2.40), and obtain yt ≡ w.
This implies yt ∈ L∞(R+;H), i.e. ‖yt(·)‖H is uniformly bounded, which proves the
precompactness of γ(y0). �

Remark 2.16. In the linear case, i.e. N = 0, the proof of the trajectory precom-
pactness is much simpler: For classical solutions y(t) we have Ay(t) = AetAy0 = etAAy0,
so Ay(t) is uniformly bounded. Since A−1 is compact, this proves the precompactness
for classical solutions. Since (etA)t≥0 is a contraction semigroup, any mild solution can
be approximated uniformly by classical solutions, and the precompactness follows also
for mild solutions.

In the case when k1 is linear (i.e. k1(u(L)) = K1 ·u(L)), and k1, k2 satisfy Assump-
tion 2.1, the precompactness property of the trajectories can also be verified easily: If
we incorporate the k1-term and the linear part of k2 into A, this operator still gener-
ates a (nonlinear) contraction semigroup (see also Remark 2.11), with respect to the
modified inner product

〈y1, y2〉H,2 :=
Λ

2

ˆ L

0
u′′1u2

′′ dx+
ρ

2

ˆ L

0
v1v2 dx+

ξ1ξ2

2J
+
ψ1ψ2

2m
+
K1Λ

2
u1(L)u2(L).
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Furthermore, A it is invertible and has a compact resolvent in H. For the remaining
nonlinear term we can show N (y(·)) ∈ L1(R+;H), using (2.15) and the integrability

of V̇ (y) according to (1.12). Then the requirements of Theorem 4 in the article by
Dafermos and Slemrod [DS73] are fulfilled, and the precompactness of the trajectories
for all mild solutions follows. See also Section 3.5 below for an application of this
approach.

2.5. ω-limit set and asymptotic stability

In the following Ω will always be the set defined in Theorem 1.19. Notations and
results from Chapters 1 and 2 are still assumed to hold.

Proposition 2.17. For all y = [u, v, ξ, ψ]> ∈ Ω there holds ψ = 0, u(L) = 0.

Proof. For a fixed y0 ∈ Ω let y(t) = SA(t)y0, which lies in Ω entirely, since Ω is
SA-invariant. By definition we have V (y(t)) = ν(y0) for all t ≥ 0. First we show that

ψ(t) = 0, ∀t ≥ 0. (2.41)

In the case when y0 ∈ Ω ∩ D(A), (2.41) follows easily since (2.15) implies for the
corresponding classical solution

V̇ (y(t)) = 0 ⇔ ψ(t) = 0.

We next investigate the case when y0 ∈ Ω \ D(A). Then there exists a sequence
(yn,0)n∈N ⊂ D(A) such that limn→∞ yn,0 = y0 in H. We can apply Proposition 1.6,
which implies yn(t)→ y(t) in C([0, T ];H) for any T > 0, where yn(t) = SA(t)yn,0. Since
V is Lipschitz continuous on bounded sets in H, (V (yn(t)))n∈N is a Cauchy sequence
in C([0, T ];R). Furthermore, we also have the convergence

ψn(t)→ ψ(t) in C([0, T ];R). (2.42)

By applying this in (2.15) we obtain that( d

dt
V (yn(t))

)
n∈N

is a Cauchy sequence in C([0, T ];R). We conclude that (V (yn(t)))n∈N is a Cauchy
sequence in C1([0, T ];R). So there exists a unique w ∈ C1([0, T ];R) such that

V (yn(t))→ w(t) in C1([0, T ];R). (2.43)

On the other hand, we know that V (yn(t)) → V (y(t)) = ν(y0) for every t ≥ 0, and

hence w(t) ≡ ν(y0). This, combined with (2.43), implies V̇ (yn(t)) = −k2(ψnm )ψnm → 0
uniformly on [0, T ]. With (2.42) this now yields (2.41) and in particular ψ(0) = 0.

We now show that u(t, L) = 0 for all t ≥ 0. From (2.41) and the last line of (1.10)
it follows that

m

(ˆ t

0
v(s) ds

) ∣∣∣∣
x=L

=

ˆ t

0
ψ(s) ds = 0.

Using this, the first component of (1.11) implies

0 =

(ˆ t

0
v(s) ds

) ∣∣∣∣
x=L

= u(t, L)− u(0, L).
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Therefore u(t, L) is constant along y(t) ⊂ Ω, which implies

ˆ t

0
u(s, L) ds = u0(L)t, t ≥ 0. (2.44)

Furthermore, since supt>0 ‖y(t)‖H <∞, we find that supt>0 ‖v(t)‖L2(0,L) <∞. There-
fore, the second component of (1.11) implies

sup
t≥0

∥∥∥(ˆ t

0
u(s) ds

)IV∥∥∥
L2(0,L)

<∞. (2.45)

We next apply the following Gagliardo-Nirenberg inequality (cf. [Nir59]), which guar-
antees the existence of C > 0 such that there holds for all t ≥ 0:∥∥∥ˆ t

0
u(s) ds

∥∥∥
L∞(0,L)

≤ C
∥∥∥( ˆ t

0
u(s) ds

)IV∥∥∥ 1
8

L2(0,L)

∥∥∥ˆ t

0
u(s) ds

∥∥∥ 7
8

L2(0,L)
. (2.46)

The first factor on the right hand side is uniformly bounded due to (2.45). For the
second factor we observe that, according to Theorem 2.9, t 7→ ‖u(t)‖L2(0,L) is uniformly

bounded, and therefore t 7→ ‖
´ t

0 u(s) ds‖L2(0,L) grows at most linearly. Altogether this

implies in (2.46) that t 7→
´ t

0 u(s, L) ds grows at most like t
7
8 . But this contradicts

(2.44) unless u0(L) = 0. This shows that u(t, L) = 0 for all t ≥ 0. �

This result allows to represent any trajectory γ(y0) ⊂ Ω as a solution to a simpler
linear system characterizing Ω. By inserting the result of Proposition 2.17 in the
equation (1.11) we find that any mild solution y(t) of (2.13) with y ⊂ Ω, satisfies the
following system for t > 0:

u(t)− u(0) =

ˆ t

0
v(s) ds, (2.47a)

v(t)− v(0) = −Λ

ρ

(ˆ t

0
u(s) ds

)IV

, (2.47b)

ξ(t)− ξ(0) = −Λ

(ˆ t

0
u(s) ds

)′′ ∣∣∣∣
x=L

, (2.47c)

0 =

(ˆ t

0
u(s) ds

)′′′ ∣∣∣∣
x=L

, (2.47d)

and with the additional boundary condition u(t, L) = 0. We will show that this sys-
tem is overdetermined. To this end we first investigate the system (2.47) without the
condition u(t, L) = 0, and only incorporate it later.

The system (2.47a)–(2.47c) can be interpreted as the mild formulation of a linear

evolution equation in a Hilbert space H̃:

wt = Bw, (2.48)

with w = [u, v, ξ]> ∈ H̃. Here, H̃ is the Hilbert space

H̃ := {w = [u, v, ξ]> : u ∈ H̃2
0,R(0, L), v ∈ L2

R(0, L), ξ ∈ R}, (2.49)
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and B is the following linear operator in H̃:

B

 u
v
ξ

 =

 v
−Λ
ρ u

IV

−Λu′′(L)

 , (2.50)

with the domain

D(B) := {w ∈ H̃ : u ∈ H̃4
0,R(0, L), v ∈ H̃2

0,R(0, L), ξ = Jv′(L), u′′′(L) = 0},

which incorporates the condition (2.47d). The space H̃ is equipped with the inner
product

〈〈w1, w2〉〉 :=
Λ

2

ˆ L

0
u′′1u

′′
2 dx+

ρ

2

ˆ L

0
v1v2 dx+

1

2J
ξ1ξ2.

The corresponding norm is ‖·‖H̃. According to Proposition A.3 the operator B is skew-

adjoint (in X̃ , i.e. the complexification of H̃, see the Appendix A.1) and generates a

C0-group of unitary operators in X̃ , and H̃, respectively. The eigenvalues {µn}n∈Z\{0}
are purely imaginary, and come in complex conjugated pairs, i.e. µ−n = µn for all
n ∈ N. Zero is not an eigenvalue, since B is invertible, see [KT05]. The corresponding

eigenfunctions {Φn}n∈Z\{0} form an orthonormal basis of X̃ . They are given by

Φn =

 un
µnun

µnJu
′
n(L)

 , (2.51)

where un is the unique real-valued solution of

ρµ2
nun + ΛuIV

n = 0, (2.52a)

u′′′n (L) = 0, (2.52b)

Jµ2
nu
′
n(L) + Λu′′n(L) = 0, (2.52c)

where un is normalized such that ‖Φn‖H̃ = 1. Note that µ2
n < 0. The fact that the

eigenvalues come in purely imaginary, conjugated pairs implies that Φ−n = Φn, and
u−n = un. For the complete spectral analysis of B see Proposition A.3 in the Appendix.
For notational simplicity we include the index n = 0 in the following by setting µ0 := 0
and Φ0 := 0 and u0 := 0.

We note that a trajectory γ(y0) ⊂ Ω (more precisely, the first three components)
satisfies the (reduced) linear system (2.48) and the boundary condition u(t, L) = 0, for
all t ≥ 0. Now it will turn out that, for almost all values of J > 0, the equation (2.48)
plus the boundary condition u(t, L) = 0 only has the trivial solution, and so Ω = {0}.
For a countable set J > 0, however, it admits non-trivial solutions. They correspond
to eigenfunctions of (2.52) having a node at x = L.

Lemma 2.18. For µn 6= 0, there exists a non-trivial solution un of the system
(2.52) that additionally satisfies un(L) = 0 iff

J ∈J :=
{
ρ

(
L

`π

)3 (−1)` + cosh `π

sinh `π
: ` ∈ N

}
. (2.53)
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In this case, this nontrivial solution un(= u−n) is unique up to normalization

and µ2
n = −Λ

ρ

(
`π
L

)4
. We shall denote the index of this particular eigenfunction by

n = n∗(`) > 0.

Proof. We omit the index n in (2.52) in the following. The general solution

ϕ ∈ H̃4
0,R(0, L) of (2.52a) is of the form

ϕ(x) = C1[cosh px− cos px] + C2[sinh px− sin px], (2.54)

with p =
(−ρµ2

Λ

) 1
4 > 0 and C1, C2 ∈ R. The boundary conditions (2.52b) and (2.52c)

are now equivalent to the following two equations for C1 and C2:

0 = C1 (sinh pL− sin pL) + C2 (cosh pL+ cos pL) , (2.55)

and

0 = C1

[
Jµ2 (sinh pL+ sin pL) + pΛ (cosh pL+ cos pL)

]
+ C2

[
Jµ2 (cosh pL− cos pL) + pΛ (sinh pL+ sin pL)

]
.

(2.56)

Furthermore, the additional condition ϕ(L) = 0 reads

C1 (cosh pL− cos pL) + C2 (sinh pL− sin pL) = 0. (2.57)

First we use (2.55) and (2.57) to determine the constants C1 and C2. In order for ϕ to
be non-zero the determinant of the linear system formed by (2.55) and (2.57) needs to
vanish, i.e.

0 = (sinh pL− sin pL)2 − (cosh pL− cos pL)(cosh pL+ cos pL)

= −2 sinh pL sin pL.

Since pL > 0, this is true iff p = `π
L for some ` ∈ N. Hence µ2 = −Λ

ρ

(
`π
L

)4
. Now

(2.55) gives C2 = −C1
sinh `π

cosh `π+(−1)`
. Now we investigate in which situation also the

third condition (2.56) is fulfilled. Multiplying (2.56) by (−1)` cosh `π+1
2C1

, we get

−JΛ

ρ

(
`π

L

)4

sinh `π +
`πΛ

L
[cosh `π + (−1)`] = 0,

and equivalently

J = ρ

(
L

`π

)3 cosh `π + (−1)`

sinh `π
.

In this case, the eigenfunction ϕ is given by (up to normalization)

ϕ(x) =
(

cosh
`πx

L
− cos

`πx

L

)
− sinh `π

cosh `π + (−1)`

(
sinh

`πx

L
− sin

`πx

L

)
. (2.58)

�

Hence, (2.48) plus the boundary condition u(t, L) = 0 has only the trivial solution
iff J ∈J , where J is the countable set from (2.53).

Theorem 2.19. Let Ω be the set introduced in Theorem 1.19, and J from (2.53).

(i) If J /∈J , then Ω = {0}.
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(ii) If J ∈J , then

Ω = spanR{[un∗ , 0, 0, 0]>, [0, un∗ , Ju′n∗(L), 0]>}.
Here, un∗ is a non-trivial solution of (2.52), for the given J , see Lemma 2.18.

Proof. This proof closely follows the argumentation in [CP24]. Our aim is to charac-
terize the solutions of (2.47), together with the extra condition u(t, L) = 0. According
to Proposition A.3 in the Appendix we can write the mild solution of the linear evolu-
tion equation (2.48) with the initial condition w0 ∈ H̃ as

w(t) = etBw0 =
∑
n∈Z
〈〈w0,Φn〉〉X̃ eµntΦn, (2.59)

where {µn}n∈Z are the eigenvalues of B, which are purely imaginary, and the Φn are
the corresponding normalized eigenfunctions3, see Proposition A.3. Here, 〈〈·, ·〉〉X̃ is

the inner product in X̃ , see the Appendix A.1. We define cn := 〈〈w0,Φn〉〉X̃ for all
n ∈ Z. Because of the orthonormality of the eigenfunctions {Φn}n∈Z\{0} and the fact
that {µn}n∈Z ⊂ iR we have for any N ∈ N:∥∥∥ ∑

|n|≥N
cne

µntΦn

∥∥∥2

X̃
=
∑
|n|≥N

|cn|2. (2.60)

Furthermore, Parseval’s identity yields
∑

n∈Z |cn|2 = ‖w0‖2X̃ . As a consequence the

right hand side in (2.60) tends to zero as N → ∞, uniformly in t ≥ 0. So, for every
ε > 0 there exists some N > 0 such that

sup
t≥0

∥∥∥ ∑
|n|≥N

cne
µntΦn

∥∥∥
X̃
< ε, ∀t ≥ 0. (2.61)

The first component of the series (2.59) converges in H2(0, L) and therefore also in
C([0, L]). Thus we have

u(t, L) =
∑
n∈Z

cneµntun(L), ∀t ≥ 0. (2.62)

Using this representation formula we now investigate those u(t) that satisfy u(t, L) = 0
for all times. We immediately find for every N ∈ N:∣∣∣ ∑

|n|≥N
cneµntun(L)

∣∣∣ ≤ C∥∥∥ ∑
|n|≥N

cneµntun

∥∥∥
H2(0,L)

≤ C
∥∥∥ ∑
|n|≥N

cneµntΦn

∥∥∥
X̃
.

According to (2.61) this implies that, for every ε > 0, we can find an N ∈ N large
enough such that

sup
t≥0

∣∣∣ N∑
n=−N

cneµntun(L)
∣∣∣ < ε, ∀t ≥ 0, (2.63)

3Note that if w0 ∈ H, i.e. w0 is real valued, then the series always maps into H again.
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provided that u(t, L) = 0. We fix now some k ∈ Z and ε > 0, and select N ∈ N so
large that |k| < N and (2.63) is satisfied. Then we multiply the finite sum by e−µkt

and integrate over [0, T ]:

1

T

ˆ T

0

N∑
n=−N

cneµntun(L)e−µkt dt =
N∑

n=−N
cnun(L)

1

T

ˆ T

0
e(µn−µk)t dt.

According to (2.63) this expression still has modulus less than ε. Now we let T →∞.
Since all eigenvalues µn of B are distinct (see Proposition A.3), all terms in the integral
vanish except for the term where n = k, and we obtain

|ck uk(L)| < ε.

Since ε was arbitrary, we conclude

ck uk(L) = 0, ∀k ∈ Z. (2.64)

Now we need to distinguish between two situations: Either J /∈J or J ∈J .
(i) J /∈J : We have, according to Lemma 2.18, that un(L) 6= 0 for all n ∈ Z. Then

(2.64) implies that ck = 0 for all k ∈ Z, and consequently w0 = w(t) ≡ 0 for all t > 0.
Therefore Ω = {0}.

(ii) J ∈ J : Now we consider J = J` ∈ J . According to Lemma 2.18 we have
uk(L) = 0 iff k 6= ±n∗(`). So we get from (2.64) that

ck = 0, ∀k ∈ Z \ {±n∗(`)}, (2.65a)

cn∗ ∈ C arbitrary, (2.65b)

and c−n∗ = cn∗ . This, combined with ψ = 0 in Ω (cf. Proposition 2.17) proves in this
case that

Ω = Re spanC
{

[Φ>−n∗, 0]>, [Φ>n∗, 0]>
}

= spanR
{

[un∗ , 0, 0, 0]>, [0, un∗ , Ju′n∗(L), 0]>
}
.

�

Remark 2.20. An alternative approach is to consider the system (2.47a)–(2.47c)
together with u(t, L) = 0, momentarily ignoring (2.47d). The system (2.48) is then
defined in

H̃1 := {w ∈ H̃ : u(L) = 0}
instead of H̃, and B has a different domain:

D1(B) := {w ∈ H̃1 : u ∈ H̃4
0,R(0, L), v ∈ H̃2

0,R(0, L), ξ = Jv′(L), v(L) = 0}.
Analogously to the Proposition A.3 one finds that the operator (B, D1(B)) is again skew-
adjoint, generates a C0-semigroup of unitary operators, and its eigenfunctions form an
orthogonal basis. The eigenfunctions are still of the form (2.51), but the corresponding
functions un now solve (2.52), with (2.52b) replaced by un(L) = 0. Hence, we again get
the representation (2.54) for un. However, in order to determine the constants, here
we use un(L) = 0 instead of u′′′n (L) = 0 (so, the un are in general different to the ones
used in the proof above). With these un we have again (2.62), and only there we apply
the remaining condition (2.47d).

In the case J ∈J we have seen (in Theorem 2.19) that Ω = Re span{[Φ>±n∗ , 0]>}.
From the definition of the Φ±n∗ we find that they are precisely the (two) common
eigenfunctions of (B, D(B)) and (B, D1(B)). We conclude that, in order to determine
the ω-limit set, the two approaches using either (B, D(B)) or (B, D1(B)) are equivalent.
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They only differ in the order in which the boundary conditions u′′′(L) = 0 and u(L) = 0
are applied.

Now we have all the prerequisites to prove our main result:

Theorem 2.21. Assume that Assumption 2.1 holds for the nonlinearities k1, k2.
Let y0 ∈ D(A), and y(t) be the corresponding classical solution of (2.13), and let J
be the set from (2.53). Then there holds the following:

(i) If J /∈J , then

lim
t→∞
‖y(t)‖H = 0.

(ii) If J ∈ J , then y(t) approaches (with respect to ‖ · ‖H) the time-periodic so-
lution corresponding to the initial condition Π∗y0 as t → ∞. Here, Π∗ is the
orthogonal projection from H onto Ω (with Ω from Theorem 2.19 (ii)), and it
is given by

Π∗y =


Λ〈u′′, u′′n∗〉L2un∗

|µn∗ |2
(
ρ〈v, un∗〉L2 + ξu′n∗(L)

)
un∗

J |µn∗ |2
(
ρ〈v, un∗〉L2 + ξu′n∗(L)

)
u′n∗(L)

0

 , (2.66)

where 〈·, ·〉L2 denotes the standard inner product on L2(0, L).

Proof. Case (i): According to Lemma 2.15, the trajectory γ(y0) is precompact.

According to Theorem 2.19 we further have Ω = {0}. So we can apply LaSalle’s
Invariance Principle (Theorem 1.19), which proves that limt→∞ ‖y(t)‖H = 0.

Case (ii): We consider n∗(`) as in Lemma 2.18. According to the end of the

proof of Theorem 2.19 the ω-limit set is the (complex) span of the two vectors
Ψ±n∗ = [Φ>±n∗ , 0]>, where Φ−n∗ = Φn∗ . Since Φ±n∗ ∈ D(B) we know that u′′′n∗(L) = 0,
and so the Ψ±n∗ are eigenvectors of A to the eigenvalues ±µn∗ . We may now define
the orthogonal projection (first in X , see the Appendix A.1):

Π∗ := 〈·,Ψ−n∗〉XΨ−n∗ + 〈·,Ψn∗〉XΨn∗ .

According to Proposition A.1 the eigenvectors of A form an orthogonal basis of X , so Π∗

commutes with A, and X = ker Π∗⊕ran Π∗ is an orthogonal, A-invariant decomposition
of X . In the following we work with the restriction of Π∗ to H, and keep the same
notation. The explicit representation of Π∗ is given by (2.66).

In the next step we show that Π∗ commutes with the nonlinearity N . Since the
first component un∗ of Ψn∗ satisfies un∗(L) = 0, it is clear that NΨ±n∗ = 0 and thus
NΠ∗ = 0. Let now y ∈ X . Then

N y =


0
0
0

−k1(u(L))− k2( ψm)

 ,
and so Π∗N y = 0.

As a consequence, the decomposition H = ker Π∗ ⊕ ran Π∗ is invariant under the
nonlinear semigroup SA generated by A. The trajectories of SA|ker Π∗ lying in D(A)
are still precompact. We know from Theorem 2.19 that any ω-limit set of SA|ker Π∗ (as
a restriction of SA) has to be a subset of ran Π∗. But on the other hand any trajectory
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and limit of SA|ker Π∗ has to lie within ker Π∗, which is orthogonal to ran Π∗. Thus the
only possible ω-limit set for SA|ker Π∗ is {0} = ran Π∗ ∩ ker Π∗. And therefore SA(t)y0

approaches SA(t)Π∗y0 as t→∞. �

Remark 2.22. The asymptotic limit described in Theorem 2.21 can be computed
explicitly. If J = J` ∈J for some ` ∈ N, it follows from (2.59), (2.65) and Lemma 2.18
that all real non-decaying solutions up of (2.5) are given by

up(t, x) = T (t)un∗(x), (2.67)

where

T (t) = a cos

√
Λ

ρ

(
`π

L

)2

t+ b sin

√
Λ

ρ

(
`π

L

)2

t, a, b ∈ R,

and un∗ is given by (2.58). In particular, it follows from Theorem 2.21 that for a given
initial condition y0 the solution u of (2.5) approaches the solution up given in (2.67) in
the hh-norm, with the coefficients a and b determined by (use (2.59) for this):

a := Λ〈u′′0, u′′n∗〉L2(0,L),

and

b :=

√
Λ

ρ

(
`π

L

)2 (
ρ〈v0, un∗〉L2(0,L) + ξ0u

′
n∗(L)

)
.

Remark 2.23. As already mentioned in Remark 2.16 it is the nonlinear term
k1(u(L)), representing the spring in the model, that prevents the nonlinear operator
A from being dissipative. As a consequence the semigroup SA is not contractive and
therefore it is not possible to extend the precompactness of the classical trajectories
to the trajectories of the mild solutions using a density argument (for this see the
proof of Theorem 3.65 in [LGM99]). From the physical point of view one might expect
that (at least for J /∈ J ) also the mild solutions tend to zero, which is motivated by
the observation that the total energy is dissipated whenever a trajectory does not lie in
Ω = {0}, i.e. for almost all times the system looses energy due to friction. However, from
the mathematical point of view we have no information if the trajectory is precompact
for a non-classical solution. Hence, it is not clear whether the trajectory converges at
all as t→∞.





CHAPTER 3

An Euler-Bernoulli beam with a nonlinear dynamical
feedback system

3.1. Introduction

Let us consider a linear homogeneous Euler-Bernoulli beam, clamped at one end
and with tip mass at the other free end. The state of the beam at time t is described by
its transverse deflection u(t, x) from the zero-state, where x ∈ [0, L] is the longitudinal
coordinate of the beam, see Figure 1. The well known PDE for the motion of the beam
reads as

ρutt(t, x) + ΛuIV(t, x) = 0, (3.1)

with the mass per unit length ρ and the flexural rigidity Λ. The boundary conditions
for the clamped end at x = 0 are given by

u(t, 0) = u′(t, 0) = 0, (3.2)

and for the free end at x = L, we have

Ju′tt(t, L) + Λu′′(t, L) = −τe, (3.3a)

Mutt(t, L)− Λu′′′(t, L) = −fe, (3.3b)

where J and M denote the mass moment of inertia and the mass of the tip mass,
respectively, and −τe and −fe describe the external torque and force acting on the tip
mass. Here and in the following, the notation ut is used for the derivative with respect
to the time variable t, and u′ for the x-derivative.

In literature, there exists a number of contributions dealing with the design of
boundary controllers to stabilize this type of system. To mention but a few, in [LM88]
the asymptotic stability was shown using semigroup formulation and applying the La
Salle Invariance principle. To obtain stronger, exponential stability, frequency domain
criteria [Mor01], Riesz basis property [Guo02b], [GW06] or energy multiplier methods
[Rao95], [CM98] were employed. In contrast to these works, which are mainly based
on linear static and dynamic boundary controllers, this chapter is concerned with the
interaction of the Euler-Bernoulli beam (3.1)–(3.3) with a dynamic nonlinear feedback
system. In particular, it is assumed that this feedback system generates a reaction
torque τe = τe,1 + τe,2 and a reaction force fe = fe,1 + fe,2, respectively. The reaction
torque and force is composed of the response of a nonlinear spring-damper system

τe,1 = d1(u′t(t, L)) + k1(u′(t, L)), (3.4a)

fe,1 = d2(ut(t, L)) + k2(u(t, L)) (3.4b)

and the response of a nonlinear finite-dimensional system with state zj ∈ Rnj , for
j = 1, 2,

(z1)t = a1(z1) + b1(z1)u′t(t, L), (3.5a)

123
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τe,2 = c1(z1), (3.5b)

and

(z2)t = a2(z2) + b2(z2)ut(t, L), (3.6a)

fe,2 = c2(z2), (3.6b)

which constitutes a strictly passive map from the time derivative of the tip angle u′t(t, L)
to the reaction torque τe,2 and from the velocity of the tip position ut(t, L) to the
reaction force fe,2, respectively. The functions aj , bj , cj , dj , and kj , for j = 1, 2, as well
as their mathematical properties will be specified in detail in the next section. Note that
(3.4)–(3.6) represents a nonlinear dynamic boundary controller for the Euler-Bernoulli
beam (3.1)–(3.3), a nonlinear dynamic environment, or a combination of both. The
system (3.1)–(3.6) may be interpreted as a feedback interconnected system with the
lossless Euler Bernoulli beam (3.1)–(3.3) in the forward path and the passive spring-
damper system (3.4) as well as the strictly passive system (3.5), (3.6) in the feedback
path, see Figure 2. It is well known that the feedback interconnection of passive systems
preserves the passivity, see, e.g., [vdS00]. This fact is often exploited in the controller
design, see for example [OvdSME02] and [OASKH08] for the finite-dimensional case.
However, in the infinite-dimensional case the analysis is typically confined to linear
systems, see, e.g., [LGM99], [KT05], [VZLGM09], or very recently [RLGMZ14]. Thus,
with this work we want to take a first step towards an extension of the state of the
art to the nonlinear case by still considering a linear PDE but allowing for a nonlinear
ODE at the boundary.

x L

u(t, x) u(t, L)

u′(t, L)
M,J

fe

τe

1

Figure 1. Euler-Bernoulli beam with tip mass. Source: [MSAK15].

The goal of this chapter is to prove the global-in-time wellposedness and, most of all,
the asymptotic stability of the feedback interconnected system (3.1)–(3.6) according
to Figure 2. For both aspects, we have to deviate from the strategy employed in the
analogous linear model (introduced and analyzed in [KT05, MA15]): In the linear case,
the generator of the evolution semigroup is dissipative, which readily yields large-time
solutions. The nonlinear semigroup for (3.1)–(3.6) is not dissipative (in the sense of
[CP69]). Hence, standard semigroup theory will first only yield local-in-time solutions,
and the construction of an appropriate Lyapunov functional for (3.1)–(3.6) then shows
their global existence.
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Euler-Bernoulli

beam

(3.1)–(3.3)

Strictly
passive
system

(3.5)–(3.6)

Spring-
damper
system
(3.4)

fe

τe

fe,2

τe,2

fe,1

τe,1

environment + controller

u′
t(t, L)

ut(t, L)

1

Figure 2. Interconnection of the Euler-Bernoulli beam system to a pas-
sive spring-damper system and a strictly passive system in the feedback
path. Source: [MSAK15].

Asymptotic stability of the linear counterpart model is based on the precompactness
of the trajectories, which can be obtained from the compactness of the resolvent for
the generator. For (3.1)–(3.6), we shall follow a strategy devised for a simpler systems
in [MSA15] (it consists of a beam with a nonlinear spring and damper at the free end).
For the precompactness of the trajectories of (3.1)–(3.6), we shall here prove uniform
C1–bounds (w.r.t. time) on the solution, combined with compact Sobolev embeddings.

Note that the beam in (3.1)–(3.6) (and in its linear counterpart) is undamped.
Damping of the complete feedback system is only introduced via the damper of (3.4)
and the strictly passive systems (3.5), (3.6). This motivates that the linear model
from [MA15] is asymptotically stable, but not exponentially stable. Hence, exponen-
tial stability also cannot be expected for our nonlinear system (3.1)–(3.6). Of course,
exponential stability could be enforced by including damping terms into (3.1) (either
a viscous damping of the form +αut or a Kelvin-Voigt damping of the form +αuIV

t ).
While viscous damping would lead to a simple extension of the subsequent analysis, the
higher order derivatives in the Kelvin-Voigt damping would require a rather different
mathematical setup. Hence, we shall not elaborate on such dampers here.

The contents of Chapter 3 has been accepted for publication in [MSAK15].

3.2. Preliminaries

In the following sections, we will give a rigorous mathematical analysis of the feed-
back interconnected system (3.1)–(3.6) according to Figure 2. For this, the assumptions
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on the parameters and functions appearing in (3.1)–(3.6) have to be specified. First
of all, let us assume that the mass per unit length ρ, the flexural rigidity Λ, the mass
moment of inertia J , and the mass M of the tip mass are constant and positive. For
the spring-damper system (3.4) we make the following assumptions for j = 1, 2:

(A1) There holds dj ∈ C2(R;R), and

dj(0) = 0, (3.7a)

d′j(s) ≥ 0, ∀s ∈ R, (3.7b)

d′j(0) > 0. (3.7c)

Note that this implies dj(s)s > 0 for all s 6= 0.
(A2) We have kj ∈ C2(R;R), with k′j(0) > 0 and

Vkj (s) :=

ˆ s

0
kj(σ) dσ > 0, ∀s ∈ R \ {0}. (3.8)

Based on the assumptions (A1)–(A2), it can be easily shown that the spring-damper
system (3.4) is strictly passive from the inputs u′t(t, L) and ut(t, L) to the outputs
τe,1 and fe,1, respectively, with the positive definite storage functions Vkj , j = 1, 2,
according to (3.8).

As a further consequence, we find uniquely determined constants Dj ,Kj > 0 and
functions δj , κj ∈ C2(R;R) with δj(s) = O(s2) and κj(s) = O(s2) for s→ 0 such that

dj(s) = Djs+ δj(s), ∀s ∈ R, (3.9)

kj(s) = Kjs+ κj(s), ∀s ∈ R. (3.10)

Hence, Djs is the linearization of dj(s), and Kjs is the linearization of kj(s) around
s = 0.

(A3) Furthermore, we assume that there exist (storage) functions Vj : Rnj → R,
for j = 1, 2, such that for all zj ∈ Rnj :

Vj(0) = 0, Vj(zj) ≥ 0, (3.11)

∇Vj(zj) · aj(zj) < 0, (zj 6= 0), (3.12)

∇Vj(zj) · bj(zj) = cj(zj). (3.13)

According to the Kalman-Yakubovich-Popov (KYP) lemma for nonlinear systems with
affine input, see Lemma 4.4 in [LBEM00], this implies the strict passivity of the systems
(3.5) and (3.6).

For the mathematical analysis we furthermore require for j = 1, 2:

(A4) Vj ∈ C2(Rnj ;R) and

lim
|zj |→∞

Vj(zj) =∞, (3.14)

Pj := Hess(Vj)(0) > 0. (3.15)

(A5) aj , bj ∈ C2(Rnj ;Rnj ) and

aj(0) = 0, (3.16a)

det Jaj (0) 6= 0, (3.16b)

where Jaj (0) is the Jacobian of aj at zj = 0.



3.2. PRELIMINARIES 127

(A6) cj ∈ C2(Rnj ;R), and

cj(0) = 0.

The assumptions (A3)–(A6) imply the following, for j = 1, 2:

• There exists a unique regular matrix Aj ∈ Rnj×nj and a function
αj ∈ C2(Rnj ;Rnj ) such that for all zj ∈ Rnj

aj(zj) = Ajzj + αj(zj), (3.17a)

|αj(zj)| = O(|zj |2) as zj → 0, (3.17b)

hence Ajzj is the linearization of aj(zj) around the origin. By using the first
order Taylor expansion of ∇Vj around the origin we conclude from (3.12) and
(3.11) that

z>j (PjAj)zj ≤ 0, ∀zj ∈ Rnj , (3.18)

and from (3.15) and (3.16) we find

|∇Vj(zj) · aj(zj)| ≥ C|zj |2 as zj → 0, (3.19)

for some positive constant C.
• There exists a unique vector Bj ∈ Rnj and a function βj ∈ C2(Rnj ;Rnj ) such

that for all zj ∈ Rnj

bj(zj) = Bj + βj(zj), (3.20a)

βj(zj) = O(|zj |) as zj → 0. (3.20b)

• There exists a unique vector Cj ∈ Rnj and a function γj ∈ C2(Rnj ;R) such
that for all zj ∈ Rnj

cj(zj) = Cj · zj + γj(zj), (3.21a)

|γj(zj)| = O(|zj |2) as zj → 0. (3.21b)

Note that (3.13) implies

PjBj = Cj . (3.21c)

Remark 3.1. For this chapter it would even be possible to only make the weaker
assumptions aj , bj ∈ W 2,∞

loc (Rnj ;Rnj ), cj ∈ W 2,∞
loc (Rnj ;R) and dj , kj ∈ W 2,∞

loc (R;R), for
j = 1, 2. In particular, the local behavior of the functions αj , βj , γj , δj and κj around
the origin also stays the same, which can be seen by using the integral form of the
remainder in the respective Taylor expansions.

The only change concerns the proof of Lemma 3.19. There, not Theorem 6.1.5 but
Theorem 6.1.6 from [Paz83] needs to be applied, see the proof of Lemma 2.12 in the
previous chapter for an analogous proof.

Throughout the rest of this chapter we alway assume that the conditions (A1)–(A6)
are satisfied.



128 3. AN EULER-BERNOULLI BEAM WITH A NONLIN. DYN. FEEDBACK SYSTEM

3.3. Formulation as an evolution equation

The system (3.1)–(3.6) is reformulated as an evolution equation in the real Hilbert
space

H = {y = [u, v, z1, z2, ξ, ψ]> : u ∈ H̃2
0,R(0, L), v ∈ L2

R(0, L), zj ∈ Rnj , ξ, ψ ∈ R},
see (1.1) for the definition of the function spaces. The inner product is defined by

〈y, ỹ〉H = Λ

ˆ L

0
u′′ũ′′ dx+ ρ

ˆ L

0
vṽ dx+

1

J
ξξ̃ +

1

M
ψψ̃ (3.22)

+K1u
′(L)ũ′(L) +K2u(L)ũ(L) + z>1 P1z̃1 + z>2 P2z̃2,

where the positive definite matrices Pj are due to (3.15). For the following, the operator

A :


u
v
z1

z2

ξ
ψ

 7→


v
−Λ
ρ u

IV

a1(z1) + 1
J b1(z1)ξ

a2(z2) + 1
M b2(z2)ψ

−Λu′′(L)− [c1(z1) + d1( ξJ ) + k1(u′(L))]

Λu′′′(L)− [c2(z2) + d2( ψM ) + k2(u(L))]


is introduced on the domain

D(A) = {y ∈ H : u ∈ H̃4
0,R(0, L), v ∈ H̃2

0,R(0, L), ξ = Jv′(L), ψ = Mv(L)}. (3.23)

Based on the formulation of the coefficient functions, the operator A is decomposed
into a linear and a nonlinear part:

Linear part: The linear part is denoted by A, which is the linearization of A
around the origin:

A :


u
v
z1

z2

ξ
ψ

 7→


v
−Λ
ρ u

IV

A1z1 + 1
JB1ξ

A2z2 + 1
MB2ψ

−Λu′′(L)− [C1z1 + 1
JD1ξ +K1u

′(L)]
Λu′′′(L)− [C2z2 + 1

MD2ψ +K2u(L)]

 ,

and the domain is D(A) = D(A).
Nonlinear part: The nonlinear part N is defined as the following continuous

operator on all of H as

N :


u
v
z1

z2

ξ
ψ

 7→


0
0

α1(z1) + 1
J β1(z1)ξ

α2(z2) + 1
M β2(z2)ψ

−γ1(z1)− δ1( ξJ )− κ1(u′(L))

−γ2(z2)− δ2( ψM )− κ2(u(L))

 .

Note that on D(A) we have A = A+N .

For the rest of this chapter we use the above definitions of A, N , A and H. In the
following, we are interested in solutions of the following initial value problem in H:

yt(t) = Ay(t) ≡ Ay(t) +N y(t), (3.24a)
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y(0) = y0 ∈ H. (3.24b)

Lemma 3.2. The linear operator A with domain D(A) generates a C0-semigroup
of contractions on H, denoted by (etA)t≥0.

Proof. This result has been shown in Section 4.2 in [KT05], we briefly sketch the
main steps of the proof. A short calculation yields for y ∈ D(A), using (3.18):

〈Ay, y〉H = z>1 (P1A1)z1 + z>2 (P2A2)z2 −D1|v′(L)|2 −D2|v(L)|2 ≤ 0.

Hence the operator A is dissipative in H with respect to the inner product (3.22).
Furthermore, the inverse A−1 exists and is bounded (even compact). Now the statement
immediately follows from the Lumer-Phillips theorem. �

Remark 3.3. Since A is the infinitesimal generator of a C0-semigroup of contrac-
tions, ran(λ − A) = H for all λ > 0. In particular ran(I − A) = H. So A is maximal
dissipative according to Theorem 2.2 in [CP69].

Lemma 3.4. The nonlinear operator N : H → H is continuously differentiable and
locally Lipschitz continuous.

Proof. By assumption, the functions αj , βj , γj , δj and κj are continuously differen-
tiable, so N : H → H is also continuously differentiable. Analogously, one finds the
local Lipschitz continuity of N . �

Corollary 3.5. The operators A and N satisfy Assumption 1.1.

According to the results in Section 1.2, the evolution equation (3.24) has a unique
mild solution for every y0 ∈ H, which is classical whenever y0 ∈ D(A).

Next we introduce the functional V : H → R, given by

V (y) :=
Λ

2

ˆ L

0
(u′′)2 dx+

ρ

2

ˆ L

0
v2 dx+

ξ2

2J
+

ψ2

2M

+

ˆ u′(L)

0
k1(s) ds︸ ︷︷ ︸

Vk1 (u′(L))

+

ˆ u(L)

0
k2(s) ds︸ ︷︷ ︸

Vk2 (u(L))

+V1(z1) + V2(z2).
(3.25)

Note that the first integral terms in V (y) correspond to the strain energy and kinetic
energy of the Euler-Bernoulli beam, the next two summands are the translational and
rotational part of the kinetic energy of the tip mass, Vkj , j = 1, 2, is the potential
energy stored in the nonlinear spring elements, see (3.4) and (3.8), and Vj , j = 1, 2,
are the non-negative storage functions of the strictly passive systems (3.5) and (3.6),
respectively. Obviously V (y) ≥ 0 for all y ∈ H. Thus, V (y) is exactly the sum of the
storage functions of the lossless Euler-Bernoulli beam (3.1)–(3.3), the nonlinear spring-
damper systems (3.4) and the strictly passive nonlinear dynamic feedback systems
(3.5) and (3.6), cf. Figure 2. In the following, we show that V qualifies as a Lyapunov
function for the system (3.24).

Lemma 3.6. The function V is continuous in H.

Proof. The continuity of the terms in V except for the kj-terms is immediate. Due
to the continuous embedding H2(0, L) ↪→ C1([0, L]) the continuity of the remaining
kj-terms follows as well. �
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Lemma 3.7. Under the assumption (3.14) we have for any sequence (yn)n∈N ⊂ H:

sup
n∈N

V (yn) <∞ ⇔ sup
n∈N
‖yn‖H <∞.

Proof. It suffices to notice that (Vj(zj,n))n∈N is unbounded iff (zj,n)n∈N is un-
bounded. �

Lemma 3.8. For y0 ∈ D(A) we have V̇ (y0) ≤ 0 (see the Definition 1.11), i.e. V
is monotonically decreasing along classical solutions.

Proof. For y0 ∈ D(A) the corresponding solution y(t) of (3.24) is classical, and
therefore has a continuous right derivative on [0, Tmax(y0)). So we can directly compute

V̇ (y0) =
d+

dt
V (y(t))

∣∣
t=0

= a1(z1) · ∇V1(z1) + a2(z2) · ∇V2(z2)− d1(v′(L))v′(L)− d2(v(L))v(L).

Here, we have used (3.13). The non-positivity of the generalized time derivative of V
can be directly concluded from (3.12) and (3.7). This concludes the proof. �

Corollary 3.9. The function V satisfies Assumption 1.4.

According to the Corollaries 3.5 and 3.9 we can apply all the results from Section 1.2,
and obtain the following existence result:

Theorem 3.10. For every y0 ∈ H, the evolution equation (3.24) has a global mild
solution, which is unique. If y0 ∈ D(A), then the solution is classical. The function V
is a Lyapunov function for (3.24). Every mild solution is uniformly bounded in H.

Corollary 3.11. All results from Chapter 1 apply to the system (3.24) and the
Lyapunov function V .

Then, as in (1.5) we introduce the nonlinear semigroup SA ≡ (SA(t))t≥0, generated
by A. We keep this notation for the rest of this chapter.

Remark 3.12. Since (3.14) is only needed to show that no blow-up of the solution
occurs, we may replace it by the weaker assumption

lim
|zj |→∞

Vj(zj) > V (y0), (3.14’)

depending on the initial condition y0 for the problem (3.24). We argue as follows: Ac-
cording to Theorem 3.10 the function t 7→ V (y(t)) is non-increasing (this is independent
of (3.14’)), which ensures that no blow-up can occur in any component of y(t) except
for zj . If now z1(t) or z2(t) would blow-up, we would get limt→∞ V (y(t)) > V (y0)
according to (3.14’). So V (y(t)) could not be monotonically decreasing, which is a con-
tradiction. So (3.14’) is sufficient to show that no blow-up occurs and that the solution
is global in time.

3.4. ω-limit set

In this section we investigate possible ω-limit sets of SA. However, non-emptiness
of the ω-limit sets will only be discussed in the subsequent sections. In the following, Ω
will always be the set defined in Theorem 1.19. Notations and results from the previous
sections are still assumed to hold. Furthermore, note that according to Corollary 3.11
we can use all the results from Chapter 1.
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Lemma 3.13. Let y ∈ Ω. Then y = [u, v, 0, 0, 0, 0]>.

Proof. First, let y ∈ Ω ∩D(A). We know from Lemma 3.8 and the corresponding
proof that:

V̇ (y) = a1(z1) · ∇V1(z1) + a2(z2) · ∇V2(z2)− d1(v′(L))v′(L)− d2(v(L))v(L). (3.26)

Since y ∈ Ω, (3.26) is required to be zero, and according to (3.12) and (3.7) this holds
iff ξ = ψ = z1 = z2 = 0.

Now let y ∈ Ω \ D(A). Then there exists a sequence (yn)n∈N ⊂ D(A) such that
yn → y as n→∞. According to Proposition 1.6 we have SA(t)yn → SA(t)y uniformly
on [0, T ] for any T > 0. Therefore, we have also for the components of the corresponding
solutions (with SA(t)yn ≡ [un(t), vn(t), z1,n(t), z2,n(t), ξn(t), ψn(t)]>)

zj,n(t)→ zj(t), in C([0, T ];Rnj ), (3.27)

Mvn(t, L)→ ψ(t), in C([0, T ];R), (3.28)

Jv′n(t, L)→ ξ(t), in C([0, T ];R). (3.29)

Combined with (3.26) this implies that( d

dt
V (SA(t)yn)

)
n∈N

is a Cauchy sequence in C([0, T ];R). Since V is locally Lipschitz continuous in H,
we also have that (V (SA(t)yn))n∈N is a Cauchy sequence in C([0, T ];R), so alto-
gether (V (SA(t)yn))n∈N is a Cauchy sequence in C1([0, T ];R). So there exists a unique
h(t) ∈ C1([0, T ];R) such that

V (SA(t)yn)→ h(t) in C1([0, T ];R). (3.30)

On the other hand we know that limn→∞ V (SA(t)yn) = V (SA(t)y) = V (y) = ν(y)
for every t ≥ 0 (see (1.12)), and hence h(t) ≡ ν(y). According to (3.30) this implies
d
dtV (SA(t)yn) → 0 uniformly on [0, T ]. By using (3.26) for every yn this now yields
that in (3.27)–(3.29) we obtain the limits zj(t) = ξ(t) = ψ(t) = 0. So SA(t)y has to be

of the form SA(t)y = [u(t), v(t), 0, 0, 0, 0]>. �

Theorem 3.14. There holds Ω = {0}. In particular, for every y0 ∈ H either
ω(y0) = ∅ or ω(y0) = {0}.

Proof. Take a fixed y0 ∈ Ω, and let y(t) be the corresponding mild solution of (3.24).
Clearly, γ(y0) ⊂ Ω, and according to Lemma 3.13 we have y(t) = [u(t), v(t), 0, 0, 0, 0]>

for appropriate functions u(t) and v(t).

Step 1 (linear system for u(t), v(t)): First we note that, according to (1.10) and

the first line of (1.11), there holds for all t > 0:

0 =

ˆ t

0
ψ(s) ds = M

ˆ t

0
v(s, L) ds = M(u(t, L)− u0(L)),

0 =

ˆ t

0
ξ(s) ds = J

( ˆ t

0
v(s, x) ds

)′∣∣∣
x=L

= J(u′(t, L)− u′0(L)).

Thus u(t, L) and u′(t, L) are constant in time. According to (1.11) the (projected) mild
solution yp(t) = [u(t), v(t)]> satisfies the following system (i.e. the first, second, fifth,
and sixth component of (1.11)):
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u(t)− u0 =

ˆ t

0
v(s, x) ds, (3.31a)

v(t)− v0 = −Λ

ρ

(ˆ t

0
u(s, x) ds

)IV
, (3.31b)

0 = Λ
(ˆ t

0
u(s, x) ds

)′′∣∣∣
x=L

+K1 ·
( ˆ t

0
u(s, x) ds

)′∣∣∣
x=L

+

ˆ t

0
κ1(u′(s, L)) ds,

(3.31c)

0 = −Λ
(ˆ t

0
u(s, x) ds

)′′′∣∣∣
x=L

+K2 ·
(ˆ t

0
u(s, x) ds

)∣∣∣
x=L

+

ˆ t

0
κ2(u(s, L)) ds.

(3.31d)

Since y is a mild solution there holds u ∈ C(R+; H̃2
0 (0, L)). Hence, we can interchange

the integration and differentiation in the second term of (3.31c). Using the fact that
u′(t, L) is constant, we have for u′0(L) 6= 0 and t > 0:

ˆ t

0
κ1(u′(s, L)) ds = tκ1(u′0(L)) =

κ1(u′0(L))

u′0(L)

(ˆ t

0
u(s, x) ds

)′∣∣∣
x=L

.

Analogously, since u(t, L) is constant, we can rewrite the last integral in (3.31d) in a
similar fashion. Then, we define the constants (since κj(0) = 0):

K̃1 := K1 +
κ1(u′0(L))

u′0(L)
, if u′0(L) 6= 0, else K̃1 := K1,

K̃2 := K2 +
κ2(u0(L))

u0(L)
, if u0(L) 6= 0, else K̃2 := K2.

(3.32)

With this we may rewrite (3.31) as

u(t)− u0 =

ˆ t

0
v(s) ds, (3.33a)

v(t)− v0 = −Λ

ρ

( ˆ t

0
u(s) ds

)IV
, (3.33b)

0 = Λ
( ˆ t

0
u(s, x) ds

)′′∣∣∣
x=L

+ K̃1

(ˆ t

0
u(s, x) ds

)′∣∣∣
x=L

, (3.33c)

0 = −Λ
( ˆ t

0
u(s, x) ds

)′′′∣∣∣
x=L

+ K̃2

ˆ t

0
u(s, x) ds

∣∣∣
x=L

, (3.33d)

making this system linear. Thus, the projected vector yp(t) = [u(t), v(t)]> is the unique
mild solution of

(yp)t = Apyp, (3.34a)

yp(0) = [u0, v0]>, (3.34b)

with the operator

Ap :

[
u
v

]
7→
[

v
−Λ
ρ u

IV

]
,
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in the Hilbert space Hp := H̃2
0,R × L2

R. The equations (3.33c) and (3.33d) are incorpo-
rated into the domain:

D(Ap) = {[u, v]>∈ Hp : u ∈ H̃4
0,R(0, L), v ∈ H̃2

0,R(0, L),

Λu′′(L) + K̃1u
′(L) = 0,Λu′′′(L)− K̃2u(L) = 0}.

For further details on the operator Ap in the space Hp see the Appendix B.1.

Step 2 (proof of u(t, L) = u′(t, L) = 0): We now investigate solutions of the pro-

jected problem (3.34) with the additional property that u(t, L) and u′(t, L) are constant
in time. Since the semigroup (etAp)t≥0 is unitary in Hp (see the Appendix B.1), we
know in particular that ‖v(t)‖L2 ≤ C = 1√

ρ‖yp(0)‖Hp for all t ≥ 0 (see (B.1) for the

definition of ‖ · ‖p). Applying the L2-norm to (3.33b) this yields

sup
t≥0

∥∥∥(ˆ t

0
u(s) ds

)IV∥∥∥
L2(0,L)

<∞. (3.35)

Next we apply the following Gagliardo-Nirenberg inequalities (cf. [Nir59]), which guar-
antee the existence of a constant C > 0 such that there holds for all t ≥ 0:∥∥∥ˆ t

0
u(s) ds

∥∥∥
L∞(0,L)

≤ C
∥∥∥(ˆ t

0
u(s) ds

)IV∥∥∥ 1
8

L2(0,L)
·
∥∥∥ˆ t

0
u(s) ds

∥∥∥ 7
8

L2(0,L)
,∥∥∥ˆ t

0
u′(s) ds

∥∥∥
L∞(0,L)

≤ C
∥∥∥( ˆ t

0
u(s) ds

)IV∥∥∥ 3
8

L2(0,L)
·
∥∥∥ˆ t

0
u(s) ds

∥∥∥ 5
8

L2(0,L)
.

(3.36)

The first factor on the right hand side in both inequalities is uniformly bounded (with
respect to t) due to (3.35). For the second factor we observe that, according to Theo-

rem 3.10, t 7→ ‖u(t)‖L2(0,L) is uniformly bounded, and therefore t 7→ ‖
´ t

0 u(s) ds‖L2(0,L)

grows at most linearly. Hence, (3.36) implies that t 7→ ‖
´ t

0 u(s, L) ds‖L∞(0,L) grows

at most like t
7
8 and t 7→ ‖

´ t
0 u
′(s, L) ds‖L∞(0,L) at most like t

5
8 as t → ∞. But this

contradicts the fact that u(t, L) and u′(t, L) are constant, unless u0(L) = u′0(L) = 0.
This shows that u(t, L) = u′(t, L) = 0 for all t ≥ 0.

Step 3 (Holmgren’s Theorem): By iterated t-integration we shall now construct

C4-solutions of (3.34a), for which we can apply the Holmgren Uniqueness Theo-
rem [Joh82, Section 3.5]. So we define

y1(t) ≡ [u1(t), v1(t)]> :=

ˆ t

0
yp(s) ds+A−1

p [u0, v0]>.

Due to Theorem 1.2.4 in [Paz83] and Lemma B.1 we have y1(t) ∈ D(Ap) for all t ≥ 0.

So y1 is a classical solution of (3.34a) to the initial condition y1(0) = A−1
p [u0, v0]>.

Furthermore, because of u(t, L) = u′(t, L) = 0, again u1(t, L), u′1(t, L) are con-
stant in time. Completely analogous to the previous step we can show again that
u1(t, L) = u′1(t, L) = 0.

Next we shall construct solutions of higher regularity. We iterate the previous step

and define recursively yn(t) ≡ [un(t), vn(t)]> :=
´ t

0 yn−1(s) ds + A−np [u0, v0]>, which

solves (3.34a) classically with the initial condition yn(0) = A−np [u0, v0]>. Again we
have un(t, L) = u′n(t, L) = 0. Furthermore, by definition we have on the one hand
Apyn(t) = yn−1(t). And on the other hand Ap[un, vn]> = [vn,−Λ/ρ uIV

n ]>, so we
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can show inductively that yn ∈ C(R+; H̃2n+2
0 (0, L) × H̃2n

0 (0, L)). Now we consider
the solution un for n ≥ 2. It satisfies the following partial differential equation with
boundary conditions:

(un)tt = −Λ

ρ
uIV
n , (3.37a)

[un(0, x), (un)t(0, x)]> = A−np [u0, v0]>, (3.37b)

un(t, 0) = u′n(t, 0) = 0, (3.37c)

un(t, L) = . . . = u′′′n (t, L) = 0. (3.37d)

By using un ∈ C(R+; H̃2n+2
0 (0, L)) and (un)t = vn ∈ C(R+; H̃2n

0 (0, L)) and (3.37a), we
obtain the following properties for the mixed fourth order space-time derivatives of un:

uIV
n ∈ C(R+; H̃2n−2

0 (0, L)),

(un)′′′t ∈ C(R+; H̃2n−3
0 (0, L)),

(un)′′tt = −Λ

ρ
uVI
n ∈ C(R+; H̃2n−4

0 (0, L)),

(un)′ttt = −Λ

ρ
vVn ∈ C(R+; H̃2n−5

0 (0, L)),

(un)tttt =
Λ2

ρ2
uVIII
n ∈ C(R+; H̃2n−6

0 (0, L)).

So for n ≥ 4, all mixed derivatives of un of order four lie in
C(R+; H̃2

0 (0, L)) ⊂ C(R+ × [0, L]). Thus un(t, x) is a C4-solution of (3.37).
Now we can apply the Holmgren Uniqueness Theorem [Joh82, Section 3.5] on the

strip R+ × (0, L). Due to (3.37d) all partial derivatives up to order 3 of u4 vanish on
the line R+ × {L}, and furthermore u4(t, 0) = u′4(t, 0) = 0. Therefore, Holmgren’s
Uniqueness Theorem implies that u4 = 0 has to hold everywhere in this strip. (See
also the proof of Lemma 3 in [LM88] for a similar result – but without a detailed
proof.) Therefore A−4

p [u0, v0]> = 0 has to hold, and since A−1
p is injective, this yields

[u0, v0]> = 0. Since yp(t) = etAp [u0, v0]>, we conclude that u(t) = v(t) = 0 for all
t ≥ 0. �

As a consequence we obtain convergence to zero for trajectories with ω(y0) 6= ∅:
Corollary 3.15. If ω(y0) 6= ∅ for some y0 ∈ H, then

lim
t→∞
‖SA(t)y0‖H = 0.

Proof. This follows directly from LaSalle’s Invariance Principle (Theorem 1.19) and
the fact Ω = {0} shown in Theorem 3.14 above. �

3.5. Asymptotic stability – linear kj

In the case where the kj are linear, we are able to show precompactness for all
trajectories, even for the mild, non-classical solutions. This will yield that the ω-limit
set ω(y0) is always non-empty, and hence the asymptotic stability of the nonlinear
semigroup will follow from Corollary 3.15. Notations and results from the previous
sections, and Sections 1.3 and 1.4, are still assumed to hold.
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Lemma 3.16. Let y0 ∈ H, and y(t) be the corresponding mild solution of (3.24).
Let κj = 0. Then N y(t) ∈ L1(R+;H).

Proof. First, let us assume that y0 ∈ D(A), so y(t) is a classical solution. We know
from Theorem 3.10 that V (y(t)) is non-increasing. By integrating (3.26) with respect
to time we obtain

V (y(T ))− V (y0) =

ˆ T

0

[
− d1

(
ξ

J

)
ξ

J
− d2

(
ψ

M

)
ψ

M

+ a1(z1) · ∇V1(z1) + a2(z2) · ∇V2(z2)
]

dt

(3.38)

=: IT (y0),

where all terms on the right hand side consist of elements of the vector y(t), thus
depend on t. If we let T →∞, we know that V (y(T ))→ ν(y0), i.e. the limit exists and
the integral I∞(y0) is finite.

Now we consider y0 ∈ H, and y(t) is the corresponding mild solution of (3.24). Let
(y0,n)n∈N ⊂ D(A) be a sequence with y0,n → y0. According to Proposition 1.6 the cor-
responding classical solutions yn(t) converge to y(t) in C([0, T ];H) for all T > 0. There-
fore the right hand side of (3.38) converges for all T > 0, namely IT (y0,n)→ IT (y0).
Due to continuity of V , also V (yn(T ))− V (y0,n)→ V (y(T ))− V (y0) as n→∞. Thus,
(3.38) also holds for mild solutions for any T > 0. Since V (y(T ))→ ν(y0) ∈ [0, V (y0)]
as T →∞, the integral I∞(y0) is finite.

Now we know that for any (mild) solution y(t) the integral I∞(y0) from (3.38) is
finite. Since all the terms in the integrand of (3.38) are non-positive (see (3.7) and
(3.12)), we conclude with (3.19) and (3.7) that

zj(t), ψ(t), ξ(t) ∈ L2(R+). (3.39)

Under the assumptions we made in Section 3.2 for the functions occurring in the
nonlinear operator N , the properties (3.39) immediately imply N y(t) ∈ L1(R+;H). �

Remark 3.17. To obtain N y(t) ∈ L1(R+;H) in the above proof, we used in
(3.38) that the nonlinear damping functions dj include a non-vanishing linear part
(i.e. Dj > 0). The same assumption will also be needed in Step 3 of the proof of
Lemma 3.20 below. However, in the nonlinear spring-damper system of [MSA15], a
locally quadratic growth of the damper law was sufficient. From a practical point of
view, this is not restrictive at all.

We note that (3.38) does not give any control on u(t, L) and u′(t, L) (in the sense
of (3.39)). Hence, the linearity assumption κj = 0 was crucial for the above proof.
Otherwise, the κj-terms in N y(t) could not be controlled.

Theorem 3.18. If κj = 0 for j = 1, 2, there holds limt→∞ ‖SA(t)y0‖H = 0 for
every y0 ∈ H , i.e. the semigroup SA is asymptotically stable.

Proof. According to Remark 3.3 the linear part A of A is a maximal dissipative op-
erator on H. Clearly A0 = 0, and as seen in the proof of Lemma 3.2, A−1 exists and is
compact. Since A generates a C0-semigroup of contractions, (λ−A)−1 exists and is com-
pact for all λ > 0. Finally, according to Lemma 3.16, we have t 7→ N y(t) ∈ L1(R+;H).
Due to these facts, we can apply Theorem 4 in [DS73] with f(t) := N y(t). This shows
that the ω-limit set ω(y0) is non-empty (in fact the trajectory γ(y0) is precompact).
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Thus, due to Corollary 3.15 and Theorem 3.14, we conclude ω(y0) = {0} and that the
entire solution y(t) converges to zero. �

3.6. Asymptotic stability – nonlinear kj

According to Corollary 3.15, any trajectory with a non-empty ω-limit set already
is asymptotically stable. Thus, in order to complete the discussion we show in this
section that (at least) any classical trajectory possesses a non-empty ω-limit. We do
this by proving that every classical trajectory is precompact. To this end we follow a
strategy introduced in [MSA15]. Throughout this section, notations and results from
the previous sections, and Chapter 1, are still assumed to hold.

We begin with the following preparatory result (which would be obvious for linear
semigroups):

Lemma 3.19. Let y(t) be a solution of (3.24) with the initial condition
y0 ∈ D(A2) := {y ∈ D(A) : Ay ∈ D(A)}. Then y ∈ C2(R+;H) and yt(t) ∈ D(A) for
all t > 0.

Proof. If we already knew that y ∈ C2(R+;H), it would follow that ỹ := yt satisfies

ỹt = Aỹ +



0
0

α′1(z1)z̃1 + 1
J [β′1(z1)z̃1ξ + β1(z1)ξ̃]

α′2(z2)z̃2 + 1
M [β′2(z2)z̃2ψ + β2(z2)ψ̃]

−γ′1(z1)z̃1 − 1
J δ
′
1

( ξ
J

)
ξ̃ − κ′1(u′(L))ũ′(L)

−γ′2(z2)z̃2 − 1
M δ
′
2

( ψ
M

)
ψ̃ − κ′2(u(L))ũ(L)


. (3.40)

However, at this point we only know that y(t) ∈ C1(R+;H), see Theorem 3.10.
Motivated by (3.40) we define the following functions for this fixed solution
y(t) = [u, v, z1, z2, ξ, ψ]>(t) (and we omit t in the definitions):

G1(t, Z) := α′1(z1)ζ1 +
1

J
[β′1(z1)ζ1ξ + β1(z1)Ξ],

G2(t, Z) := α′2(z2)ζ2 +
1

M
[β′2(z2)ζ2ψ + β2(z2)Ψ],

G3(t, Z) := −γ′1(z1)ζ1 −
1

J
δ′1
( ξ
J

)
Ξ− κ′1(u′(L))U ′(L),

G4(t, Z) := −γ′2(z2)ζ2 −
1

M
δ′2
( ψ
M

)
Ψ− κ′2(u(L))U(L),

where Z := [U, V, ζ1, ζ2,Ξ,Ψ]> ∈ H. Since y(t) is a classical solution and the occurring
coefficient functions are differentiable, it follows that t 7→ Gj(t, Z) is continuously

differentiable for all j = 1, . . . , 4. As a consequence the operator Ñ : R+
0 × H → H

defined by
Ñ (t, Z) := [0, 0, G1(t, Z), G2(t, Z), G3(t, Z), G4(t, Z)]>,

is also is differentiable with respect to t for every Z ∈ H. Furthermore, Ñ is Lipschitz
continuous with respect to Z ∈ H, uniformly in t ∈ [0, T ] for every T > 0. Now the
linear, non-autonomous initial value problem

Zt = AZ + Ñ (t, Z), (3.41a)
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Z(0) = Z0 ∈ H, (3.41b)

is considered. According to Theorem 6.1.2 in [Paz83] there exists a unique global mild
solution Z(t) of (3.41) for every Z0 ∈ H. If Z0 ∈ D(A) this solution is classical, see
Theorem 6.1.5 in [Paz83].

Our next aim is to show that for the classical solution y(t) fixed in the beginning, the
(continuous) function yt(t) is indeed a mild solution of (3.41) for Z0 = Ay0: Since y(t)
satisfies the Duhamel formula (1.3) and is differentiable, we obtain after differentiating
with respect to t

yt(t) = etAAy0 +
d

dt

ˆ t

0
e(t−s)AN y(s) ds. (3.42)

According to the proof of Corollary 4.2.5 in [Paz83] the following statement holds true

d

dt

ˆ t

0
e(t−s)AN y(s) ds = etAN y0 +

ˆ t

0
e(t−s)A d

ds
N y(s) ds. (3.43)

Inserting (3.43) in (3.42) yields that yt(t) fulfills the Duhamel formula for (3.41). As a
consequence yt(t) is the unique mild solution of (3.41) to the initial condition Z0 = Ay0.
Moreover, we know that this mild solution Z(t) = yt(t) is a classical solution of (3.41)
if Ay0 ∈ D(A), i.e. y0 ∈ D(A2). Hence yt ∈ C1(R+;H) and y ∈ C2(R+;H). �

Lemma 3.20. The trajectory γ(y0) is precompact in H for y0 ∈ D(A2). Moreover,
there exists a constant C > 0 such that

‖yt(t)‖H ≤ C, ∀t ≥ 0, (3.44)

where C depends continuously on ‖y0‖H and ‖yt(0)‖H.

Proof. In order to prove precompactness of the trajectory, it suffices to show that

sup
t>0
‖Ay(t)‖H <∞,

due to the compact embeddings H4(0, L) ↪→↪→ H2(0, L) ↪→↪→ L2(0, L). However, this
is equivalent to showing that yt is uniformly bounded in H for t > 0, since yt = Ay.
Again, this is equivalent to

V (yt) =
ρ

2

ˆ L

0
u2
tt dx+

Λ

2

ˆ L

0

(
u′′t
)2

dx+
J

2

(
u′tt(L)

)2
+
M

2

(
utt(L)

)2
+

ˆ u′t(L)

0
k1(s) ds+

ˆ ut(L)

0
k2(s) ds+ V1((z1)t) + V2((z2)t)

being uniformly bounded, see Lemma 3.7. Since y(t) is a classical solution, we have
the following equalities

ut(L) =
ψ

M
, u′t(L) =

ξ

J
.

According to Theorem 3.10 those terms are always uniformly bounded. Moreover, due
to regularity of the functions aj , bj and Theorem 3.10 we see from (3.5a) and (3.6a)
that (zj)t ∈ L∞(R+) for j = 1, 2. Therefore, the boundedness of V (yt) is equivalent to
the boundedness of the functional

Ṽ (yt) :=
ρ

2

ˆ L

0
u2
tt dx+

Λ

2

ˆ L

0

(
u′′t
)2

dx+
J

2

(
u′tt(L)

)2
+
M

2

(
utt(L)

)2
.
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Hence, our aim is to derive a system of equations satisfied by yt(t), and then to show

that Ṽ (yt) is uniformly bounded.

Step 1 (Time derivative of the system): According to Lemma 3.19, there holds

y(t) ∈ C2(R+;H). Differentiating (3.1)–(3.3) with respect to time hence shows that
yt is the classical solution to the following system:

ρuttt + ΛuIV
t = 0, (3.45a)

ut(t, 0) = u′t(t, 0) = 0, (3.45b)

Λu′′t (t, L) + Ju′ttt(t, L) + (τe)t(t) = 0, (3.45c)

−Λu′′′t (t, L) +Muttt(t, L) + (fe)t(t) = 0, (3.45d)

where:

τe := c1(z1) + d1(u′t(L)) + k1(u′(L)),

fe := c2(z2) + d2(ut(L)) + k2(u(L)).
(3.46)

Therefore, from (3.46) it follows:

(τe)t = ∇c1(z1) · (z1)t + d′1(u′t(L))u′tt(L) + k′1(u′(L))u′t(L),

(fe)t = ∇c2(z2) · (z2)t + d′2(ut(L))utt(L) + k′2(u(L))ut(L),
(3.47)

and from (3.5a) and (3.6a), we obtain

(z1)tt = [Ja1(z1) + u′t(L)Jb1(z1)](z1)t + b1(z1)u′tt(L), (3.48a)

(z2)tt = [Ja2(z2) + ut(L)Jb2(z2)](z2)t + b2(z2)utt(L), (3.48b)

where Jaj , Jbj denote the Jacobian matrices of the functions aj and bj , respectively.

Step 2 (Time derivative of Ṽ (yt)): We obtain

d

dt
Ṽ (yt) = ρ

ˆ L

0
utttutt dx+ Λ

ˆ L

0
u′′ttu

′′
t dx+ Ju′ttt(L)u′tt(L) +Muttt(L)utt(L)

= utt(L)
(
Muttt(L)− Λu′′′t (L)

)
+ u′tt(L)

(
Λu′′t (L) + Ju′ttt(L)

)
= −utt(L)

(
(z2)>t ∇c2(z2) + k′2(u(L))ut(L)

)
− u′tt(L)

(
(z1)>t ∇c1(z1) + k′1(u′(L))u′t(L)

)
− d′2(ut(L))

(
utt(L)

)2 − d′1(u′t(L))
(
u′tt(L)

)2
,

(3.49)

where we have performed partial integration in x twice, and then used (3.45) and (3.47).
Integrating (3.49) on the time interval [0, t], for some arbitrary t ∈ R+, we get with
(3.7b)

Ṽ (yt(t)) ≤ Ṽ (yt(0)) + I1(t) + I2(t), (3.50)

where

I1(t) := −
ˆ t

0
u′tt(L)

(
(z1)>t ∇c1(z1) + k′1(u′(L))u′t(L)

)
ds,

I2(t) := −
ˆ t

0
utt(L)

(
(z2)>t ∇c2(z2) + k′2(u(L))ut(L)

)
ds.
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Step 3 (Boundedness of I1 and I2): Next, we show uniform boundedness for each
component of I2 by using partial integration in time:

−
ˆ t

0
utt(L)k′2(u(L))ut(L) ds = −1

2
(ut(t, L))2 k′2(ut(t, L)) +

1

2
(ut(0, L))2 k′2(ut(0, L))

+
1

2

ˆ t

0
ut(L)3k′′2(u(L)) ds ≤ C, ∀t ≥ 0.

Further, it holds thatˆ t

0
utt(L)(z2)>t ∇c2(z2) ds = ut(t, L)(z2)t(t)

>∇c2(z2(t))− ut(0, L)(z2)t(0)>∇c2(z2(0))

−
ˆ t

0
ut(L)[(z2)>t Hc2(z2)(z2)t + (z2)>tt∇c2(z2)] ds.

Here, Hc2 denotes the Hessian of the function c2. Since c2 ∈ C2(Rn2), it follows thatˆ t

0
|ut(L)(z2)>t Hc2(z2)(z2)t|ds ≤ C

ˆ t

0
|(z2)t|2 ds,

and (with (3.48)):ˆ t

0
ut(L)(z2)>tt∇c2(z2) ds =

ˆ t

0
ut(L)[Ja2(z2)(z2)t + ut(L)Jb2(z2)(z2)t]

>∇c2(z2) ds

+

ˆ t

0
∇c2(z2)>b2(z2)utt(L)ut(L) ds

=

ˆ t

0
ut(L)[Ja2(z2)(z2)t + ut(L)Jb2(z2)(z2)t]

>∇c2(z2) ds

+
1

2
∇c2(z2(t))>b2(z2(t))ut(t, L)2

− 1

2
∇c2(z2(0))>b2(z2(0))ut(0, L)2

− 1

2

ˆ t

0
ut(L)2(z2)>t

[
Jb2(z2)>∇c2(z2) +Hc2(z2)b2(z2)

]
ds

≤ C
ˆ t

0
|ut(L)|2 + |(z2)t|2 ds+

1

2
∇c2(z2(t))>b2(z2(t))ut(t, L)2

− 1

2
∇c2(z2(0))>b2(z2(0))ut(0, L)2.

For the estimate of the second integral we have used the uniform boundedness of (z2)t,
see the discussion before Step 1 of this proof. The uniform boundedness of I1 fol-
lows analogously. Hence, Ṽ (yt(t)) is uniformly bounded in time. Furthermore it can
be seen that all the positive constants C appearing in the above calculations depend
continuously on the initial conditions. This concludes the proof. �

In order to extend this result to all classical solutions, we need the following density
argument.

Lemma 3.21. For any y ∈ D(A) there is a sequence (yn)n∈N in D(A2) such that
limn→∞ yn = y and limn→∞Ayn = Ay.
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Proof. Let an arbitrary y ∈ D(A) be fixed. Notice that it suffices to show that
there exists a sequence (yn)n∈N with yn = [un, vn, z1n, z2n, ξn, ψn]> in D(A2) such that
limn→∞ yn = y in the space H4(0, L) × H2(0, L) × Rn1 × Rn2 × R × R. The set
D(A2) = {y ∈ D(A) : Ay ∈ D(A)} is equivalent to

v ∈ H̃4
0 (0, L), (3.51)

u ∈ H̃6
0 (0, L) ∧ uIV(0) = uV(0) = 0, (3.52)

ξ = Jv′(L), (3.53)

ψ = Mv(L), (3.54)

Λu′′(L) + [c1(z1) + d1

( ξ
J

)
+ k1(u′(L))] =

ΛJ

ρ
uV(L), (3.55)

−Λu′′′(L) + [c2(z2) + d2

( ψ
M

)
+ k2(u(L))] =

ΛM

ρ
uIV(L). (3.56)

Since C̃∞0 (0, L) := {f ∈ C∞([0, L]) : f (k)(0) = 0, ∀k ∈ N0} is dense in H̃2
0 (0, L)

(see Theorem 3.17 in [AF03]), there exists a sequence (vn)n∈N ⊂ C̃∞0 (0, L) such
that limn→∞ vn = v in H2(0, L). Also, vn satisfies (3.51), for all n ∈ N. Defining
ξn := Jv′n(L) and ψn := Mvn(L) ensures that yn satisfies (3.53) and (3.54). More-
over, the Sobolev embedding H2(0, L) ↪→ C1([0, L]) implies that limn→∞ ξn = ξ and
limn→∞ ψn = ψ as well. Next, let z1n := z1 and z2n := z2 for all n ∈ N.

Finally, the sequence (un)n∈N ⊂ C∞([0, L]) will be constructed such that un satisfies
(3.52), (3.55), and (3.56) for all n ∈ N, and limn→∞ un = u in H4(0, L). To this end
we introduce an auxiliary sequence of polynomial functions

hn(x) := h2,nx
2 + h3,nx

3 + h6,nx
6 + h7,nx

7 + h8,nx
8 + h9,nx

9 + h10,nx
10 + h11,nx

11,

for all n ∈ N, where h2,n, . . . , h11,n ∈ R are to be determined. It immediately follows
that

hn(0) = h′n(0) = hIV
n (0) = hV

n(0) = 0. (3.57)

Let h2,n = u′′(0)
2 and h3,n = u′′′(0)

6 , which is equivalent to

h′′n(0) = u′′(0), h′′′n (0) = u′′′(0). (3.58)

Further conditions are imposed on hn:

h(k)
n (L) = u(k)(L), k ∈ {0, 1, 2, 3}.

This can equivalently be written in terms of coefficients1:

h6,n + h7,nL+ h8,nL
2 + h9,nL

3 + h10,nL
4 + h11,nL

5 = r1, (3.59a)

6h6,n + 7h7,nL+ 8h8,nL
2 + 9h9,nL

3 + 10h10,nL
4 + 11h11,nL

5 = r2, (3.59b)

62h6,n + 72h7,nL+ 82h8,nL
2 + 92h9,nL

3 + 102h10,nL
4 + 112h11,nL

5 = r3 (3.59c)

63h6,n + 73h7,nL+ 83h8,nL
2 + 93h9,nL

3 + 103h10,nL
4 + 113h11,nL

5 = r4, (3.59d)

with

r1 =
u(L)

L6
− u′′(0)

2L4
− u′′′(0)

6L3
, r2 =

u′(L)

L5
− u′′(0)

L4
− u′′′(0)

2L3
,

1The coefficient kl (the Pochhammer symbol, see [GKP89]) for k, l ∈ N, l ≤ k is defined by
kl := k · (k − 1) · · · (k − l + 1).
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r3 =
u′′(L)

L4
− u′′(0)

L4
− u′′′(0)

L3
, r4 =

u′′′(L)

L3
− u′′′(0)

L3
.

We further require that hn satisfies:

ΛM

ρ
hIV
n (L) = −Λu′′′(L) +

[
c2(z2) + d2

(ψn
M

)
+ k2(u(L))

]
=: r5, (3.60)

ΛJ

ρ
hV
n(L) = Λu′′(L) +

[
c1(z1) + d1

(ξn
J

)
+ k1(u′(L))

]
:= r6, (3.61)

where (3.60) and (3.61) are equivalent to:

64h6,n + 74h7,nL+ 84h8,nL
2 + 94h9,nL

3 + 104h10,nL
4 + 114h11,nL

5 =
r5ρ

ΛML2
, (3.62a)

65h6,n + 75h7,nL+ 85h8,nL
2 + 95h9,nL

3 + 105h10,nL
4 + 112h11,nL

5 =
r6ρ

ΛJL
. (3.62b)

Such hn exists and is unique, due to the fact that linear system (3.59) and (3.62)
has strictly positive determinant. Consequently, (3.57), (3.58), and (3.59) imply that
u − hn ∈ H4

0 (0, L), for all n ∈ N. Since C∞0 (0, L) is dense in H4
0 (0, L), there exists a

sequence (ũn)n∈N ⊂ C∞0 (0, L) such that ‖ũn − (u − hn)‖H4 < 1
n , for all n ∈ N. Now

defining un := ũn + hn, gives limn→∞ un = u in H4(0, L). Obviously un satisfies (3.52)
for all n ∈ N. Also, due to (3.60) and (3.61), un satisfies (3.55) and (3.56), as well.
Hence, the statement follows. �

Theorem 3.22. For all y0 ∈ D(A) the trajectory γ(y0) is precompact in H.

Proof. Let y0 ∈ D(A) be chosen arbitrarily, and let (yn,0)n∈N ⊂ D(A2) be an
approximating sequence as in Lemma 3.21. Then there holds in H:

lim
n→∞

Ayn,0 = Ay0. (3.63)

For an arbitrary T > 0, and by applying Proposition 1.6 it follows that the ap-
proximating solutions yn(t) converge to y(t) in C([0, T ];H), where yn(t) and y(t) are
the solutions corresponding to the initial conditions yn,0 and y0, respectively. Since
yn(t) ∈ C1(R+;H) and solves (3.24), for all n ∈ N, (3.63) yields

lim
n→∞

(yn)t(0) = Ay0 in H. (3.64)

Hence, (3.44) and (3.64) imply that there exists a constant C > 0 such that for all
n ∈ N:

sup
t≥0
‖(yn)t(t)‖H ≤ C(‖y0‖H, ‖Ay0‖H),

where the constant C does not depend on n. From here it follows that (yn)t is bounded
in L∞(R+;H). Hence, the Banach-Alaoglu Theorem (see Theorem I.3.15 in [Rud91])
implies that there exists w ∈ L∞(R+;H) and a subsequence (ynk)k∈N such that

(ynk)t
∗
⇀ w in L∞(R+;H).

For arbitrary z ∈ H and t ≥ 0 there holds

lim
k→∞

ˆ t

0
〈(ynk)t(τ), z〉H dτ =

ˆ t

0
〈w(τ), z〉H dτ,
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which is equivalent to

lim
k→∞
〈ynk(t)− ynk(0), z〉H =

〈 ˆ t

0
w(τ) dτ, z

〉
H
.

Since limn→∞ yn(τ) = y(τ) (in H) for all τ ∈ [0,∞), it follows that

〈y(t)− y(0), z〉H =
〈ˆ t

0
w(τ) dτ, z

〉
H
.

Since z ∈ H was arbitrary, we obtain

y(t)− y(0) =

ˆ t

0
w(τ) dτ, ∀t ≥ 0. (3.65)

Due to continuous differentiability of y, the time derivative of (3.65) can be taken,
which yields yt ≡ w. This implies yt ∈ L∞(R+;H), i.e. ‖yt(·)‖H is uniformly bounded,
which proves the theorem. �

Now it is straightforward to prove the main result of this chapter:

Theorem 3.23. For every y0 ∈ D(A) there holds limt→∞ ‖SA(t)y0‖H = 0.

Proof. According to Theorem 3.22 all classical trajectories are precompact. Fur-
thermore, we have Ω = {0}, according to Theorem 3.14. Hence, we can apply LaSalle’s
Invariance Principle, cf. Theorem 1.19, which proves that every classical solution of
(3.24) converges to 0 in H as t→∞. �



APPENDIX A

Deferred results from Chapter 2

A.1. Functional analytical results

Even though most of the analysis in Chapter 2 is carried out for real-valued functions
u and as a consequence in the real Hilbert space H (see (2.9)), the spectral analysis
of the occurring linear operators needs to be performed in a complex Hilbert space.
This section contains some of those results. For the spectral analysis of the operator
A, defined in (2.10), we introduce the complex Hilbert space

X := {y = [u, v, ξ, ψ]> : u ∈ H̃2
0 (0, L), v ∈ L2(0, L), ξ, ψ ∈ C},

where H̃n
0 is the complex version of the space H̃n

0,R introduced in (1.1). X is equipped
with the inner product

〈y1, y2〉X :=
Λ

2

ˆ L

0
u′′1u

′′
2 dx+

ρ

2

ˆ L

0
v1v2 dx+

1

2J
ξ1ξ2 +

1

2m
ψ1ψ2, ∀y1, y2 ∈ X .

For the operator A given by (2.10) we consider the natural continuation to X , still
denoted by A. This continuation still is of the form (2.10), and the domain is

DC(A) = {y ∈ X : u ∈ H̃4
0 (0, L), v ∈ H̃2

0 (0, L), ξ = Jv′(L), ψ = mv(L)},
where the occurring Sobolev spaces now consist of complex valued functions.

Proposition A.1. The linear operator A from (2.10) is skew-adjoint and has
compact resolvent in X . The spectrum σ(A) consists of countably many eigenvalues
{λn}n∈Z. They are all isolated and purely imaginary, and each eigenspace has finite
dimension. The eigenvectors are an orthogonal basis of X .

Proof. It can easily be shown that for all y1, y2 ∈ DC(A)

〈Ay1, y2〉X =
Λ

2

ˆ L

0
v′′1u

′′
2 − u′′1v′′2 dx = −〈y1, Ay2〉X ,

i.e. A is skew-symmetric. Straightforward calculations, analogous to those in [KT05],
demonstrate that A is invertible and A−1 : X → X is even compact. So 0 ∈ ρ(A), and
according to the corollary of Theorem VII.3.1 in [Yos80] this proves that A is skew-
adjoint. Then, according to Theorem III.6.26 in [Kat66] the spectrum σ(A) consists of
countably many eigenvalues, which are all isolated. The corresponding eigenspaces are
finite-dimensional, and the eigenvectors form an orthogonal basis according to Theo-
rem V.2.10 in [Kat66]. �

The following is an extension of Lemma 2.3 from H to X .

Lemma A.2. The linear operator A generates a C0-semigroup (etA)t≥0 of unitary
operators on X .

143
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Proof. From Proposition A.1 we know that A is skew-adjoint in X . Then, we
apply Stone’s Theorem (see Theorem 3.24 in [EN00]), which proves that (etA)t≥0 is a
C0-semigroup of unitary operators in X . �

In the following, we turn to the spectral analysis of B, defined in (2.50). To this
end we introduce the Hilbert space

X̃ := {w = [u, v, ξ]> : u ∈ H̃2
0 (0, L), v ∈ L2(0, L), ξ ∈ C},

equipped with the inner product

〈〈w1, w2〉〉X̃ :=
Λ

2

ˆ L

0
u′′1u2

′′ dx+
ρ

2

ˆ L

0
v1v2 dx+

1

2J
ξ1ξ2.

X̃ is the complex analogue to H̃ from (2.49). The continuation of B to X̃ is still denoted
by B and given by (2.50), and has the domain

DC(B) := {y ∈ X̃ : u ∈ H̃4
0 (0, L), v ∈ H̃2

0 (0, L), ξ = Jv′(L), u′′′(L) = 0}.
Proposition A.3. The operator B is skew-adjoint and has compact resolvent in

X̃ . The spectrum σ(B) consists entirely of isolated eigenvalues {µn}n∈Z\{0} located on
the imaginary axis, and they have no accumulation point. All eigenspaces are one-
dimensional, and the corresponding eigenfunctions form an orthogonal basis of X̃ . For
every n ∈ Z \ {0} the normalized eigenfunction associated to µn is given by

Φn =

 un
µnun

µnJu
′
n(L)


where the real function un ∈ H̃4

0 (0, L) is the unique (up to normalization) solution of
the boundary value problem (2.52). Here, un is scaled such that ‖Φn‖X̃ = 1.

Proof. Analogously to the proof of Proposition A.1 we can show that 0 ∈ ρ(B),

that B−1 is compact in X̃ and that B is skew-adjoint. According to Theorem III.6.26
in [Kat66] the spectrum σ(B) consists of countably many eigenvalues {µn}n∈Z\{0},
which are all isolated. They come in complex conjugated pairs, i.e. µ−n = µn. The
corresponding eigenspaces are finite-dimensional, and the eigenvectors form an orthog-
onal basis according to Theorem V.2.10 in [Kat66]. Since B is skew-adjoint we have

σ(B) ⊂ iR. Finally, the fact that the family {Φn}n∈Z\{0} is an orthogonal basis of X̃
follows immediately from the application of Theorem V.2.10 in [Kat66].

Let Φn = [un, vn, ξn]> ∈ DC(B) be an eigenfunction corresponding to µn for
n ∈ Z \ {0}, i.e. BΦn = µnΦn. First, it is necessary that un solves (2.52). The vn
and ξn can be determined from un via vn = µnun and ξn = Jµnu

′
n(L). The sys-

tem (2.52) has a non-trivial solution iff µn ∈ σ(B) (note that we have already shown
that 0 /∈ σ(B), i.e. we may assume µn 6= 0). In this case we get the general solution

un ∈ H̃4
0 (0, L) of (2.52a) as

un(x) = C1[cosh px− cos px] + C2[sinh px− sin px], (A.1)

where p =
(−ρµ2n

Λ

) 1
4 > 0, and Ci ∈ R (see also the proof of Lemma 2.18). Here,

we already incorporated the zero boundary conditions at x = 0. Using the condition
u′′′n (L) = 0 from (2.52b) yields

C1[sinh pL− sin pL] = −C2[cosh pL+ cos pL].
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Since p 6= 0 due to µn 6= 0, both sides are always nonzero. So C2 can always be deter-
mined uniquely from C1 via this equation. Thus, if (2.52) has a non-trivial solution, it
is unique up to multiplicity. This shows that all eigenspaces of B are one-dimensional,
spanned by the Φn. Finally, (2.52c) can be used to determine the µn for which there is
a non-trivial solution, i.e. µn ∈ σ(B). �

A.2. The differentiated system

Here we discuss the system (2.17) arising in the proof of Lemma 2.12:

ż(t) = Az(t) + Ñ (t, z(t)),

z(0) = z0.
(2.17)

The nonlinearity is given by

Ñ (t, z) =


0
0
0

F (t) + g(t)χ

 ,
and z = [U, V, ζ, χ]> ∈ H. The time-dependent functions satisfy F, g ∈ W 1,∞

loc (R+).

We now fix T > 0, and consider (2.17) for t ∈ [0, T ]. Clearly, Ñ : [0, T ] × H → H is
Lipschitz continuous (in both variables).

According to Theorem 6.1.2 in [Paz83], (2.17) has a unique mild solution z(t) on
[0, T ] for every initial condition z0 ∈ H. In the following we fix z0 ∈ D(A). Then we
can apply Theorem 6.1.6 in [Paz83], which shows that this mild solution z(t) is even
a strong solution, and according to the proof of Theorem 6.1.6 in [Paz83] z(t) is also
Lipschitz continuous on [0, T ]. In particular, the component χ(t) of z(t) is Lipschitz
continuous. For this given χ(t), corresponding to the fixed z0 ∈ D(A), we define the
function:

f(t) :=


0
0
0

F (t) + g(t)χ(t)

 .
Clearly, this is now a Lipschitz continuous function on [0, T ]. We reformulate (2.17) as
the following equivalent initial value problem on [0, T ]:

ż(t) = Az(t) + f(t), (A.2a)

z(0) = z0 ∈ D(A), (A.2b)

with z0 is the initial condition fixed before. The strong solution z(t) of (2.17) obtained
before is clearly also a strong solution of (A.2). Furthermore, this system has a unique
mild solution according to Theorem 6.1.2 in [Paz83]. Now, since f is Lipschitz contin-
uous and H is a Hilbert space (and hence reflexive), we can apply Corollary 4.2.11 in
[Paz83], which shows that (A.2) has a unique classical solution. So, the strong solution
z(t) is even a classical solution.

Remark A.4. It turns out that the proof of Theorem 6.1.6 in [Paz83] proves an
even stronger result than Theorem 6.1.6: In the formulation of Theorem 6.1.6, the
expression “strong solution” can be replaced by “classical solution”. This stems from
the application of Corollary 4.2.11 in [Paz83] in the proof, which yields a classical
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solution, and not just a strong solution. The reasoning is essentially the same as the
one given above, before this remark.



APPENDIX B

Deferred results from Chapter 3

B.1. The operator Ap

The system (3.33) is the mild formulation of the equation (yp)t = Apyp with

yp = [u, v]> ∈ Hp. The corresponding space is defined by Hp := H̃2
0 (0, L)× L2(0, L),

and

Ap :

[
u
v

]
7→
[

v
−Λ
ρ u

IV

]
,

with the domain

D(Ap) = {[u, v]>∈ Hp : u ∈ H̃4
0 (0, L), v ∈ H̃2

0 (0, L),

Λu′′(L) + K̃1u
′(L) = 0,Λu′′′(L)− K̃2u(L) = 0}.

The space Hp is equipped with the following inner product:

〈yp, ỹp〉p := Λ

ˆ L

0
u′′ũ′′ dx+ ρ

ˆ L

0
vṽ dx+ K̃1u

′(L)ũ′(L) + K̃2u(L)ũ(L). (B.1)

The constants K̃1, K̃2 are defined in (3.32) and depend, at first glance, on the fixed
y0 ∈ Ω in the proof of Theorem 3.14. Hence, D(Ap) and the above inner product also
depend on y0. But this does not cause any problems. Anyhow, Step 2 in the proof of
Theorem 3.14 shows that u0(L) = u′0(L) = 0. Hence, K̃j = Kj .

We have the following results:

Lemma B.1. The operator A−1
p : Hp → D(Ap) exists and is a bijection. Further-

more, A−1
p is compact in Hp.

Proof. The proof is analogous to the proof of Lemma 3.2, see also Section 4.2 in
[KT05]. �

Lemma B.2. The operator Ap is skew-adjoint.

Proof. First we show that Ap is skew-symmetric, i.e. for all y, ỹ ∈ D(Ap) there
holds 〈Apy, ỹ〉p = −〈y,Apỹ〉p:

〈Apy, ỹ〉p = Λ

ˆ L

0
v′′ũ′′ dx− Λ

ˆ L

0
uIVṽ dx+ K̃1v

′(L)ũ′(L) + K̃2v(L)ũ(L)

= Λ
(ˆ L

0
vũIV dx+ v′(L)ũ′′(L)− v(L)ũ′′′(L)−

ˆ L

0
u′′ṽ′′ dx

)
− Λu′′′(L)ṽ(L) + Λu′′(L)ṽ′(L) + K̃1v

′(L)ũ′(L) + K̃2v(L)ũ(L).
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Using the boundary conditions Λu′′(L) + K̃1u
′(L) = 0 and Λu′′′(L)− K̃2u(L) = 0 from

D(Ap) we obtain:

〈Apy, ỹ〉p = Λ

ˆ L

0
vũIV dx− K̃1v

′(L)ũ′(L)− K̃2v(L)ũ(L)− Λ

ˆ L

0
u′′ṽ′′ dx

− K̃2u(L)ṽ(L)− K̃1u
′(L)ṽ′(L) + K̃1v

′(L)ũ′(L) + K̃2v(L)ũ(L)

= −〈y,Apỹ〉p.
So Ap is skew-symmetric. Furthermore, due to Lemma B.1 we know that ranAp = Hp.
So we can apply the Corollary of Theorem VII.3.1 in [Yos80], which proves the skew-
adjointness of Ap. �

Lemma B.3. Ap generates a C0-semigroup of unitary operators in Hp.
Proof. Since Ap is skew-adjoint, this follows from Stone’s theorem [EN00, Theo-

rem II.3.24]. �
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[CM98] Conrad F., Morgül Ö. On the stabilization of a flexible beam with a tip mass. SIAM
Journal on Control and Optimization, 36, no. 6 (1998), pp. 1962–1986.

[Cou02] Couchouron J.F. Compactness theorems for abstract evolution problems. Journal of
Evolution Equations, 2, no. 2 (2002), pp. 151–175.

[CP69] Crandall M.G., Pazy A. Semi-groups of nonlinear contractions and dissipative sets.
J. Functional Analysis, 3 (1969), pp. 376–418.

[CP94] Conrad F., Pierre M. Stabilization of second order evolution equations by unbounded
nonlinear feedback. Ann. Inst. H. Poincaré Anal. Non Linéaire, 11, no. 5 (1994), pp.
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